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Abstract—HIPERCONTRACER is an open source tool for
large-scale, long-term, high-frequency Ping and Traceroute mea-
surements. Using such measurements, it is possible to obtain
information about latency in the network, as well as about the
actual routing. This live demonstration provides an overview over
the tool and its features, as well as an introduction of how to
use it for performing measurements, storing the results, querying
selected results, and post-processing them for visualisation.1
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I. INTRODUCTION

The well-known shell tools ping and traceroute pro-
vide basic network connectivity testing. Ping measurements
just perform round-trip time (RTT) measurements between
two end-systems, while Traceroute also probes the routers
of the path in-between. However, these shell tools are made
for simple interactive testing. They are unsuitable for large-
scale, long-term, high-frequency measurements in distributed
infrastructures like NORNET [1]–[3], with automatic process-
ing of the results. For this purpose, the open source tool
HIPERCONTRACER2 [4], [5] (High-Performance Connectivity
Tracer) has been developed.

Up to now, HIPERCONTRACER, has already been used
for research works like RTT measurements [6], performance
metric collection in 4G Enhanced Packet Core (EPC) [7], as
well as long-term routing observation and visualisation for
privacy aspects [8], [9].

As part of the live demonstration, it is intended to showcase
this useful, open source tool to a broader researcher commu-
nity. Particularly, it is also intended to show some of the latest
features currently being added for the upcoming release 2.0.

II. THE HIPERCONTRACER FRAMEWORK

A. Architecture
Figure 1 presents the general architecture of HIPERCON-

TRACER: Measurements are run on arbitrary vantage points
(regular Linux or FreeBSD machines). The collected results
can be uploaded to centralised importer servers, where the re-
sults get imported into SQL or NoSQL databases (or database
clusters) by the importer tool. From the database, the data can
be queried by the query tool. Exported data – in the same,
well-documented format as the original measurement data –
can then be post-processed for analysis and visualisation.

1Parts of this work have been funded by the Research Council of Nor-
way (Forskingsrådet), prosjektnummer 208798/F50.

2HIPERCONTRACER: https://www.nntb.no/∼dreibh/hipercontracer/.

Figure 1. An Overview of the Architecture of HIPERCONTRACER.

B. Measurements

HIPERCONTRACER features multi-homing, i.e. it supports
simultaneous connectivity to multiple networks (e.g. for redun-
dancy, like connections to different Internet service providers).
It can therefore run measurements over multiple networks si-
multaneously. This is particularly also useful to examine paths
used by applications based on Stream Control Transmission
Protocol (SCTP) or Multi-Path TCP (MPTCP), in order to
support performance analysis. Of course, HIPERCONTRACER
supports IPv4 [10] as well as IPv6 [11].

HIPERCONTRACER currently provides two kinds of mea-
surements: Traceroute and Ping. Traceroute probes the routers
to a remote endpoint, by sending packet sequences with
IPv4 Time-to-Live/IPv6 Hop Limit from 1 to a given limit.
Unlike the classic traceroute tool, HIPERCONTRACER
Traceroute, also denoted as “Oslo Traceroute”, sends probe
packets as a burst to speed up the measurement (after initially
probing the required Time-to-Live/Hop Limit in configurable
steps). In addition, it ensures that the first 4 bytes of the
Transport Layer header (ICMP, UDP) are the same for each
probe packet, ensuring that load balancing – usually using
these bytes for hashing a packet to a path – chooses the same
path for all packets of a run. HIPERCONTRACER Ping is just
a special variant of Traceroute, i.e. using a single, fixed Time-
to-Live/Hop Limit to only contact the remote end-system.

For transport, HIPERCONTRACER 2.0 currently provides
ICMP [12], [13] and UDP [14] modules. That is, unlike
former versions, it allows to measure using different protocols,
which may experience different behaviour in the network.
Particularly, this allows to compare results of both protocols,
or measurements of different infrastructures (some use ICMP,
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while others use UDP instead).
HIPERCONTRACER stores results data in well-documented,

compressed (GZip, BZip2, XZ) text files, allowing easy import
into arbitrary tools (simple spreadsheets, GNU R, Python,
Jupyter, . . . ) for analysis. However, it also supports advanced
storage solutions for large-scale, long-term storage.

C. Storage

In measurement infrastructures like NORNET [1], [2], data
is not processed directly on the vantage points, where storage
may be limited to e.g. a couple of weeks or months. Instead,
it can get uploaded automatically (e.g. via RSync/SSH) to
an importer server with larger storage capacity. There, the
HIPERCONTRACER importer tool runs, importing all arrived
results into a structured database, like e.g. a MySQL/MariaDB,
PostgreSQL, or MongoDB database (or database cluster). The
database-specific part of the importer can be extended easily
with support for further database management systems. This
allows for long-term storage, as well as for structured queries.
For instance, a researcher may usually want to query data of
a specific time period and of specific vantage points, possibly
with certain other conditions. A database management system
allows such queries.

D. Analysis

For the researcher, HIPERCONTRACER 2.0 also provides a
query tool, simplifying database queries for results. The output
of the query tool is in the same format as the original input
data. So, regardless of whether the data is directly obtained
from HIPERCONTRACER (e.g. running a simple test) or via a
database backend, the same code can be used to read the data
for post-processing. Examples, e.g. for GNU R, are provided.

As example, Figure 2 presents a plot of a HIPERCON-
TRACER Traceroute measurement from Oslo, Norway to
Haikou, China using 3 runs every 5 min between May 20
and July 1, 2023. The link colour corresponds to the mean
RTT in µs between the measurement system in Oslo and the
destination router of the link. The line thickness corresponds
to a link’s percentage of observations in the data.

A plot of the observed Autonomous Systems (AS) from
the same measurement is provided in Figure 3. Different
line colours represent different ASs, i.e. different network
providers. The interconnection between two different ASs, i.e.
exchanges between different network providers, is represented
as dotted lines. On the other hand, intra-AS links are shown
as solid lines.

III. DEMONSTRATION

The live demonstration of HIPERCONTRACER 2.0 is going
to show:

• How to perform HIPERCONTRACER measurement runs.
• How to store results, i.e. a brief overview over the output

format.
• Setting up the importer tool for database-based storage.
• Using the query tool for getting results from a database.

• Simple post-processing, particularly to produce a map
plot from Traceroute data and RTT statistics plots from
Ping data.

Clearly, as a live event, there will also be the possibility for
discussion with the audience.

IV. AVAILABILITY

HIPERCONTRACER is open source and available in the
Git repository3. The enhancements are currently available as
branch “dreibh/udpping”4. They are going to be merged into
the next major release 2.0.
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Figure 2. Observed Links between Oslo, Norway and Haikou China between May 20 and July 1, 2023, including RTT between Oslo and Remote Router.
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Figure 3. Autonomous Systems (AS) between Oslo, Norway and Haikou China between May 20 and July 1, 2023
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