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Abstract. Symmetric primitives are a cornerstone of cryptography, and
have traditionally been defined over fields, where cryptanalysis is now
well understood. However, a few symmetric primitives defined over rings
Zq for a composite number ¢ have recently been proposed, a setting
where security is much less studied. In this paper we focus on studying
established algebraic attacks typically defined over fields and the extent
of their applicability to symmetric primitives defined over the ring of
integers modulo a composite gq. Based on our analysis, we present an
attack on full Rubato, a family of symmetric ciphers proposed by Ha et
al. at Eurocrypt 2022 designed to be used in a transciphering framework
for approximate fully homomorphic encryption. We show that at least
25% of the possible choices for ¢ satisfy certain conditions that lead to
a successful key recovery attack with complexity significantly lower than
the claimed security level for five of the six ciphers in the Rubato family.

Keywords: Algebraic cryptanalysis, composite modulus, Rubato, Key recovery
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1 Introduction

Symmetric cryptography is the most fundamental form of encryption and its
history goes back thousands of years. In modern times, the first cipher to be
standardized was the symmetric encryption algorithm DES in 1977 [63], and
since then many other symmetric ciphers have been proposed and standardized.
The continued development of other areas of cryptography has often required
symmetric ciphers with particular properties, which prompts the proposals of
new schemes. This cycle of demand and proposal continues to this day.

As symmetric cryptography evolves, so does its cryptanalysis. Security claims
and notions have been formalized, and it has long been standard to assess the
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security of new primitives by examining their susceptibility to known attacks,
e.g., linear [61] and differential [17,18] attacks as well as refined and generalized
versions of them [15,16,19,55,73]. Another class of attacks is algebraic attacks,
such as interpolation [50], higher-order differential [58,55], or computing Grobner
bases for a set of polynomials representing the encryption function.

However, the procedure and success of many attacks depend on the ring or
field over which the symmetric primitive is defined, especially algebraic attacks.
This dependency is the main topic of our paper, as we assess how attacks on
primitives defined over fields may carry over to primitives defined over rings.

1.1 From Traditional Symmetric Primitives to Symmetric
Primitives over Integer Rings Modulo Composites

Traditional Symmetric Primitives. Since computers work with bits, the
traditional symmetric ciphers (from DES and onwards) have been built on bit-
strings, which must be embedded with mathematical operations in order to per-
form any cryptographic algorithm. The natural algebraic structure for these ci-
phers has therefore been the binary field Fo, or one of its extensions Fo». These
fields are very convenient for computers, as addition is simply the XOR opera-
tion, and multiplication is simply the AND for Fy, or a particular matrix/vector
multiplication over Fy for multiplying elements of Fan.

The non-linear operations in these types of ciphers may be performed using
S-boxes: permutations on short bit-strings that can easily be implemented via
a look-up table. S-boxes should be designed such that describing them with
polynomials over the base field produces polynomials of the highest possible
degree which the S-box size will permit, as security may be compromised if this
is not the case. There are alternative ways of performing non-linear operations,
for example the method of ARX ciphers, which uses addition modulo 2™ as an
operation in the cipher (see [11,12,13] for examples). However, S-boxes are by
far the most common way to perform non-linear operations.

The linear operations in symmetric ciphers should combine the outputs from
different non-linear operations as a means to thwart attacks. Iterating the non-
linear and linear operations over several rounds quickly makes the polynomials
describing encryption depend on all unknown key variables and have the max-
imum possible degree for the given number of unknowns and the base field.
The fields Fo and the more general Fon are well understood for algebraic crypt-
analysis, and it has become increasingly easy to argue convincingly that ciphers
defined over either these fields are secure against algebraic attacks.

Arithmetization-Oriented Symmetric Primitives. The traditional ciphers
work very well for simple encryption/decryption of binary data. However, with
the evolution of more sophisticated cryptographic constructions like multi-party
computation (MPC), fully homomorphic encryption (FHE), and zero-knowledge
(ZK) protocols there has been an increasing demand for arithmetization-oriented
symmetric primitives to be used together with MPC, ZK, or FHE. While tradi-
tional primitives have been designed to be efficient in software and hardware, the



MPC-/ZK-/FHE-friendly primitives are subject to a different efficiency metric.
Instead of minimizing the number of bitwise operations, these designs aim to
minimize the cost related to the number of non-linear operations. Roughly:

— MPC-friendly schemes aim to minimize the number of non-linear operations
necessary to evaluate them;

— ZK-friendly schemes aim to minimize the number of non-linear operations
necessary to verify them;

— FHE-friendly schemes aim to minimize the multiplicative depth of their rep-
resentation when encryption and decryption are expressed as circuits.

Several specialized MPC-/ZK-/FHE-friendly symmetric primitives have recently
been proposed, for example MiMC [4], Vision/Rescue [6], Chaghri [7], RASTA [32],
Ciminion [33], Reinforced Concrete [43], HadesMiMC/Poseidon [46,44]. All
these primitives are characterized by the following:

— they are usually defined over a prime field F, for a large prime p (usually
log,(p) > 64), whereas traditional schemes are defined over binary fields;

— they can be described by a simple algebraic expression over their natural
field, whereas classical schemes require a more complex algebraic expression.

The first point is motivated by the fact that MPC/ZK/FHE protocols often
also rely on primitives from public-key cryptography, which are usually defined
over prime fields. It is therefore more convenient to deal with a symmetric prim-
itive that works directly over a prime field, rather than one instantiated over a
binary field, which would require conversion to/from the prime field.

The second point is related both to the cost metric of MPC/ZK/FHE pro-
tocols, and to the fact that any sub-component (such as the non-linear S-boxes)
that defines the symmetric primitive must be computed on the fly. Indeed, due
to the huge size of the field these primitives are typically defined over, functions
such as the S-box cannot be pre-computed and stored as a look-up table. Some
simple non-linear algebraic function is therefore used instead of a look-up table,
which leads to a simpler algebraic description, making the scheme potentially
vulnerable to algebraic attacks [3,14,34,45,51].

Symmetric Primitives over Quotient Rings with Composite Modu-
lus. The areas of MPC, ZK, FHE, and their associated symmetric primitives
are constantly evolving. While traditionally defined over fields such as IF, and
Fpn, there has recently been a surge of new MPC-protocols defined over a ring
Zon [28,30,57,62,72]. One method for creating such a ring-based protocol is to
construct a MAC over a ring, then apply it in an adapted framework [28].

As with MPC, the vast majority of ZK protocols are also based over fields,
but there has recently been a handful of suggestion over rings here as well, e.g.,
proof systems based on VOLEs over rings [9,10], and the SNARK Rinocchio [38].

The story is slightly different for FHE, as these schemes have most often
been defined over polynomial rings, but also here the associated primitives have



typically been defined over fields. There are, however, two recently proposed sym-
metric schemes defined over rings: Elisabeth [27] and Rubato [49]. Furthermore,
these schemes are not used to construct an FHE scheme, but rather combined
with already existing FHE schemes as part of a larger framework.

Elisabeth is a family of stream ciphers proposed by Cosseron et al. at Asi-
acrypt 2022, designed and optimized to be used in combination with the TFHE
scheme in a Hybrid Homomorphic Encrypton (HHE) framework. Whereas pre-
vious ciphers designed for HHE are defined over fields, Elisabeth is defined over
the ring Zi6. This definition impacts the design of the scheme from a security
perspective, which we discuss briefly in Section 4 in the bigger picture of how to
design a non-linear function over a ring. However, defining the cipher over the
ring Z16 also has positive impacts on efficiency, as it allows Elisabeth to exploit
the various subroutines of TFHE to the fullest, and runs significantly faster than
comparable FHE-friendly ciphers for TFHE.

Rubato is a family of ciphers proposed by Ha et al. at Eurocrypt 2022 designed
to be used in a transciphering framework for approximate FHE. The cipher is
based on the novel idea of introducing noise to a symmetric cipher of a low
algebraic degree, which the authors use to argue that very few rounds is sufficient
for achieving security. The design of Rubato is very similar to HERA [25], another
FHE-friendly cipher. A critical difference is that HERA is defined over a field IF,,
for p a prime, while this condition is relaxed to a ring Z, for any 25- or 26-bit
integer ¢ in the design of Rubato. We refer to Section 5 for a detailed description
of the cipher and the framework wherein it is designed to be used.

1.2 Owur Contributions

Even though symmetric primitives over rings have been proposed, the cryptanal-
ysis used to argue for their security is developed for primitives over fields. Since
symmetric primitives over rings are rather new in the literature, knowledge of
cryptanalysis specific to the ring setting is limited. It is therefore timely that the
cryptanalysis of symmetric primitives is developed to also assess their security
when they are defined over rings, not just fields. In this paper, we aim to start
filling this gap.

Security of Symmetric Primitives over the Ring Z,. First of all, we aim
to better understand the differences in the security of a symmetric primitive
defined over a ring Z, with respect to one defined over a field IF,. We focus
first on adapting the brute force attack in Section 2, whilst the algebraic attacks
based on linearizaton, Grobner bases, interpolation, and higher-order differential
are discussed in Section 3.

The reason we focus on algebraic attacks is twofold. First, the main focus of
this paper is arithmetization-friendly symmetric schemes. These schemes admit
a simple algebraic expression, which in general implies that algebraic attacks
are much more powerful than statistical attacks. Second, many statistical at-
tacks (e.g., differential [17]) only exploit the property that (F,,+) or (Zg, +)



are groups, and they work whether the analyzed primitive admits a polynomial
representation or not. Hence, it is very likely that such attacks work in a similar
way over both rings and fields. We leave the problem of analyzing this aspect in
more detail for future work.

Most of the mentioned algebraic attacks can be adapted to work when the
cryptographic function admits a polynomial representation over Z,, though they
are not as straightforward as in the finite field case. We report the following;:

— Brute force attack: perhaps surprisingly, we note that an adaptation of the
brute force attack can be significantly cheaper than the straightforward
O(¢™) for a primitive over Z, with n secret elements. For instance, if ¢ = pY,
the cost is O(y - p™), as opposed to O(p¥™).

— Linearization: this attack works similarly to that of the finite field case,
though there are subtle difference. In particular, if other linear algebra meth-
ods than (an adaptation of) Gaussian elimination is to be used, the solving
procedure for a linear equation system over Z, must be repeated for every
prime factor of q.

— Grobner bases: if the polynomial system is overdetermined and admits a
unique solution, it can be solved through Grobner basis techniques, albeit
at a higher cost than what we expect when solving it over finite fields.
Whether solutions to more general polynomial systems over Z, can be found
by Grobner basis methods is an open problem;

— Interpolation: there exist dedicated methods for interpolating polynomials
over Zg4. Moreover, for some compositions of g, the maximal degree of poly-
nomials can be significantly smaller than ¢, which could make interpolation
attacks competitive.

— Higher-order differential: beyond restricting to prime factors of ¢, we have
not been able to find good generalizations of zero sums. We therefore do not
expect higher-order differential attacks to pose much of a threat to ciphers
designed over Z,.

Based on this analysis we discuss how to design the non-linear components of a
symmetric scheme over Z, for preventing these attacks in Section 4.

Key Recovery Attack on Full Rubato. We present Rubato in Section 5, and
give an attack on full Rubato in Section 6. We exploit the fact that Rubato can,
in fact, be described by polynomials of low degree in Z,. As already mentioned,
the designers of Rubato introduced adding random noise drawn from a Gaussian
distribution to the Rubato key stream to make algebraic attacks much harder.
We show how to overcome the addition of random noise by making use of a brute
force attack on the key modulo small factors of g. If some factors are small enough
the brute force attack has complexity much lower than the claimed security level
and allows the attacker to identify positions in the key stream where no noise has
been added, leaving the cipher open to a full key recovery with a linearization
attack. We provide experimental data verifying that the brute-force method we
introduce works as intended and can be used to remove the noise.



We further discuss the assumptions underlying the attack in Section 7 and
show that for all but one Rubato variant, at least 25% of the possible choices
for ¢ leads to a cipher that can be broken with time complexity less than the
claimed security level. For example, if ¢ contains the factor 12, the secret key in
Rubato-80M can be successfully recovered with time complexity 2°7-%6 using less
than 250.000 known key stream elements and less than 25 GB of memory.

Restoring the Security of Rubato. Lastly, in Section 8 we discuss some
countermeasures that allow to reestablish the security of Rubato, and which
could be crucial for the design of new symmetric primitives over rings Z,. These
include increasing the width of the noise distribution, increasing the number of
rounds, and using non-polynomial S-boxes.

2 General Security of Symmetric Primitives: Fields
Versus Integers Modulo g

In this section, we recall fundamental properties of polynomial functions over Z,,
and discuss their immediate security impact. We show that polynomials over Z,
are generally more restricted in their degrees than polynomials over finite fields.
On top of that, we shall see that a symmetric primitive that can be written out
as a polynomial in Z, will offer less resistance against a brute force attack when
compared to a primitive defined over a finite field of similar size.

2.1 Notation and Preliminaries

Notation. We fix the following notation for the rest of the paper. Let ¢ denote
a composite integer with prime factorization ¢ = p¥* - -p¥s, where p; is prime
and y; > 1 for ¢ = 1,...,a. Lowercase letters refers to single integers, and
boldface lowercase letters refers to vectors or sequences of integers. Uppercase
letters indicate functions, including matrices. A table of frequently used notation
is found in Appendix A.

Polynomial Functions. It is well known that not every function over Z, admits
a polynomial representation when ¢ is composite. The existence of null polyno-
mials, i.e., non-trivial elements in Z4[x] that evaluate to 0 for all € Z, then fol-
lows from a quick counting argument. Univariate polynomial functions and null
polynomials have been well-studied in the literature, see e.g., [52,67] for general
Zg, and [39] for the important case of Z,v. Let p = p(g) be the smallest integer
such that p! = 0 mod g. Then there are []7_, q/gcd(i!, ¢) distinct polynomial
functions Z, — Zg, each of which has a canonical representation as a polynomial
in Z4[x] of degree at most p [67, Corollary 9 and Theorem 10]. Note that p can be
significantly smaller than ¢. Indeed, we have p(q) = max{p(p?")|1 <i < a}, and
y(p—1)+1 < p(p¥) < py [40, Lemma 8]. Finally, a classification of null polyno-
mials is also known [67, Theorem 6],[39, Theorem 1]. While we are not aware of




similar studies of multivariate polynomial functions over Z,, a coordinate-wise
application of the aforementioned result implies an upper bound of degree np
for polynomials in n variables.

Univariate permutation polynomials have also been studied in the literature.
An exact characterization is known for ¢ = 2¥ [64]. For more general values of
q, a formula counting the number of permutation polynomials is given in [70].

A necessary condition for a function F defined over Z, to admit a polynomial
representation is preservation of congruence. We state the multivariate version
in the following, with the proof given in Appendix B.

Lemma 1. Let u be a divisor of q, and F' a polynomial function Zy — Z,.

i) For anyx € Zy:  F(x) mod u = F(x mod u) mod u.
ii) Vni,ng,n3 € N*:  F(n;-u+ny) mod u = F(nz-u+nyg) mod u.

The Chinese Remainder Theorem. Many problems in Z, can be simplified
by working over the (powers of) prime factors of q. The classical tool for this is
the Chinese Remainder Theorem (CRT), which we recall in the following.

Theorem 1. Letq = [[;_, p!/" where ged(pi,p;) =1 for alli # j. Letby, ..., b, €
Z such that 0 < b; < p!* for 1 <i < a. Then there exists a unique integer x that
satisfies the two following conditions:

- 0<zx<gq, and
— foralll1 <i<a:z=b, modp!.

Suppose that we want to recover an element z € Zg, for ¢ = p¥* - p§?, from
its values modulo p;*. By Bézout’s identity, there exist 1,2 € Z such that
p1 - pyt + po - p¥? = 1, which can be computed via the extended Euclidean
algorithm. Then, the solution = to z = b; mod p¥* and x = by mod p¥* is
given by & = by - g - py> + b - 1 - p¥*. This strategy can easily be generalized to
values of ¢ with more distinct prime factors.

2.2 Solving Polynomial Systems Modulo ¢q

Let Fi,...,F, : Zy — Z4 be n polynomial functions and consider the following
system of equations
Fl(.%'l, PN ,,’L‘n) = b1

: (1)
Fo(x1,...,2y) = by

The discussion in the previous subsection prompts the following strategy for
solving such a system of equations.

1. Fori e {1,...,a}, rewrite Eq. (1) modulo p¥*.
2. Solve each of the systems modulo p;*.
3. Reconstruct a solution in Zj using CRT.



In the case of y; = 1, solving the system modulo p; can be done using any
algorithm for solving polynomial systems over finite fields. Greater care is needed
if y; > 2. In the following, we describe a way to further break down the problem.

It is well-known that any « € Z,» can be written as x = Zf;ol (. p' where
A At D= Z,. Based on this, one strategy for solving the equation system
modulo p¥ is the following:

i) rewrite the equations in Eq. (1) modulo p and solve the system (by exhaus-
tive search if necessary), findi ) o,
y), finding =7 7, ..., 2n’;

ii) rewrite the equations modulo p?. It is simple to note that the only vari-

ables appearing in the system are those with superscript (0) and (1), i.e.

ajgo), e ,x%o) and xgl), . ,x%l). Since mgo), . ,33510) are known from the pre-

vious step, one only needs to solve for mgl), . ,xg);

(0) 0) (1) ) (i-1) 200

. 1 .

iii) more generally, givenxy ’,..., &y , 27 ... ,x,(l R S T , rewrite
(4)
1.

the equations modulo p?, and solve the system in order to find z . xﬁf ),
By working iteratively, one finds a solution (z1,...,z,) € Zyy to the system of
equations modulo pY. There is the possibility that the reduced systems contain
parasitic solutions, i.e., solutions modulo p’ for some i < y, that do not lift to a
solution modulo p¥. In this case, one can always go back to a smaller modulus
and look for a different solution. ' _

While this approach puts a restriction on what values ;vgl), . ,ng ) can take,
there is still the problem that the system solving routine must be done in the
ring Z,:, where the usual field-based algorithms cannot be readily applied. For
now we have mentioned exhaustive search as one possible solving method; more
sophisticated methods will be discussed in Section 3.

2.3 Impact on Security

It is well known that the cost of a brute force attack on a symmetric primitive
defined over a field F,v with a secret key consisting of n field elements should
be O(p™Y) if the primitive is well-designed. The following result shows that the
cost of breaking any symmetric primitive defined over Z,s with a secret key of
n elements is significantly lower, O(y - p"), if the primitive can be described by
a system of polynomial equations

Theorem 2. Let ¢ = p{*---p¥ and consider a symmetric primitive over Zg
relying on the secrecy of n elements. If the primitive can be described by a system
of polynomials that admits a constant number of solutions modulo p], for 1 <
1< aandl < j <y, then the number of evaluations of the primitive needed to
perform a brute force attack is

@ (Z vi ~p?>
=1



Proof. The proof follows the procedure proposed in Section 2.2. We focus on
finding a solution modulo p¥; the final complexity statement is obtained by
summing over all cases on this form.

By Lemma 1, it is not necessary to write the polynomials representing the
primitive out in full. Rather, the solving procedure used in i) —i¢) in Section 2.2,
at step ig for 0 < iy <y — 1, is done by evaluating the primitive for all possible
values (xgio), e ,3:530)) € Z,. For ig > 1, this search has to be repeated for each
solution that was found modulo p*~—'. Since we assume a constant number of
solutions at every step, the cost of finding all solutions modulo p? is O (yp").
Finally, we note that the last step of combining the solutions with CRT will
never be a dominant step, as the run time of the extended Euclidean algorithm
is logarithmic in the p;’s. a

We emphasize that it is not necessary for an attacker to know the polynomial
representation of the primitive in order to apply the attack. Moreover, we do
not expect the restriction on solutions for the various moduli to pose much of
a practical limitation. For instance, in the case of a block cipher (resp. stream
cipher), any would-be parasitic solution is likely to disappear by including a few
extra plaintext-ciphertext pairs (resp. key stream elements).

3 Algebraic Methods over Z, for Composite g

We now study the applicability of algebraic attacks on symmetric primitives
defined over Z,. As we are unaware of a generalization of algebraic attacks
for primitives that do not admit a polynomial representation, we only concern
ourselves with the cases where such a representation exists. As we shall see, there
are several differences between applying algebraic attacks to a primitive over a
ring and over a field, both with regards to efficiency and success. In fact, some
of these algebraic attacks may not work at all even if the targeted symmetric
primitive admits a polynomial representation over the ring.

We start by discussing linearization and Grébner basis techniques. Both of
these are polynomial system solving methods, and can thus be used in the frame-
work described in Section 2.2. We then go on to investigate attacks based on
interpolation and higher-order differentials.

3.1 Linearization Attacks

Linearization is a well-known class of techniques used to solve multivariate poly-
nomial systems of equations over finite fields (see, e.g., [54]). The core idea is
to turn a system of non-linear equations into a linear system by treating each
monomial as a separate variable. In general, the method generates polynomi-
als of some degree, up to the point where the number of equations exceeds the
number of monomials so a solution can be found by linear algebra.

In symmetric cryptography, it is usually assumed that an attacker has access
to sufficiently many equations to directly linearize the system. Recall that the



number of possible monomials in a degree d polynomial in Flzy,...,x,], where
[F| > d, is bpq == (”:d). If the symmetric primitive admits a polynomial rep-
resentation of degree d in n variables, the linearization attack requires O( . 2)
multiplications in ', where 2 < w < 3 is the linear algebra constant. The memory
cost of the linearization attack is O(biy 4), and the data complexity is O (b, q).

Linear algebra modulo g. When the polynomial system is defined over Z,
for a composite ¢ = p*...pY the usual linear algebra techniques cannot be
readily applied. The straightforward Gaussian elimination method can, however,
be adapted by restricting to multiplications by units in Z, (as opposed to non-
zero elements for the field case). When performing the ensuing reduction, one
furthermore requires the involved rows to have a unit in their pivot position to
guarantee a successful row echelon form. Note that this puts a stronger condition
on which rows can contribute in a row-reduction process, but it is unlikely to pose
much of a problem in the setting of a linearization attack where extra rows may
be sampled. More advanced linear algebra techniques, like Strassen’s algorithm
[69], can also be applied under stronger assumptions on the underlying matrix.

The idea is to recover solutions over Z,y for the various prime factors p of
q, and combine them using CRT. For y = 1, the solution is found by following
the normal algorithm over fields. For y > 1, we suggest following the first half
of a technique by Dixon, which uses p-adic expansion to recover exact rational
solutions from systems of integer coefficients [31]. We recall the method below:

For an invertible matrix A over Z,y consider the problem of finding x so that

Ax=b mod p?. (2)

Start by finding C = A~! mod p, which is done by solving CA = I mod p,
using any algorithm that works over the field ). For 0 <¢ <y —1 and by = b,
we then compute x; = Cb; mod p and b;11 = (b; — Ax;)/p.

Note that, by construction, we have b; — Ax; = 0 mod p, so the coordinates
in b;41 are well-defined elements in Z,y. The solution to Eq. (2) is now given by
X = Zf;ol x,;p*. This is verified by computing

y—1 y—1
Ax = ZpiAxi = Zpi(bi —pbiy1) =by —p'b, =b mod pV.
i=0 i=0

3.2 Grobner Basis Attack

Some of the most powerful techniques for finding a solution to a polynomial
equation system involve computing a Grobner basis of the associated polynomial
ideal. While the majority of work in this direction considers polynomial rings
over fields, the theory of Grobner basis computation has also been generalized
to work over more general rings. An overview of this generalization can be found
in [2, Section 4]. A reader familiar with the theory of polynomial rings over
fields should note that there are several differences between the two cases. In
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fact, the definitions of fundamental concepts such as S-polynomials, polynomial
reductions and even that of a Grobner basis itself, must be adapted when working
over rings, due to the existence of zero divisors and lack of multiplicative inverses.
Still, with the proper adaptations in place, it can be shown that there exists a
Grébner basis for any ideal in a polynomial ring over Z,.

One of the most efficient algorithms for computing Grobner bases, the Fy
algorithm [36], has also been extended to polynomial rings over Z, in the com-
puter algebra system Magma [21]. It is not clear whether the typical procedure
for complexity estimation of the F4 algorithm (c.f. [8]) can be generalized to
polynomial rings over the integers modulo q. We have run several experiments
with the Fy algorithm on randomly generated polynomial systems over both Z,y
and [y, and report the results in Appendix C. In all experiments we observe
that both time and memory costs are significantly larger for the polynomial sys-
tems over Zyy, than it is for their finite field counterpart. Further investigations
of the complexity of Grobner basis computation over Z,, beyond this qualitative
comparison, are out of scope for this work.

Solutions from Groébner Bases. If the polynomial system is sufficiently
overdetermined and has a unique solution, we expect to be able to read the
solution directly from the Grobner basis when the coefficients are in a field. We
also observed this in all the Z,y-experiments in Appendix C. The process of
recovering a solution from a Grobner basis of more general polynomials systems,
however, is more involved (see, e.g., [23]).

When working over a field, the typical strategy is to change the monomial
order of the Grébner basis with the FGLM-algorithm [37] into an order where
a univariate polynomial can be found. A solution to one of the variables is then
found by factoring this univariate polynomial, and the remainder of the (multi-
variate) solution is found by back-substitution and repeated solving of univariate
polynomial equations. There are several reasons why the same strategy cannot
be applied to polynomials over Z,. Firstly, we are not aware of any work that
has adapted the FGLM-algorithm to Grobner bases over rings. Secondly, fac-
torization in Z, is not as well-behaved as in the finite field case, and there are
polynomials where no better factorization method than brute-force is known [71].
Finally, it is not even clear whether the theoretical foundations of this strategy
(c.f. [23, Section 2]) can be extended to rings.

3.3 Interpolation Attack

The goal of the interpolation attack [50] is to construct a polynomial that de-
scribes a cryptographic function. Given the interpolation polynomial, the at-
tacker can use it to set up distinguishers, forgeries, or key recovery attacks.

If the cryptographic function is described by a univariate polynomial of de-
gree d over a finite field, then this polynomial can be constructed from the
Lagrange interpolation formula using d distinct input-output pairs. This for-
mula relies on the existence of inverses of non-zero elements, and thus cannot be
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readily applied to polynomials over Z,. That said, the problem of interpolating
polynomials modulo ¢ has been studied in several papers, and some of these
techniques can be applied in an attack.

Interpolation of Univariate Polynomials Modulo q. Recall from Section
2.1 that univariate polynomial functions have a canonical representation of de-
gree d < p = p(q). This representation can be recovered from the evaluations of
the values 0,1,...,d — 1, by following the procedure described in the proof of
[40, Corollary 7]. Another interpolation method, based on Newton interpolation,
is described in [39] for Z,y. While this is a different approach, it still requires the
evaluation of all inputs 0,1,...,d — 1. We remark that only knowing the poly-
nomial function modulo factors p!* of ¢ does not pose much of a drawback for
an attacker. Indeed, Lemma 1 ensures that an attacker can evaluate any x € Z,
modulo these factors, and find the correct output using the CRT.

As noted in Section 2.1, the upper degree bound p(q) can be significantly
smaller than ¢. Therefore, in order to ensure that interpolation attacks will not
pose a problem, any cryptographic function with a polynomial representation
over Z4 should be careful in its choice of g.

3.4 Higher-Order Differential Attack

Given a vectorial Boolean function F' over F4 of degree d, the higher-order
differential attack [58,55] traditionally exploits the fact that @, ., F'(x) = 0 for
any affine subspace V C [Fy of dimension strictly larger than d. A generalization
of the attack to any prime field F,, has recently been proposed in [14]. For this
version, it is shown that if F': F), — [, is of degree deg(F) < h(p — 1), then

> Fx)=0 (3)

xXEW

where W C )} is an affine subspace of dimension at least h [14, Corollary 1]. The
result can be generalized further to polynomials over Fp» using the existence of

. . "
a vector space isomorphism [F,» = F7.

Differentials of polynomials over Z,. For polynomials over Z,, a zero-sum
similar to that of Eq. (3) can be set up by restricting to a prime factor modulus
in the following manner.

Proposition 1. Let p be a prime divisor of q, and F € Zy[z1,...,2,] be a

polynomial of degree < h(p — 1), and let V C Fy = Zp C Zy be an affine
subspace of dimension at least h. Then:

ZF(X) =0 mod p.
xeV
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Proof. Due to Lemma 1 and the result in [14], we have that

ZF(X) modpEZF(x mod p) mod p = Z F(x)=0.

xe€V xeV xEVQFg'
(|

Unlike the finite field case, this result cannot be generalized to prime powers,
since there is no vector space isomorphism between Z; and Z,~. Indeed, we have
performed small-scale experiments on low degree polynomials F' over Zg» which
generally does not sum to zero, even when the sum is taken over all of Zon.
The zero-sum in Eq. (3) crucially relies on the fact that >, xt = 0 for
each ¢ < p—1. One may ask whether it is possible to obtain a similar result, and
thus a better generalization than Proposition 1, when working over Z, directly.
In Appendix D we answer this question in the negative when ¢ is the product of
distinct primes, by giving an exact characterization of Zmezq x*, for any i.

4 Designing a Non-Linear (S-box) Function over Z,

We discussed possible algebraic attacks on symmetric primitives over rings Z,
in the previous section. Based on this, we now discuss three possible strategies
for designing the S-boxes and/or non-linear functions with the goal of making
algebraic attacks as hard as possible. A similar discussion for the linear layer is
presented in Appendix E.

4.1 Polynomial Non-Linear Function over Z,

As in the field case, one possible design strategy is to simply define the non-
linear invertible S-box function via an invertible polynomial function. Note that
it is well-known how to design invertible polynomial functions over a ring Z,,
see e.g. [64,66,74] for some concrete examples.

The advantage of this design is the possibility to define the S-box function in a
very efficient way, especially when the polynomial function is sparse. The obvious
downside is that it is possible to describe the complete encryption function as
a polynomial system, making the brute force attack described in Theorem 2
possible. The algebraic attacks described in the previous section should also be
considered in this case.

4.2 Learning from Elisabeth: Look-up Tables

Another possible way of designing the non-linear function is via a look-up table,
which is exactly what is proposed for the Elisabeth stream cipher [27]. Its non-
linear layer is defined using 8 different S-box functions Sy, So,...,Sg that are
defined over Zjs via look-up tables (not invertible in Elisabeth’s case), such that
they do not admit any polynomial representation over Zig.

13



The advantage of using look-up tables is the possibility to set up a non-linear
function that does not admit any polynomial representation over the ring Z,,
which immediately makes the cipher immune to any algebraic attack working
over Zg. The disadvantage of this strategy is that the ciphers are less applicable,
for example in the HHE setting, which combines a symmetric cipher with an
FHE scheme. Although FHE schemes are defined to evaluate any polynomial
homomorphically, there is no guarantee that a symmetric cipher which does not
admit a polynomial representation is possible to evaluate, much less that it will
be efficient. TFHE, the FHE scheme Elisabeth is designed to be combined with,
is able to evaluate a look-up table very efficiently for the parameter choices set
by Elisabeth, but it is currently the only FHE scheme able to do so, and hence
the only FHE scheme Elisabeth may practically be combined with.

4.3 “Cut and Sew” Approach

Either of the two strategies just proposed have their own pros and cons. Defining
an S-box as a simple polynomial allows one to evaluate large S-boxes efficiently,
while a non-polynomial S-box is immune to direct algebraic attacks. The best
scenario would be to have a design approach that incorporates the advantages
of both methods, and the “cut and sew” approach we propose, inspired by ideas
from [43], aims to do this.

In the following, we consider two concrete examples, one where ¢ = py - po
with p; # pp and one where ¢ = p?. By combining and generalizing them, it is
possible to design a non-linear function for any composite ¢. Given = € Z,, the
“cut and sew” approach works as follows:

1. decompose = € Z, to its components with respect to the factors of g;
2. apply a non-linear function on each component of z;
3. recompose the new components together.

Let us consider the two cases in more detail.

Case: g = p; - p2. Let us decompose each x € Z; as
T =22 P2+ 1

where z1 € {0,1,...,p2 — 1} and x2 € {0,1,...,p1 — 1}. An S-box S over Z,
can be then defined as

S(x) = SQ(JZQ) - p2 + Sl(xl)a

where 51 : Fp, =+ Fp,, and Sy : F,, — F,,,. It is easy to see that if both S; and
So are invertible, then S is invertible as well.

Both S7 and S can be instantiated with either a look-up table or a poly-
nomial function, keeping in mind that both S; and S; are defined over fields.
In particular, by instantiating S; and S, with polynomials over F,, and Fp,,
it is possible to efficiently evaluate these functions even if p; and po are large.
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In order to prevent the algebraic attacks previously discussed, it makes sense
to choose S and Sy such that S does not admit any polynomial representation
over Zq. By Lemma 1, S admits a polynomial representation only if

Vie {1,2}: S(z-p;i+y) modp; =S5(z-p;+y) mod p; (4)

for all relevant tuples (z,y, z). It is easy to verify that this equality always holds
for i = 2. Indeed, S(x-ps+y) = S(z-p2 +y) = S1(y) mod p2 by the definition
of S.

For the case i = 1, one has to prove that such an equality is not satisfied
for at least one relevant tuple (z,y, z), depending on the details of S; and So.
For instance, if S; and Sy are chosen as random permutations, then Eq. (4)
is not satisfied with probability 1 — 1/p; for any given tuple (z,y,z). Since
1—1/p1 > 1/2, a few tests should be sufficient for verifying that an S-box S
does not admit a polynomial representation. We show how to construct an S-box
S that does not admit a polynomial representation given an orthomorphism over
Fp, and only in the case p1 > py in Appendix F. We give this construction for
completeness, and leave the problem to generalize such strategy, or to propose
new ones, open for future research.

While the method described above ensures that S cannot be described as a
polynomial over Z,, we note that S still reduces to S; modulo py. Thus, some
care is needed in the construction to ensure that this cannot be exploited in
an attack. A possible way to prevent this exploitation is by using two different
S-boxes S, 5" over Z, defined as follows

T =x9-pa+ a1 = S(x) = So(x2) P2+ S1(x1)
x =) - p1+ay e S'(x) = S1(2)) - pr+ S5 (x3)

where 9,24 € Fpy,, x1,2) € Fp,, S2,55 : Fp, — Fp,, and 51,57 : Fp, = Fp,.
Hence, S admits a polynomial representation modulo ps, while S’ admits it
modulo p;. As a result, a symmetric primitive depending on both S and S’ will
not admit a polynomial representation modulo any of p; or ps. Note that many
MPC-/ZK-/FHE-friendly symmetric primitives (e.g., [6,22,42,43,47,48]) are all
defined via multiple S-boxes.

Case: ¢ = p2. Let x = x5 - p+ x1 as before for x1, 75 € {0,1,...,p — 1}. Here,
we suggest to define

S(CL‘) = Sg(xl) ~p+ Sl((EQ),

where 51,5 : F, = I, and where we note that x; and zo are “swapped”, in
the sense that the output element that is multiplied by p depends only on x1,
while the input element multiplied by p depends only on z2.* As before, such an
S-box is invertible if and only if both S,S; are invertible. Moreover:

* Note that the subspace {z-p+z € Z,2 | V& € F,} is invariant if $; = S». However, it
is possible to break such invariant subspace via a proper choices of round constants
(see e.g. [59,60] for details).

15



Lemma 2. Let p be a prime integer. The function S over Z,2 defined as S(x =
o p+ x1) = So(x1) - p + Si(x2), where x1,29 € {0,1,...,p — 1} and Sy is
invertible, never admits a polynomial representation over Zy:>.

Proof. If S has a polynomial representation, then it must satisfy Lemma 1, that
is, S(y-p+x) mod p = S(z-p+x) mod p, which implies S;(y) = Si(z) for
each z,y,z € {0,1,...,p — 1}. Obviously, this condition is never satisfied if Sy
is bijective and y # z. O

The statistical properties of an S-box constructed using the cut-and-sew ap-
proach may very well be sub-optimal. This should not cause a big problem when
the S-box is large since probabilities of differential or linear trails should still be
easy to make small enough to rule out differential or linear attacks. However, it
is something a designer should keep in mind and check if using this approach for
any particular construction.

5 Rubato

An HHE framework involves the homomorphic evaluation of some cryptographic
function, e.g., encryption of a symmetric cipher, and it is therefore desirable
that this function has a low multiplicative depth so the evaluation can be done
efficiently. However, a low depth is not advisable from a security perspective, as it
makes the cipher susceptible to the attacks described in Section 3. Furthermore,
the strategies described in Section 4 do not combine well with FHE, except in
specialized circumstances.

Rubato [49] is an attempt to strike a balance between low multiplicative depth
and security, as it is a family of symmetric cipher which admits a polynomial
representation of low degree, but with the addition of Gaussian noise to the
key stream to prevent algebraic attacks. We describe the ciphers in this section,
as well as the transciphering framework it is intended for. The notation of the
original paper is mostly adapted to ours.

5.1 Description of Rubato

For an integer ¢ > 2, let Z, := Z N (—q/2,q/2] and Z; be the multiplicative
group of Z,. We view the state X of Rubato as a v X v matrix over Z,, where
x;; denotes the entry in the i-th row and in the j-th column. Let the block size
n be the square of some v € Z~g.

For A-bit security Rubato takes a symmetric key k € Z, a nonce nc € {0,1}*
and a counter i € Z>( as input, and returns a block of key stream

z = Rubato[k, nc, i](is) € Z{

for some £ < n, where is = (1,2,...,n) € Zj denotes an initial (fixed) state.
Encryption of a message vector u € R? by Rubato is defined by

c=|A-pl+z mod g,

where A € R is a scaling factor dependent on the norm of the message.
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Components. We introduce the following components of Rubato:

Add-Round Key and the Key-Schedule: the Add-Round Key function (ARK)
over Zy is defined as

ARKIk,i|(x) =x + k e rc;,

where e denotes component-wise multiplication modulo ¢ and re; € (Z;)"
are round constants defined via an XOF that takes the nonce nc and the
counter ¢ as input.

Mix Columns and Mix Rows: The linear transformation in Rubato is com-
posed of two consecutive operations: MixColumns and MixRows. Let X €
Zy*" be the state of Rubato. The linear layer is simply defined as

MixRows
_—

X MixColumns Mv « X (MU % X) « ng

where M7 denotes the transpose of a particular matrix M, € Zg*". For the
particular cases v € {4,6,8}, M, is defined as

Yv
Yy K1
Mv = .
yv <&Kv—1
where ya = [25 37 17 1]? Y6 = [47 2747 3) 1? 1] and y8 = [57374a 3) 67 27 1’ 1]7 and
yv < j denotes the cyclic rotation of y, by j positions.

Feistel: A quadratic type-III Feistel [75] is applied on the state. Given the input
X = (21,...,2,) € Z7, the output is

Feistel(x) = (21,22 + 2%, 23 + 22,..., 2, + 22 _,).
Rubato. Using the components described above, we illustrate the round function
of Rubato in Fig. 1 and define the function as follows:

RF [k, i] = ARK[k, i] o Feistel o MixRows o MixColumns.

The final round differs slightly from the rest in that a second linear transfor-
mation is applied, together with the truncation function Tr,, ¢, which simply cuts
away the last n — £ entries of the state (i.e., Try, ¢(x1,...,25) = (1,...,2¢)):

Finlk, i + r] =Tr, ¢ o ARK[k, i 4 ] o MixRows o MixColumnso

Feistel o MixRows o MixColumns,

This final round is followed by the last function AGN, which adds Gaussian
noise. Let x = (x1,...,x¢) € Zf; and eq,...,es < Dy, be sampled independently
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Fig. 1: The round function of Rubato.

Table 1: Proposed parameters of Rubato. A is the security level, n is the block
size, £ is the length of the keystream, [log, ¢q] is the bit length of ¢ with Z, being
the ring Rubato instances operate on, (aq)?/27 is the variance of the Gaussian
distribution the noise is sampled from, r is the total number of rounds.

Parameter| A n £ [logyq] aq r

Par-80S 80 1612 26 11.12

Par-80M |80 36 32 25 2.7 2

Par-80L 80 6460 25 1.6 2

Par-128S (12816 12 26 1055
Par-128M [128 36 32 25 4.1 3
Par-128L (128 64 60 25 4.1 2

according to an one-dimensional discrete Gaussian distribution D,, with zero
mean and variance (aq)?/27. Then,

AGN(x) = (z1 +e1,...,x¢ +eg).
All in all, the r-round stream cipher Rubato is defined as follows:
Rubato[k, nc,i] = AGNoFin[k,i+r]ocRF[k,i+r—1]o---oRF[k,i+1]c ARK[k, ].

The parameters of Rubato proposed by the authors are given in Table 1.

5.2 About the Value of ¢: Rubato in the RtF Framework

The choice of the parameter g greatly impacts the security of Rubato, and so to
better understand the different aspects of this choice, we recall the RtF (Real-to-
Finite field) transciphering framework, which is the greater context the Rubato
ciphers are intended for. We stress, in particular, that there is no requirement
for g to be prime from an applicability perspective of this framework.
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The RtF framework is a type of HHE framework for the approximate ho-
momorphic encryption scheme CKKS. The framework lets a client encrypt their
data using a symmetric cipher, a (comparatively) cheap operation, and the en-
crypted result is sent to a server which performs the heavy, homomorphic en-
cryption and further cloud computation. The framework was originally proposed
by Cho et al. with the symmetric cipher HERA [25], which is a more traditional
stream cipher than Rubato. HERA consists of several rounds of linear and non-
linear operations, it does not add Gaussian noise to the key stream, and it is
explicitly defined over a prime field for security. However, HERA is used in the
RtF framework in the same way as Rubato is in the description below.

On the client side of the RtF framework, the client will feed a key k into
Rubato, use the resulting key stream to encrypt a message, and finally send this
encrypted message to the server. The client will also encode and encrypt the
key k using the homomorphic encryption scheme FV and send the resulting
ciphertext to the server. Upon receiving this encryption of k, the server runs
Rubato homomorphically to produce an FV-encryption of the key stream, whilst
the encryption of the message is transformed into an FV ciphertext. The FV-
encryption of the key stream is then subtracted from the FV-encryption of the
symmetrically encrypted message, producing an FV-encryption of just the mes-
sage. Finally, an operation termed ‘half bootstrapping’ is performed to transform
the FV ciphertext into a CKKS ciphertext. After this step is completed, the RtF
framework has served its purpose, and the server may evaluate the ciphertext
further using only the CKKS scheme.

Since the RtF framework uses Rubato in combination with the FV and CKKS
schemes, there are some overlaps in the parameters of the three schemes. Of most
importance to us is that the modulus ¢ of Rubato has to match the plaintext
modulus of FV| as the key k is encrypted using FV, and the plaintext modulus of
FV must therefore accommodate for this. There is no restriction on this plaintext
modulus other than requiring it to be an integer larger than 1 [35]. In practice,
however, it is usually taken to be a prime congruent to 1 modulo 2N, where NV
is the dimension of the ring FV is defined over, but this choice is made purely
for efficiency reasons, as the choice of plaintext modulus has no impact on the
security of the FV scheme [35,1]. This is in great contrast to Rubato, where the
choice of ¢ may severely compromise the security.

5.3 Non-Invertible and/or Non-MDS Matrices for Rubato

Before presenting the attack on Rubato, we point out that the matrices that
define the linear layer of Rubato are not always invertible and/or not always
MDS for several values of g. We recall that a matrix M € Zy*" is invertible if
and only if its determinant det(M) is co-prime with g, i.e., ged(det(M),q) = 1.

Definition 1 (MDS [29]). The branch number of M € Zy*" is defined as
B(M) = mingezm (o3 {hw(z) + hw(M(z))}, where hw(:) is the bundle weight
in wide trail terminology. A matriz M € Zy*" is called a Maximum Distance
Separable (MDS) matriz if and only if B(M) =n + 1.
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In the case of Rubato, we check all the possible integer values for ¢ that are 25
or 26 bits. The number of ¢’s such that M, for v € {4, 6,8} is invertible or MDS
and the corresponding frequencies are provided in Table 2. In the ‘Invertible’
part, where M, is invertible over Z,, the column “Total’ gives the total number
of such ¢’s, the column ‘Prime’ gives the number of such prime ¢’s, and the
column ‘Composite’ gives the number of such composite ¢’s. The corresponding
frequencies among all the possible 3 - 224 ¢ values are given below the numbers.
The ‘MDS’ columns are similar. We discuss these results in detail in Appendix H.

Table 2: The number of invertible matrices and MDS matrices of Rubato matrices
M, (v=4,6,8) over all possible g-values of 25 or 26 bits.

Property Invertible MDS
Matrix Total Prime Composite| Total Prime Composite
=4 925.04 92146 924.91 923.23 92146 922.73
68.57% 5.72% 62.85% |19.56% 5.72% 13.85%
v =6 923.68 92146 923.33 922.62 92146 921.77
26.67% 5.72% 20.95% |12.83% 5.72% 7.11%
v =8 925.0 92146 24.87 92211 92146 920.64
66.72% 5.72% 61.00% |8.96% 5.72%  3.24%

Impact on the Security. At the current state of the art, we are not aware
of any attack on Rubato (or RASTA-like schemes) that exploits the possible
non-invertibility of the linear layers that instantiate Rubato. For example, both
MasTA and the RAsTA-like variant designs proposed in [41] are defined using
non-invertible components. Still, no attacks have been proposed on them. This
is related to the fact that the encryption function changes at every evaluation
for these ciphers. Hence, even if an internal collision is found, different round
functions are applied on the same state, with the results of different outputs.

However, using the same non-MDS matrix twice in one round of Rubato might
lead to weaker diffusion than expected by the designers, especially due to the
small number of rounds. We leave the open problem of exploiting non-invertible
and/or non-MDS matrices for future work.

6 Key Recovery Attack on Rubato

We present a key recovery attack on Rubato, which breaks the claimed security
level of five of the six proposed variants of Rubato when the modulus ¢ belongs
to a certain class. The steps of the attacks are as follows:

1. First, we recover the correct key and noise modulo m, when m is a factor of
¢ lying in a particular interval.
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2. Then, we recover the positions in the key stream where the noise added by
AGN(-) is exactly 0.

3. Finally, we recover the secret key by setting up a system of polynomial
equations using the knowledge of positions with no noise, and solving the
system by re-linearization.

For ease of exposition, we specify some further notation:

— We denote the Rubato algorithm without the final AGN(:) operation as
Ru = Ru[k, ne, 4].

— The stream of Z4-elements produced by running Ru is denoted as
W = (wl,wg, N )

— For either Rubato or Ru, we let Rubato,,, or Ru,, denote that we are executing
all the steps of the cipher in the ring Z,, rather than Z,, producing a stream
of elements in Z,,.

After presenting the attack, we will present the necessary assumptions ¢ must
meet in order to have an attack with complexity less than 2* given the parameter
sets of the different Rubato variants, and the fraction of the valid choices for ¢
that results in weak instances of Rubato.

6.1 Recovering Key and Noise Modulo a Small Factor of ¢

First, we describe how to recover the correct key values and noise values modulo
m, where m is a factor of ¢ lying in a particular interval. The upper and lower
bounds on the interval depend on the Rubato variant and will be determined in
Section 7.1.

Assume the attacker is given s elements of known key stream z1, ..., 25 gen-
erated by an unknown secret key (k1,...,k,) € Ly, where

[

We then have the equations
zi=w;+e modg, forl1 <i<s,

where the noise values e; are drawn from D,,.

Let m be a non-trivial factor of ¢, and let k = (l;:l, ceey IEH) € Z7, denote a
guess for the values of the secret key modulo m. Note that if m satisfies m™ < 22
it is possible to do an exhaustive search over all possible (k1, ..., k,) and compute

the Rubato,, key stream with complexity lower than the claimed security level.
Furthermore, from Lemma 1 we have the equality

Rubato,,[k mod m,nc,i] = Rubatolk,nc,i] mod m.

For each guess (151, ol l;:n), let w1, ..., ws be the stream generated by Ru,,[k].
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In order to check the correctness of a guess, we note the following. If the
guess is wrong we expect the values w; to be distributed uniformly at random
over Zp,, and in particular, we expect the candidate noise values computed as

é;=(zi modm)—w; fori=1,...,s

to be distributed uniformly at random over Z,,,. This assumption stems from the
common expectation that a good cipher behaves like a random permutation. If
the guess (l~€17 e I;:n) isequal to (k; mod m,...,k, mod m)where (ki,..., k)
is the correct secret key, we have

é;=(e; modm)fori=1,...,s,

where the e;-values are the actual noise values drawn from D,, when producing
the key stream z.

If m is large enough relative to the aig parameter, we can distinguish between
a correct and incorrect guess. In other words, the non-uniformity of the Gaussian
distribution shines through even if the numbers drawn from D, are only given
modulo m. In Section 7.1 we establish the exact bounds on m for five of the six
Rubato variants that result in brute force attacks on k where we can distinguish
the correct guess from the wrong ones with complexity smaller than 2*. As we
shall see, this bound cannot be established in the case of Rubato-128L. After
performing this part of the attack, we learn the correct values of e; mod m for
i=1,...,5,and of k; mod mfor j=1,...,n.

6.2 Recovering the Key Modulo a Larger Factor of g and Positions
in the Key Stream with no Noise

After recovering e; mod m for 1 <¢ < s and k; mod m for 1 < j < n for some
factor m of g, we proceed to identify every position in the key stream where the
noise added by AGN(-) is 0. In the following, let f be a non-trivial factor of ¢/m.

Case: f < m. If f < m we can repeat the attack from Section 6.1, this time
running Rubatoy,,. Similar to the attack described in Section 2, the attacker
can use the knowledge of the correct key values modulo m to speed up the
exhaustive search. For each k; mod fm, the attacker does not guess on all values
0,...,fm —1, but only on the values (k; mod m)+j-m for 0 <j < f.

Note that there is no lower bound on the size of f. If the attacker is able to
distinguish the D,, distribution modulo m from the uniform distribution, the
attacker is certainly able to distinguish D, from uniform modulo 2m, or any
higher multiple of m. The attacker learns the correct key values modulo fm,
and the correct e;-values modulo fm after doing the exhaustive search modulo
fm, with a complexity that is no higher than the initial step.
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Case: f = f1-:- fp where all f; < m In this case, it is possible to repeat the
exhaustive search for each factor f; of ¢/m where 2 < f; < m. The complexity
of this is at most b - m™. However, our aim in this step is not to maximize the
modulus fm for which one can recover the correct key modulo fm. Rather, we
are interested in just having a large enough f such that all noise values e; for
i=1,...,s will satisfy the bound |e;| < fm with high probability. In Section 7.1
we determine a threshold ¢ depending on «q such that when fm > ¢ and e; is
drawn from Deg, then |e;| < fm forall ¢ =1,..., s with probability higher than
99%. So when we find e; = 0 mod fm, we have that e, = 0 mod ¢ with high
probability as well, and not e; = £ fm. In other words, when the attacker finds
e; =0 mod fm where e; is drawn from D, the attacker knows that, with high
probability, there has been no noise added by AGN(+) for this particular index
1. No added noise will be a rather common occurrence, as the noise value 0 will
be sampled from D,, at a rate of 1/ag.

We define 7 to be the set of indices where no noise has been added by AGN(-):

IT={i|le;=0 mod g}.

So when fm|g, fm > t and all prime factors of f are smaller than or equal to
m, the attacker can recover the correct Z with probability higher than 99%.

6.3 Key-Recovery of the full Rubato Key

Assuming the attacker knows Z, the set of indices in the Rubato key stream
where no noise has been added, it is fairly straightforward to set up a system
of polynomial equations in the unknown key variables that can be solved by
linearization. As Rubato is designed to have very low multiplicative complexity,
and hence have very few iterations of the round function, we will see that the
size of the polynomial equations in ki,...,k, and the complexity for solving
them is small compared to the security parameter.

Treating the unknown k1, ..., k&, as variables, the attacker starts by evalu-
ating all operations for producing the Ru stream in sequence. This yields the
expressions F;(ky,...,k,) = w; for 1 <i <s.

When ¢ € Z, the attacker knows that w; = z;, so they can extract exactly
these equations to set up the system

Fil(kh ey kn) = Zj
Fi2(1€1,...,kn) = Ziz (5)

Fib(kla"'7kn) = Zibv

for all i; € Z. Recall that we assume the attacker knows s elements of key stream

where s = [(";QT) - aq—‘. Since the noise value 0 is sampled at a rate of 1/aq we

expect the size of Z to be |Z| > (";fr)
Each polynomial in Eq. (5) has degree 2". For instance, since every Rubato

variant with 80-bit security has r = 2, the degree of the polynomials in Eq. (5) is
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Table 3: The time complexities for solving a linearizied system of equations
modulo one factor of ¢q. To recover the secret Rubato key solving the linearized
systems must be repeated at most 26 times, depending on gq.

Rubato variant Degree # of monomials Solving complexity

Rubato-80S 4 4845 23128
Rubato-80M 4 91390 g46.14
Rubato-80L 4 814385 25498
Rubato-128S 32 24101 Q11490
Rubato-128M 8 927-40 Q76.72
Rubato-128L 4 814385 254.98

4. The number of monomials appearing in F; is given by ("§2"). Since we expect

to have more equations than monomials in Eq. (5) we can solve the system by
Gaussian elimination. Here we also keep in mind that we are working with a
composite ¢, so we need to use the method explained in Section 3.1, and in
particular, we must solve the linearized system once for every prime factor of q.

The complexity of solving Eq. (5) for one prime factor is O((”;,,Tv)w), where
w < 3 is the linear algebra constant. A conservative (and realistic) choice for w
is w = 2.8. Table 3 gives the degrees, number of monomials, and complexities
for solving one linearized system modulo plg for the six different variants.

As we can see from Table 3, all complexities for breaking noise-less Rubato by
linearization are significantly smaller than the security bounds 28° and 2'2%, even
when this step has to be repeated a small number of times. Assuming ¢ satisfies
the assumptions necessary for doing steps 1 and 2 of the attack, the attacker can
do a full key recovery attack on Rubato with complexity lower than 2*. Pseudo-
code for the complete key recovery attack on Rubato is given in Appendix I,
where we also use the notation introduced in the next section.

7 Assumptions and Cost of the Attack on Rubato

7.1 Assumptions on q

The following assumptions on the integer g that defines the ring Z, used in
Rubato must hold in order for the attack in Section 6 to be successful.

Assumption 1 There exists an integer m such that mlq and My, < m <
Momaz, WHETE Mynin and Mu,q. will be determined below.

For Rubato with claimed A-bit security, m cannot be too large, as we need m™ <
2* in order to have a valid attack. Moreover, m cannot be too small as this makes
the noise modulo m impossible to distinguish from random, hence the bounds
Mmin and Mmax-

Assumption 2 There exists an integer f such that all prime factors of f are
at most m, fm|q, and fm > t, where the threshold t will be determined below.
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This condition is necessary to be able to recover the positions where we know
the noise value is exactly 0.

There exist values of ¢ such that both these assumptions hold. These g-values
give weak instances of Rubato, and must be avoided in an actual use case. Before
looking into the weak choices for g, we compute the bounds myin, Mmax, and
the threshold ¢ mentioned above for a general Rubato variant with claimed A-bit
security.

Determining t. In order to determine the threshold ¢, recall that the aim is to
find the smallest value ¢t € Z for each Rubato variant such that

e mod (fm)=0 = e modg=0

with overwhelming probability when fm > ¢ and fm|q. This reduces to finding
the smallest integer ¢ such that, with high probability, the error values satisfy
le;] <t for all 1 <i < s.In the analysis below we specify “high probability” to
mean above 99%.

Let G(z) = aiq . e=%*/20” he the Gaussian function describing the discrete

Gaussian distribution Dq, the noise in Rubato is drawn from, where o = ag/v/27.
Then G(z) gives the probability that we sample x <— D,,. Thus, the probability
that we sample e; <~ Dy, such that |e;] <t can be computed as

Pr(le;| <t) = Y Gl).

r=—t
We want to make sure that after sampling s noise values, the probability that
all of them lie in the interval [—¢,¢] is at least 0.99. This condition translates

into finding the smallest ¢ € Z such that 0.99 < (Zi:_t G(z))s. We then get

the desired bounds by finding the smallest ¢ that satisfies this inequality for the
different Rubato variants. These values are listed in Table 4.

Determining mmin and Mmax. As already stated, we must have m™ < 2* in
order to have a valid attack. This inequality provides the upper bound myax:
Mmax 1= L2)‘/”j .

The lower bound my;, is the smallest value where it is possible to distinguish
the correct key guess k modulo My, from all the wrong ones. To find this lower
bound, we first compute the probability that e mod m = x for 0 < x < m when
e is sampled from D,:

Pr,,(z) = Z G(im +x).

i=—00
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Secondly, for a given modulus m we split the set {0,...,m— 1} into two disjoint
subsets Z; and Zs as

Ty :={z | Prpy(z) > 1/m} and Iy :={x | Prp(x) <1/m}. (6)

For a given stream € = €1, . .., &5 of candidate noise values (that may or may not
be sampled from D,4) and 0 < ¢ < m, let u;(€) be the frequency of observing
the value ¢ in the stream € modulo m, that is,

_ |{é; €éle; mod m =i}

S

Note that when € is sampled from D, we expect u;(€) ~ Pr,, (i) for 0 < i < m.

Score Value for k. For a given key guess k = (l::l, ..., k) modulo m, we
now define a score value for k. First, execute Rum[f{] producing the stream
w1, ..., Ws. From the known key stream z1, ..., z5, compute the candidate noise
value modulo m as &; = (z; — w;) mod m, for 1 < i < s. We define the score
for the key guess k as

Sc(k) = > (ui(&) = 1/m) + > _(1/m —u;(8)).

i€l i€l

The score function gives a measure of how much the candidate noise value
produced by k deviates from the uniform distribution in the same way as values
drawn from D,y modulo m will deviate from uniform. When k is the correct
guess modulo m, we expect Sc(k) = 7 |Pr,, (i) — 1/m|. This value will be
significantly greater than 0, provided m is large enough relative to cg. When k
is a wrong key guess, we expect the noise values in € to be distributed uniformly
at random, and hence a score value of Sc(k) = 0.

If the assumption that all wrong key guesses give uniformly distributed noise
values modulo m holds, it is possible to compute the probability that the correct
key guess gives the unique highest score value of all guesses for the key modulo
m. However, we have observed that wrong key guesses in 2-round Rubato do
not produce noise values that are distributed uniformly at random (see Fig. 2e
and Fig. 2f). Therefore we have found my;, heuristically, listed in Table 4, by
checking the smallest m that produces a score value for the correct key guess
that clearly stands out among many (at least 14640) wrong key guesses.

Set of Susceptible Values. We list the bounds my;, and my.. and the
threshold ¢ that allow attacks with complexity lower than 2* for each parameter
set defined for Rubato in Table 4. We performed an exhaustive search on 26-bit
numbers (for Rubato-80S and Rubato-128S) and 25-bit numbers (for the other
variants) to find the percentage of ¢’s satisfying Assumption 1 and 2. The last
column of Table 4 shows the percentage of vulnerable choices of ¢q. For Rubato-
128L we have mpyin > Mmax, S0 we do not have an attack on this Rubato variant.
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(a) Rubato-80S: distinguishing correct
key guess modulo 11 using 14641 key
samples.

0.04

(¢) Rubato-80M: distinguishing cor-
rect key guess modulo 3 using 59049
key samples.

(e) Rubato-80L: distinguishing correct
key guess modulo 2 using 65536 key
samples.

0.02

(b) Rubato-128S: distinguishing cor-
rect key guess modulo 11 using 14641
key samples.

(d) Rubato-128M: distinguishing cor-
rect key guess modulo 5 using 15625
key samples.

(f) Uniformly random noise: score
values for 65536 noise vectors modulo
2, produced by the random() function
in C. The maximum score value from
Fig. 2e is also inserted in the data set.

Fig. 2: Plots of score values computed for key guesses modulo m. The correct
guess can be distinguished from all the wrong guesses. Comparing Fig. 2e and
2f shows that wrong key guesses in 2-round Rubato do not produce candidate

noise that is uniformly random.



Table 4: Lower and upper bounds for the modulus m, threshold ¢ and percentage
of choices of ¢ vulnerable to the attack for the various Rubato variants.

Rubato variant mpy,;, mpy.x t Fraction of vulnerable ¢’s

Rubato-80S 11 31 24 42.05%
Rubato-80M 3 4 7 25%
Rubato-80L 2 2 4 25%
Rubato-128S 11 255 35 58.47%
Rubato-128M 5 11 12 37.25%
Rubato-128L - - - 0%

7.2 Practical Verification of the Attack

We have verified the attack described in Section 6 experimentally®. We also re-
port on the experiments determining the smallest m for which we can distinguish
a correct key guess modulo m from the wrong ones.

In all experiments, we selected a 25- or 26-bit ¢ with some small factors, a
key k at random, and produced 10000 elements of Rubato key stream. In an
actual full key recovery attack, we need s to be higher for the relinearization
part, but s = 10000 is sufficient for distinguishing the D,, distribution from a
(supposedly) uniform distribution modulo m.

Next, we fixed a value of m and made between 11% = 14641 and 2'6 = 65536
guesses on the key modulo m, including the correct guess, and stored their score
values in a file. Finally, we made plots of the score values in each file as a bar
chart and verified that the maximum score value seen indeed corresponds to the
correct key modulo m. The plots of the score values observed for the values m iy
in Table 4 for the different Rubato variants are given in Fig. 2a-2e.

In Fig. 2f we have also included a plot of score values computed from noise
values modulo 2, sampled by the random() function in C, together with the
maximum score value from Fig. 2e. If the noise values produced by wrong key
guesses in Rubato-80L were truly distributed uniformly at random, the plots
of Fig. 2e and 2f should look the same. The fact that there is a significantly
higher variance in Figure 2e shows that 2-round Rubato does not behave like a
random permutation. This makes it somewhat harder to distinguish wrong key

guesses from the correct one, but the attack still works for all values of m given
in Table 4.

7.3 Attack Complexities

Finally, we investigate the lowest possible attack complexities of the Rubato
attack in concrete numbers. For Rubato-80 and Rubato-128M, the lowest attack

® The code can be found at https://github.com/Simula-UiB/RubatoAttack
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Table 5: Lowest time complexities of key recovery attack, where ¢ has particular
factors.

Rubato variant Assumption on ¢ Time Data Memory
Rubato-80S 44|q 955.35 915.71 924.48
Rubato-80M 12|q 95706 917.91 932.96
Rubato-80L 4|q 265 920.31 939.27
Rubato-128S q=11-2% 2%0:35 24443 944.43
Rubato-128M 20|q 983.59 929.44 939.27
complexities occur when m = muyin and f = 29 for g = [logy(t/m)]. The

time complexities are given as the number of times we guess on k and produce
a sufficient amount of key stream to distinguish a correct key guess from the
wrong ones. The total key recovery attack complexity Cy, is then given as

Ckr =m" + g 2" 4 Crelina

where C.cj;r is the complexity of doing the relinearization step. The complexities
for relinearization in Table 3 are given in terms of number of multiplications and
additions in Z,, and not as computing key stream for a particular key guess.
When recomputing the complexities in Table 3 to make them comparable to the
work done for each guess of k, it becomes clear that apart from Rubato-128S,
Chrelin 18 negligibly small compared to doing steps 1 and 2 of the attack.

For Rubato-128S, the relinearization step is the dominant part of the attack.
For m = 11 and the particular value ¢ = 11 - 222 (a 26-bit number) it is much
faster to recover the complete key by guessing modulo 11 in step 1, followed
by 22 successive key guesses modulo 2 in step 2, and skip solving the linearized
system in step 3 altogether. So for this particular value of ¢ the complexity of
recovering the complete key in Rubato-128S is given as Cj, = 1116 +22. 216,

Table 5 shows particular conditions on ¢ that give attacks with the smallest
possible time complexities. For completeness, we also list the memory and data
complexities, where both of these are given as the number of Z,-elements the
attacker needs to store.

8 Final Remarks

8.1 Restoring the Security of Rubato
There are several ways Rubato can be made secure against the attack presented

in Section 6. Here we discuss some of them.

Restricting g to Prime Numbers. The easiest way to prevent our attack is
to simply restrict ¢ to be prime. Since our attack is based on the assumption that
q contains small factors, this restriction immediately gives Rubato instances that
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are immune to any small-factor attack. As already mentioned in Section 5.2,
it is most common to choose the plaintext modulus of FV, the other part ¢
plays in the RtF framework, to be prime. However, we stress that this choice is
made for efficiency [24] not security in the FV scheme [1,35]. As our attack has
demonstrated, restricting g to be prime is a choice made for security in Rubato,
not convenience.

Increasing the Width of the Noise Distribution. Another way to protect
the scheme against the small-factor attack is to increase the width of the noise
distributions. If the value of aq is sufficiently high so that one cannot distinguish
the correct key modulo m for m < 2™, then one cannot perform the initial
exhaustive key search modulo m with a complexity that is lower than the claimed
security level. This approach allows keeping Rubato defined for general values of
q. The drawback of increasing the ag parameter is that there will be more noise
added to the key stream, and hence less accuracy in the decrypted plaintext
values. This loss of precision will also compound when doing further operations
in the CKKS scheme.

Increasing the Number of Rounds. A third alternative is to increase the
number of rounds used in Rubato such that the solving complexity of the relin-
earization step is high enough to make the scheme secure against our attack.
Recall that the total complexity Ck, of the key recovery attack depends on the
complexity Clepn of doing the relinearization step, which in turn depends on
the number of monomials appearing in the polynomials defining the stream pro-
duced by Ru. More rounds will produce more monomials and therefore a higher
solving complexity, as one can see in Table 3. The main disadvantage of this
approach is the loss of efficiency, as applying more rounds would result in a
higher multiplicative depth. This would be detrimental to Rubato’s use case in
a transciphering framework, where a low multiplicative depth of the decryption
function is necessary for efficiency reasons.

Using Non-Polynomial S-boxes. Lastly, avoiding the use of polynomial S-
boxes is yet another way to provide security against our attack, since it requires
that the S-boxes in the scheme admit a polynomial representation. As mentioned
in Section 4.2, this is the case for the stream cipher Elisabeth, whose S-box
functions are defined using look-up tables. A full discussion on how to design
such S-box functions can be found in Section 4. However, using a look-up table
rather than a polynomial function in Rubato would result in a severe efficiency
loss. The Elisabeth ciphers are defined specifically to be combined with the TFHE
scheme, which can very efficiently evaluate a look-up table homomorphically for
free during a bootstrapping operation [68]. The strategy of using a look-up table
as the S-box is therefore very well suited for the TFHE scheme, but not for
stream ciphers designed to be combined with any other FHE scheme, such as
Rubato.
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8.2 Conclusion

Symmetric primitives over rings is a rapidly growing area of cryptography, in part
spurred on by the development in MPC, ZK, and FHE. Constructing primitives
over rings instead of fields might prove advantageous in certain cases, exemplified
by the efficiency of Elisabeth compared to other FHE-friendly ciphers. However,
as our key recovery attack on Rubato shows, it is important to take care when
choosing the ring the primitive is defined over, since the ring greatly affects how
susceptible the primitive is to attacks. We stress that we do not mean to suggest
that rings should be avoided as a base structure for symmetric primitives, since
several of the proposed schemes have useful properties. Rather, we emphasize
that a more thorough cryptanalysis over rings is needed to ensure that proposed
primitives are secure, and hope to see more work in this direction.
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SUPPLEMENTARY MATERIAL

A Notations

Table 6: Notations
q = p3* -+ - ple|the prime factorization of an integer ¢

Gaussian distribution with squared variance ag

a factor of ¢ sufficient to distinguish Dag from random

degree of a polynomial

the number of elements in a Rubato state

Rubato secret key

Rubato nonce

fixed matrix in Rubato

number of Rubato rounds

number of key stream elements output from one application of Rubato
security parameter for Rubato

e, e; noise sampled from Dqq

Z, % Rubato key stream

W, w; output of Try, ¢, before adding noise

a factor of ¢/m

Rubato plaintext

scaling factor for FHE scheme

ymﬁ@ig = 3 QSE
s}

linear algebra constant
threshold for identifying indices where e; mod ¢ =0

the function G(z) = aiq %0 /207
complexity for doing -

The smallest integer such that p! =0 mod ¢

+ & v DT =

2
)

>
I
>
BN
<
=

number of known key stream elements used by attacker in Rubato attack

B Proof of Lemma 1

Proof of Lemma 1. i) Let u be a divisor of ¢ and write z; = &; + 2fu. Any

univariate monomial can then be written as z¢ = (2; +zu)? = £¢ mod u. More

generally, any multivariate monomial can then be written as z{'z3? ...z =
25 @%2 2% mod u. The result now follows from the linearity of monomials.
Statement ii) is a direct consequence of i). O

C Comparison of Grobner Basis Computation

This appendix presents a qualitative comparison of the running time and memory
usage of Grobner basis computations over Z,y and Fpv. In each experiment we
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randomly generate m quadratic polynomials in n variables, i.e., the coefficients
of all monomials of degree < 2 are sampled using the in-built random function
over Zyy or Fpy. A random n-tuple a is picked as a common solution to the
polynomials f1(x),..., fm(x) by considering the system f;(x) — fi(a) =0, 1 <
1 < m. All systems are overdetermined with a as a unique solution, and the
resulting Grobner basis is always {1 — a1, ..., T, — ap}. The time and memory
usage given in Table 7 are from running the built-in F4 routine with the computer
algebra system Magma V2.27-1 [21].

Table 7: Time and Memory Consumption of Grobner Basis Computation over

Zuy and pr.
pY | m | n ||[Time Fpy (s)|Memory Fpy (MB)||Time Zpv (s)|Memory Zpv (MB)
32140 [ 20 30.6 202 1107.4 974
22140 [ 20 4.0 302 196.6 470
53160 |20 2.1 67 42.2 101
97211201 30 611.2 317 3784.7 1291
211201 30 150.7 702 4102.2 1376

D Details on Higher-Order Differential over Z,

Recall from Section 3.4 that we are interested in characterizing the sums ), z, xt
mod ¢. To this end, we introduce some notation. Let p1,po,...,p, be distinct
primes, and g1, g, p2, ph, - .., ta, pl, € Z integers that satisfy the Bézout iden-
tities:
Vje{1,2,...,a}: Mj~l%+u;-pj:1. (7)
j

For all j € {1,2,...,a}, we define a; € Fp, as
q
oj = —— mod p;.
j ?; j
Finally, for each ¢ > 0 and for each j € {1,2,...,a}, we denote

{0 if i 2 0 mod (p; — 1)
52‘,]‘ =

)

1 otherwise
and define 6y ; = 0.

Proposition 2. Consider ¢ = pips - Do, With p1,p2,...,pe distinct primes,
and let p;, o, 6; 5 be as defined above. Then, for all i > 0, we have

a

in Inodqz<aj~5i7j~uj~;> mod q.
j

TELg j=1
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Proof. If i = 0, the result holds since Ea:ezq 2Y=¢=0 mod q.
Next, we consider 7 > 1, and compute Za:GZq ' mod p, where p is any of
the prime divisor of ¢q. Using Lemma 1, we have:

Z z! modp= Z (r mod p)’ mod p = (q/p) - Z z' mod p
TELq TELq TELp
{o ifi£0 mod (p—1)

)

—q/p mod p otherwise
where in the last equality we have used that erzp 2i =0 modpifi 0

mod (p — 1) by [14, Proposition 1], and 3, o, zP~! = —1 mod p by Fermat’s
little theorem. We therefore have

E ' = - 0;; mod py,
TEZLq

for any 1 < j < a and ¢ > 0. Since p1,p2, ..., P, are coprime, we can apply the
Chinese Remainder Theorem 1 and derive the result:

i q
' mod ¢ = (awéi,-- ) mod ¢

a
TEZLq j=1

Based on this proposition, the following result follows immediately:

Corollary 1. Consider ¢ = p1ps - Pa, With p1,ps,...,pe distinct primes, and
let F:Zy,— Zg4 be given by F(x) = E?:o @i -z, Then

a

d
Z F(z) modg= Zcpzz (aj NIRRT ;) mod ¢
i=0 J

TE€ELq j=1
where o, 0; 5, and u; are defined as for Proposition 2.

Depending on the composition of ¢, we note that d; ; can be zero for most
values of 7, and the sum Zzezq F(z) mod ¢ will only depend on relatively few
coefficients ;. Still, the sum is generally non-zero and cannot be readily used in
a higher-order differential attack unless the relevant coefficients ; are known.
Since these coefficients typically depend on a secret key, we conclude that it is
unlikely that the sum erzq F(z) mod ¢ can be exploited.

While we do not have an exact characterization of erzq F(x) when ¢ has
prime power divisors, we recall that the small-scale experiments mentioned in
Section 3.4 over Zgy suggest that we do not get a zero-sum in this case either.

Remark 1. For completeness, we point out that the integral/square attack [56]
(also based on the zero-sum property) works over rings in the same way as it
works over field. However, we remark that it is based on a completely differ-
ent property (related to the invertibility of the rounds functions) than the one
exploited in a higher-order differential attack.
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E Designing the Linear Layer for Symmetric Primitives
over Zg

Here we briefly discuss the design approach for the linear layer in symmetric
primitives over Z,. As in the field case, the simplest and most obvious idea is to
define the linear layer as a multiplication by a matrix over Zj. We remark that,
even if the majority of the works in the literature focus on the construction of
matrices with particular statistical properties (e.g., a given branch number) over
fields, some works have faced the problem of finding matrices with particular
properties for the ring case. We refer to [53] for a concrete example.

Now we discuss the special case ¢ = pY. In this case, a possible idea is to
define the linear transformation as a matrix multiplication over Fy™. That is,
given an element x over Z,:

1. first, rewrite x as an element over F%™;

2. then, apply the matrix multiplication with a matrix in ]Fg,y'")x(y'");

3. finally, rewrite the result as an element of Z7, .

The main advantage of this approach is the possibility to work with matrices
over fields. In such a case, the resulting scheme would be unaligned or weak-
arranged following [20,26], in the sense that the linear layer and the S-box layer
are defined over two different fields/rings. We refer to [20,26] for a complete
discussion of the advantages and disadvantages of such schemes with respect to
the ones of aligned or strong-arranged schemes, which is out the scope of this

paper.

F Details of the “Cut and Sew” Design Strategy

We present a possible concrete construction of an S-box that does not admit a
polynomial representation modulo p; - po. From the setup in Section 4.3 we need
to show that Eq. (4) does not hold modulo p; for some choice of (x,y, z). This
corresponds to

(52 (|22} (61 ) o)) o=
(Sg({WJ)pg—i-Sl((npl—&-y) modp2>> mod py .

If there exists at least one tuple z, z € {0,1,...,po—1} and y € {0,1,...,p1 —1}
for which such equality does not hold, then one can conclude that S does not
admit a polynomial representation.

A possible way to construct S is given in the following Lemma.

Lemma 3. Let p; and p2 be two distinct primes such that py > pa, and let ¢ =
p1-p2. Let Sy be the identity function over Fy, , and let Sy be an orthomorphism
over Fp,, that is, both  — Si(z) and x — Si(x) — = are invertible. Then
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the function S over Z, defined as S(x = x2 - p2 + 1) = x2 - p2 + S1(x1) for
x1 € {0,1,...,p2 — 1} and x5 € {0,1,...,p1 — 1} does not admit a polynomial
representation.

Proof. As we saw in Section 4.3, it is sufficient to prove that there exists a tuple
x,z € {0,1,...,p2 — 1} and y € {0,1,...,p; — 1} such that Eq. (4) for i =1 is
not verified. By simple computation, note that:

x-p1+
{1;1 yJ'pzzﬂf'p1+y—(($'p1+y) mod pz)
2

=(—((x-p1+y) modps)) modpi,

and similar for V'%“’J - p2. Based on the previous considerations, it follows
that Eq. (4) reduces to

(—2' + S1(z)) mod p; = (—=2" + S1(2")) mod py

where 2’ := (x-p; +y) mod py and 2’ := (2-p; +y) mod py. Since the function
x — —x + Si(z) is invertible (by definition of orthomorphism), then such an
equality is never satisfied for 2’ # 2z’ (remember that p; > po, so the final
modulo reduction does not have any effect), which implies that S does not admit
a polynomial representation. a

In particular, we point out that

— the identity map is the best choice from the implementation point of view,
since it costs nothing;

— no condition is imposed on the orthomorphism. We refer to [5,65] for an
analysis of orthomorphisms over F,,.

G Equivalent Representation of Rubato

For completeness, we point out that — in the case in which the linear layers are
invertible — an equivalent and simplified representation of Rubato is possible.
In particular, recall that the final round of Rubato is slightly different from the
rest, as a second final linear layer is applied. Here we show that it is possible to
modify the description of Rubato such that a unique round function is used.

In the original description, the round function is defined by first applying a
linear layer. However, since the linear layers are fixed (and invertible by assump-
tion), and since no constraint is imposed on the inputs, it is possible to remove
the initial linear layers of the stream cipher (in other words, it does not provide
any additional security). Each round function (including the final one) can then
be simply re-defined as

RF'[k,i] = ARK'[k, i] o MixRows o MixColumns o Feistel,
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where for each j € {0,1,...,r}:

z + MixRows o MixColumns(k @ rc;4;) if j € {0,1,...,r — 1},

ARK'[k, i + j](z) =
[k,i + J](@) {ARK[k,iJrr] f5=r.

Then, the r-round stream cipher Rubato can be equivalently described as

Rubato[k,nc,i] = AGN o Tr,, o RF'[k,i + 7] o - - - o RF'[k, i 4+ 1] o ARK'[;, 4.

H Invertible and MDS Linear Layers for Rubato

As we have seen in Section 5, there are 985, 818 ~ 21991 prime ¢ values with bit-
length 25 and 1,893, 374 =~ 22085 with bit-length 26 (in total 2,879,192 ~ 22146,
which is a fraction 5.72% of all ¢’s of 25 and 26 bits) such that M, (v =4,6,8)
are always invertible and MDS.

In the following, we further identify the conditions for ¢’s such that M,
matrices are non-invertible and non-MDS.

Non-invertible conditions for q. According to the determinant of the matrix M,
for v =4,6,8:

det(My) = —35, det(Mg) = 6480 = 2*-3*.5  det(Mg) = 161875 = 5*.7-37,
we prepare the set of small prime factors for each of them as:
S ={-35}, S ={2,3,5}, S ={57,37}.

Note that depending on the ¢ values, there might be several small prime factors
in Siv. If any of the elements s € S are such that ged(s,q) > 1, then the
matrix M, is not invertible.

Non-MDS conditions for q. We compute the determinants of submatrices of M,
and get the corresponding set of small prime factors as follows:

S = {2,3,5,7,11,17, 35}

Sénds =1{2,3,5,7,11,13,17,19, 23,29, 31, 37,41, 43,47, 61,67, 89,97,107, 109, 157}
Sg’ds ={2,3,5,7,11,13,17,19, 23,29, 31, 37,41, 43,47, 53,59, 61, 67,71, 73, 79, 83, 89,
97,101, 103,107,109, 113,127,131, 137,139, 149, 151, 157,163, 167,173,179, 181, 191,
193,197,199, 223, 227, 229, 233, 239, 241, 251, 257, 269, 271, 281, 293, 311, 313, 317, 331,
337,347,349, 359, 367,373, 383,401,409, 421,431, 433, 439, 443, 449, 457,463,491, 523,
541,571,607,613,631, 641, 647,659,673,677,683, 733,743,751, 773, 821,839, 853, 857,
881,883, 887,907,937,967,983,1009,1051,1117,1151, 1259, 1367, 1493, 1511, 1523, 1567,
1999, 2099, 2719, 2789, 3319, 3457, 3461}.

mds

Similarly, depending on the ¢’s, the element —35 € SP*“° might lead to several
small prime factors, which makes the size of SP4 a variable. On the contrary,
the size of S and SP* is deterministic: 22 and 124 respectively. If any of the
elements s € S™I are such that ged(s,q) > 1, then the matrix M, is not an

MDS matrix.
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I Pseudo-Code of Rubato Attack

Algorithm 1 gives a pseudo-code for the complete key recovery attack on Rubato
presented in Section 6. The notation introduced earlier applies here as well.
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Algorithm 1 Key-Recovery Attack on Rubato

Require: Key stream z € Z; generated by Rubato, where
Mmin S m S Mmax,

F=1I fio
fi<mfori=1,...,b,
mf|q, and
mf > t.
Ensure: The secret key k used to generate z.
maxSc < 0
for each k € Z7, do
W < Ru,[K]|

if Sc(k) > maxSc then
maxSc + Sc(k)
k@ « k
€<+ (z—w) modm
end if
end for

> k@ =k modm

fori=1,...,bdo
maxSc < 0
for v € Z}, do

ke kY 4 (mIL,2 fa) v
W Ru, i g K]
if Sc(k) > maxSc then
maxSc + Sc(k)
k@ k
&« (z—w) mod m[['_, fa
end if
end for
end for

> mf sufficiently large that all |é;| < mf for & = (é1,...,és) with probability at

least 99%

T + {ile; =0}

j+<1

for i € Z do
Fi(k1,...,kn) < polynomial expressing w; generated by Rug[K]
Alj] « coefficient vector of F;

ulj] + 2
j+j+1
end for
X < solution of Ax =u mod q
k < values in x for the monomials ki, ..., kn,.
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