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Abstract. Mathematical models for excitable tissue with explicit representation of individual
cells are highly detailed and can, unlike classical homogenized models, represent complex cellular
geometries and local membrane variations. However, these cell-based models are challenging to
approximate numerically, partly due to their mixed-dimensional nature with unknowns both in the
bulk and at the lower-dimensional cellular membranes. We here develop and evaluate a novel solution
strategy for the cell-based KNP-EMI model describing ionic electrodiffusion in and between intra-
and extracellular compartments with explicit representation of individual cells. The strategy is based
on operator splitting, a multiplier-free formulation of the coupled dynamics across sub-regions, and
a discontinuous Galerkin discretization. In addition to desirable theoretical properties, such as local
mass conservation, the scheme is practical as it requires no specialized functionality in the finite
element assembly and order optimal solvers for the resulting linear systems can be realized with
black-box algebraic multigrid preconditioners. Numerical investigations show that the proposed
solution strategy is accurate, robust with respect to discretization parameters, and that the parallel
scalability of the solver is close to optimal – both for idealized and realistic two and three dimensional
geometries.
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1. Introduction. Despite the fundamental role of movements of molecules and
ions in and between cellular compartments for brain function [37], most computa-
tional models for excitable tissue assume constant ion concentrations [26, 36, 42].
Although these models have provided valuable insight into how neurons function and
communicate, they fail to describe vital processes related to ionic signalling and brain
homeostasis [34, 12], and pathologies involving substantial changes in the extracellular
ion composition such as epilepsy and spreading depression [16, 41, 44]. The emerg-
ing KNP-EMI framework [18, 31] is a system of partial differential equations (PDEs)
describing the coupling of ion concentration dynamics and electrical properties in ex-
citable tissue with explicit representation of the cells, allowing for morphologically
detailed descriptions of the neuropil. In contrast to classical homogenized models,
the highly detailed KNP-EMI framework enables modelling of single cells and small
collections of cells, uneven distributions of membrane mechanisms, and the role of the
cellular morphology in tissue dynamics.

Electrodiffusive transport of each ion species in the intracelluar space (ICS) and
extracellular space (ECS) in the KNP-EMI framework is described by a Nernst Planck
(NP) equation. To determine the electrical potential in the bulk, the NP equations are
coupled with an electroneutrality assumption stating that there is no charge separation
anywhere in solution [35, 15]. Consequently, the medium is electroneutral everywhere
circumventing the need for resolving charge relaxation processes at the nanoscale.
Further, the cellular membranes are explicitly represented as lower-dimensional in-
terfaces separating the intra- and extracellular sub-regions. Coupling conditions at
the membrane interface relate the dynamics in the different sub-regions. The re-
sulting problem is mixed-dimensional, containing unknowns in both the intra- and
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extracellular domains (e.g. electrical potentials) and on the interface/cell membranes
(e.g. transmembrane currents). We note that the interface is typically a manifold
of co-dimension 1 with respect to the ICS/ECS. Further, the system is non-linear,
coupled, and stiff: the fast electrical dynamics and the slow ion diffusion are associ-
ated with vastly different time scales. This suggests split solution approaches where
the different dynamics are loosely coupled. Nevertheless, the numerical strategies for
approximating the system must be chosen with care.

Previously, the KNP-EMI problem has been discretized with a mortar finite ele-
ment method (FEM), leading to a saddle-point problem where the intra- and extracel-
lular potentials and concentrations are coupled together via Lagrange multipliers on
common interfaces [18]. The resulting formulation is challenging for implementation
as it necessitates, e.g. support for different finite element spaces on domains/meshes
with different topological dimension (ECS, ICS and the membranes) and their cou-
pling. In addition, efficient solvers for the resulting linear systems require specialized
multigrid methods [48] or preconditioners [28]. Other discretization approaches for
the KNP-EMI model, or its sub-problem the cell-by-cell (EMI) equations [27, 50, 2],
have been considered, including, finite volume schemes [31, 49], boundary element
methods [39], CutFEM finite element methods [10] or finite differences [45]. Effi-
cient solvers for the different formulations of the EMI model have been developed
e.g. in [23, 11, 9, 39].

We here present a novel solution strategy for the KNP-EMI problem where the
Lagrange multipliers are eliminated and only the bulk variables are explicitly solved
for. As all the problem unknowns are then posed over domains of same topological
dimension, we refer to this formulation as single-dimensional. The single-dimensional
formulation may be discretized with conforming elements, e.g. continuous Lagrange
elements in [8], but several factors motivate us to apply discontinuous Galerkin (DG)
schemes instead. In particular, standard DG functionality (e.g. facet integrals) is
sufficient to implement to DG schemes for KNP-EMI. This is in contrast to conform-
ing discretization where specialized mixed-mesh coupling across ECS and ICS meshes
is required. Moreover, DG methods inherently allow for adaptable refinement and
have desirable properties, such as local mass conservation or numerical stability in
convection-dominated regime [38]. Our approach further includes an operator split-
ting technique decoupling the concentrations from the electrical potential reducing
the system to two simpler sub-problems: (i) an EMI problem, and (ii) a series of ad-
vection diffusion (KNP) problems, which can leverage dedicated, recently developed
solvers, e.g. [40, 46, 30].

A key feature of the KNP-EMI models is the ability to handle complex and
realistic geometries, often resulting in large-scale systems when discretized. In turn,
efficient and scalable solvers are required to utilize the modeling potential of the
framework in practical applications. As will become apparent, our splitting approach
and DG discretization address these issues as the resulting linear systems are amenable
to block-box algebraic multigrid (AMG) preconditioners. Here, the order optimal
solvers can thus be realized as AMG-preconditioned Krylov methods.

Through numerical investigations, we demonstrate that our proposed numerical
scheme is accurate and yields optimal convergence rates in space and time. In ide-
alised 2D and 3D geometries, we further show that the proposed preconditioners are
robust with respect to numerical parameters. Experiments show that the parallel
scalability of our solution scheme is close to optimal, enabling large-scale simulations
on HPC clusters. Finally, we assess quantities of interest, such as conduction velocity,
ECS potentials and concentration shifts in a physiological relevant scenario where we
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simulate neuronal activity in a morphological realistic 3D geometry representing a
pyramidal neuron in the cortex.

2. Mathematical framework. We here present the coupled, time-dependent,
non-linear, mixed-dimensional KNP-EMI equations describing ionic electrodiffusion in
a geometrically explicit setting. For further details on the derivation of the equations,
see e.g. [31, 18].

2.1. Governing equations. We consider N − 1 domains Ωin ⊂ Rd (d = 1, 2, 3)
for n = 1, . . . , N−1 representing disjoint intracellular regions (physiological cells) and
an extracellular region Ωe, and let the complete domain be Ω = Ωi1 ∪ · · · ∪ ΩiN ∪ Ωe
with boundary ∂Ω. We denote the cell membrane associated with cell in, i.e. the
boundary of the physiological cell Ωin , by Γn. We assume that Γn ∩ Γm = ∅ for
all n 6= m and that Γn ∩ ∂Ω = ∅. Below we will denote the restriction of functions
u : Ω → R, fl : Ω → R to Ωr by ur and fl,r respectively. For notational simplicity
and clarity, we present in the following the mathematical model for one intracellular
region Ωi1 = Ωi with membrane Γ.

We consider a set of ion species K. For each ion species k ∈ K, we aim to find
the ion concentrations ck : Ω× (0, T ]→ R , the electrical potentials φ : Ω× (0, T ]→ R
and the total transmembrane ion current IM : Γ× (0, T ]→ R such that:

∂ck
∂t

+∇·Jk = 0 in Ω,(2.1)

F
∑
k∈K

zk∇·Jk = 0 in Ω,(2.2)

φM = φi − φe on Γ,(2.3)

IM ≡ −F
∑
k∈K

zkJk,e · ne = F
∑
k∈K

zkJk,i · ni on Γ,(2.4)

Jk,i · ni =
Ich,k + αk,i(IM − Ich)

Fzk
on Γ,(2.5)

−Jk,e · ne =
Ich,k + αk,e(IM − Ich)

Fzk
on Γ,(2.6)

∂φM
∂t

=
1

CM
(IM − Ich) on Γ,(2.7)

where each regional ion flux density Jk : Ω × (0, T ] → Rd can be expressed by a
Nernst-Planck equation as follows:

(2.8) Jk = −Dk∇ck − ckzkDkψ∇φ, in Ω

stating that ionic movement is driven by both diffusion due to ionic gradients (first
term) and drift in the electrical field (second term). Note that the drift term may be
interpreted as an advective term where zkDkψ∇φ drives the advection. The constant
ψ = F/(RT ) combines the effective diffusion coefficient Dk, Faraday’s constant F , the
absolute temperature T , and the gas constant R. Further the membrane capacitance,
the valence and the diffusion coefficient for ion species k are denoted by CM , zk
and Dk, respectively. In the coupling conditions (2.5)–(2.6), we assume that the ion
specific capacitive current is some fraction αk : Γ× (0, T ]→ R of the total capacitive
current where

(2.9) αk =
Dkz

2
kck∑

l∈K Dlz2
l cl

on Γ.
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The ion specific channel currents are denoted by Ich,k : Γ×(0, T ]→ R and will depend
on the membrane potential φM : Γ× (0, T ]→ R and typically be of the form

Ich,k = gk(φM − Ek), Ek =
RT

zkF
ln
ck,e
ck,i

on Γ,(2.10)

where gk and Ek denotes respectively the channel conductance and the Nernst po-
tential for ion species k. The total ion current Ich : Γ × (0, T ] → R is given by
Ich =

∑
k Ich,k. In many physiological scenarios, the ion specific currents Ich,k will

further depend on gating variables s : Γ × (0, T ] → RS , where S is the number of
gating variables, governed by ordinary differential equations (ODEs) of the following
form:

∂φM
∂t

=
1

CM
(IM − Ich) on Γ,(2.11)

∂s

∂t
= F (φM , s) on Γ.(2.12)

We will refer to membrane models depending on variables governed by ODEs as active.

2.2. Formulation with fewer concentrations. The equation for the electri-
cal potential (2.2) is derived assuming electroneutrality (see e.g. [31, 40] for further
details). The electroneutrality assumption states that there is no charge separation
in the bulk, and that the bulk of the tissue is electroneutral:

0 =

K∑
k=1

zkck in Ω.(2.13)

Using (2.13), we can express one of the ion concentrations as:

cm = − 1

zm

m−1∑
k=1

zkck in Ω.(2.14)

By inserting (2.14) into (2.2) and (2.4), we can eliminate cm from the system. Let K̃
be K \ {m}. The modified system reads: for each k ∈ K̃, find the ion concentrations
ck : Ω × (0, T ] → R, the electrical potentials φ : Ω × (0, T ] → R and the total
transmembrane ion current IM : Γ × (0, T ] → R such that (2.1)–(2.7) hold. The
eliminated concentration cm can be recovered via (2.14).

2.3. Boundary and initial conditions. The system must be closed by appro-
priate initial and boundary conditions. We assume that initial conditions are given
for the ion concentrations ck = ck(x, t) for k ∈ K and for the membrane potential
φM = φM (x, t):

ck(x, 0) = c0k =

{
c0k,i if x ∈ Ωi

c0k,e if x ∈ Ωe,
(2.15)

φM (x, 0) = φ0
M x ∈ Γ,(2.16)

where the initial concentrations c0k satisfy the electroneutrality assumption, i.e.:

0 =

K∑
k=1

zkc
0
k in Ω.(2.17)
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Finally, we state that no ions can leave or enter the system by imposing the following
Neumann boundary condition for k ∈ K:

Jk(x, t) · n = 0 x ∈ ∂Ω.(2.18)

We note with (2.18) the electrical potential in (2.1)-(2.7) is determined only up to a
constant.

3. Numerical scheme. We here consider a single-dimensional formulation of
the KNP-EMI equations where the total transmembrane ion current variable IM is
eliminated. Our approach is further based on a decoupling of the Nernst-Planck equa-
tions (2.1) for ionic transport and equation (2.2) governing the electrical potential, as
well an operator splitting scheme to decouple the ODEs from the PDEs. For spatial
discretization we will finally employ the DG finite element method.

3.1. Temporal discretization and splitting scheme. We start by discretiz-
ing the system in time. For each time step tn, we assume that the concentrations cn−1

k

and the membrane potential φn−1
M are known for tn−1. The time derivatives in (2.1)

and (2.7) are approximated respectively by

∂ck
∂t
≈
cnk − c

n−1
k

∆t
and

∂φM
∂t
≈
φnM − φ

n−1
M

∆t
(3.1)

with step size ∆t. To solve (2.1) and (2.2) at time tn, we apply the following two
step splitting scheme where cnk and φn denote respectively the ion concentrations and
electrical potential at tn:

Step I: Find φn such that:

F
∑
k∈K

zk∇·Jnk = 0,(3.2)

Jnk = −Dk∇cn−1
k − zkDkψc

n−1
k ∇φn.(3.3)

Step II: Find cnk such that:

∆t−1cnk +∇·Jnk = ∆t−1cn−1
k ,(3.4)

Jnk = −Dk∇cnk − zkDkψc
n
k∇φn(3.5)

for k ∈ K̃. Update cn−1
k = cnk and φn−1

M = φni − φne .
In both steps, the Neumann boundary conditions (2.18) are assumed. Conse-

quently, the first problem determining the electrical potential φn is singular with
constants in the nullspace. Moreover, its solvability requires that the right-hand-side
in (3.2)-(3.3) satisfies certain compatibility condition. This point will be made more
specific when we discuss linear solvers in Section 4.

Next, we eliminate the unknown total transmembrane ion current IM via the tem-
poral discretization of (2.7) to obtain a single-dimensional form. The time derivative
in (2.7) is approximated by (3.1) and the coefficients αk, the Nernst potentials Ek,
and the ionic currents Ich,k are treated explicitly:

αk ≈ αn−1
k =

Dkz
2
kc
n−1
k∑

l∈K Dlz2
l c
n−1
l

, Ek ≈ En−1
k =

RT

zkF
ln
cn−1
k,e

cn−1
k,i

,

Ich,k ≈ In−1
ch,k = Ich,k(φn−1

M , cn−1
k ).
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Fig. 1. Finite element discretization of the KNP-EMI model by continuous linear and discon-
tinuous linear Lagrange elements. Setup with single intracellular domain Ωi (in green) is considered.
Triangulation conforms to the interface Γ. Mesh vertices are shown with black circle markers (A).
Intra-/extracellular variables are represented in separate H1-conforming FE spaces over different
meshes of Ωi and Ωe. The coupling requires specialized implementation as on Γ the degrees of
freedom (shown with red and orange markers) interact (B). With DG discretization the problem
unknowns are represented in a single FE spaces posed over the global mesh. Coupling on Γ requires
no special treatment compared to the remaining facets. However, the scheme leads to more degrees
of freedom (shown in blue markers, C).

For notational simplicity, we omit the temporal superscript and denote αn−1
k by αk,

En−1
k by Ek, and In−1

ch,k by Ich,k below. Similar convention will be applied also to
other variables. By inserting (2.3) into the discrete counterpart of (2.7) we obtain the
following expression for the total transmembrane ion current IM :

IM =
CM
∆t

(φni − φne − f) on Γ,(3.6)

where

f = fn−1 = φn−1
M − ∆t

CM
Ich.(3.7)

We observe that (3.6) represents a Robin-type interface condition for φni and φne .
Specifically, by inserting (3.6) into (2.5) and (2.6) we get the following new expression
for the ion specific fluxes across the cellular membrane interface:

Jk,i · ni =
αk,iCM
Fzk∆t

(φni − φne − gk,i) on Γ,(3.8)

−Jk,e · ne =
αk,eCM
Fzk∆t

(φni − φne − gk,e) on Γ,(3.9)

where gk,i and gk,e denote the restrictions of gk to respectively Ωi and Ωe with

(3.10) gk = gn−1
k = φn−1

M − ∆t

CMαk
.

Note that in the case of an active membrane model (governed by ODEs) the expres-
sions for f and gk will change, as we shall see later in Section 3.3.

3.2. Spatial discretization. To derive the DG discretizations of KNP-EMI
sub-problems let us first consider their continuous variational formulations. To this
end, and to simplify the exposition, we shall keep the assumption of only a single
intracellular domain. We then let L2(Ωr), r ∈ {e, i} be the Lebesque space of square-
integrable functions while H1(Ωr) is the standard Sobolev space of functions with
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derivatives up to order one in L2(Ωr). For u = (ui, ue) ∈ V let us finally define a
membrane jump

(3.11) [u]m = ui|Γ − ue|Γ.

From the trace theorem in then follows that [u]m ∈ L2(Γ) for all u ∈ V , see e.g. [1].

3.2.1. Continuous problems. Multiplying the EMI sub-problem (3.2)–(3.3)
with a suitable test function w ∈ V , integrating over each sub-domain Ωr for r ∈
{i, e}, performing integration by parts, summing over the sub-domains, and inserting
interface condition (3.6) yield the following weak form: Given cn−1

k ∈ V and φn−1
M ∈

L2(Γ) at time level n − 1, find the electrical potential φn ∈ V at time level n such
that:

aφ(φn, w) = lφ(w) ∀w ∈ V,(3.12)

where

aφ(φn, w) =
∑

r∈{i,e}

∫
Ωr

κ∇φn · ∇w + C

∫
Γm

[φn]m[w]m,

lφ(w) =−
∑

r∈{i,e}

∫
Ωr

∑
k∈K

zk(Dk)∇cn−1
k · ∇w + C

∫
Γm

f [w]m

+ F

∫
∂Ω

∑
k∈K

zkJ
n
k · nw

with κ = κn−1 = F
∑
k∈K z

2
kDkψc

n−1
k and interface data C = CM

∆t and f given
by (3.7) in the case of a passive membrane model or (3.17) in the case of an active
membrane model (cf. Section 3.3). We observe that aφ is invariant to the ordering/sign
in definition of the jump operator (3.11).

Similarly, we obtain the following weak form of the KNP sub-problem by mul-
tiplying (3.4)–(3.5) with a suitable test function, integrating over each sub-domain
Ωr for r ∈ {i, e}, integration by parts, summing over the sub-domains, and inserting
interface conditions (3.8)–(3.9): Given φn ∈ V at time level n, for each k ∈ K̃ find
the concentrations cnk ∈ V at time level n such that:

1

∆t

∫
Ω

cnkvk + ack(cnk , vk) =
1

∆t

∫
Ω

cn−1
k vk + lck(vk) ∀vk ∈ V,(3.13)

where

ack(cnk , vk) =
∑

r∈{i,e}

∫
Ωr

(Dk∇cnk · ∇vk + zkψDkc
n
k∇φnr · ∇vk),

lck(vk) =−
∫

Γm

(([Ck]m{vk}+ {Ck}[vk]m)[φ]m − [Ckgkvk]m)−
∫
∂Ω

(Jk · n)vk

with interface data Ck = Cn−1
k = αkCM

Fzk∆t and gk given by (3.10) in the case of a passive

membrane model or by (3.18) in the case of active membrane mechanism governed
by ODEs (cf. Section 3.3).
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3.2.2. DG discretization. Let T h be a triangulation of Ω which conforms to
the interface Γ in the sense that for any element E ∈ T h the intersection of Γ with
∂E is either a vertex or an entire face of the element (or an entire edge if d = 3),
cf. Figure 1. Here h > 0 represents a characteristic mesh size. We let Fh be the
collections of all facets of T h and Fhm = Γ∩Fh, Fhe = ∂Ω∩Fh, Fhi = Fh \ (Fhm∪Fhe )
shall be respectively, the membrane, exterior and (non-membrane) interior facets.

With the conforming mesh the continuous weak formulations (3.12) and (3.13) can
be readily discretized byH1-conforming elements (e.g, continuous Lagrange elements),
posed on meshes T h ∩ Ωr, see [23, 9]. We note that non-conforming meshes can be
handled by CutFEM techniques [10]. Here, discretization by DG elements shall be
pursued.

The discrete approximations of (3.12) and (3.13) are obtained by applying stan-
dard DG techniques to handle the operators in the sub-domains’ interiors. In partic-
ular, the interface terms on Γ will remain unchanged from the continuous problem.
Given the polynomial degree p ≥ 1, let Pp(E) be the space of polynomials of degrees
up to p on E. We denote by V hp the space of functions in L2(T h) whose restriction

to each element E is in Pp(E). For u ∈ V hp and any facet e ∈ Fh shared by elements
E1 and E2 we define respectively the jump and average operators

(3.14) [u] = u1 − u2, {u} =
u1 + u2

2
on e ∈ Fhi ∪ Fhm,

where u1 =: u|E1
and u2 =: u|E2

. Note that the jump operator (3.14) extends the
membrane jump (3.11) to all the interior facets.

Applying the symmetric interior penalty method on the diffusive term with re-
spect to the unknown φ and with a penalty parameter β > 0 (see e.g. [6] or [38]), the
discrete weak form of (3.12) reads: Given cn−1

k ∈ V hp and φn−1
M ∈ L2(Γ) at time level

n− 1, find the electrical potential φ ∈ V hp at time level n such that:

ahφ(φn, w) = lhφ(w) ∀w ∈ V hp ,(3.15)

where

ahφ(φn, w) =
∑
E∈T h

∫
E

κ∇φn · ∇w + C
∑
e∈Fhi

∫
e

[φn][w]

−
∑
e∈Fhm

∫
Γe

({κ∇φn · ne}[w] + {κ∇w · ne}[φn]− β

hf
κ[φn][w]),

and

lhφ(w) =−
∑
E∈T h

F

∫
E

∑
k∈K

zkDk∇cn−1
k · ∇w + F

∑
e∈Fhi

∫
e

∑
k∈K

zk{Dk∇cn−1
k · ne}[w]

+ C
∑
e∈Fhm

∫
e

f [w] + F
∑
e∈Fhe

∫
e

∑
k∈K

zk(Jnk · ne)w

with interface data C = CM
∆t and f given by (3.7). We remark that β > 0 needs to

be chosen large enough such that (3.15) is positive definite. Furthermore, we note
that the definition/sign in the jump operator (3.14) does not alter the bilinear form
ahφ. However, for consistency of lhφ (with lφ in (3.12)) we require that the operator is

consistent with the membrane jump [·]m (3.11) on Fhm.
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Similarly, we consider the following discrete approximation of (3.4)–(3.5): Given
φn ∈ V hp at time level n, for each k ∈ K̃ find the concentrations cnk ∈ V hp at time level
n such that:∑

E∈Th

1

∆t

∫
E

cnkvk + ahck(cnk , vk) =
∑
E∈Th

1

∆t

∫
E

cn−1
k vk + lhck(vk) ∀vk ∈ V hp ,(3.16)

where

ahck(cnk , vk) =
∑
E∈Th

∫
E

(
Dk∇cnk · ∇vk + zkψDkc

n
k∇φr · ∇vk

)
−
∑
e∈Fhi

∫
e

({Dk∇cnk · ne}[vk] + {Dk∇vk · ne}[cnk ]− γ

hf
Dk[cnk ][vk])

− zkψ
∑
e∈Fhi

∫
e

({Dkc
n
k∇φ} −

|Dk∇φ · ne|
2

[cnk ])[vk],

lhck(vk) =−
∑
e∈Fhm

∫
e

(([Ck]{vk}+ {Ck}[vk])[φ]− [Ckgkvk])−
∑
e∈Fhe

∫
e

(Jk · n)vk

with interface data Ck = Cn−1
k = αkCM

Fzk∆t and gk given by (3.10). Here, we have applied
a symmetric interior penalty method on the diffusive term with penalty parameter γ,
and the advective term is up-winded (see e.g. [6] or [38]). The weak form (3.13) is
obtained by multiplying (3.4) with a suitable test function vk ∈ V hp , integrating over
one element E ∈ Th, integration by parts on both the diffusive term and the advective
term, summing over all elements E ∈ Th, and inserting interface conditions (3.8)–(3.9)
in the integral over Γm.

3.3. Extension of scheme for active (ODE governed) membrane models.
In the active case, where the total ionic current Ich = Ich(φM , s) depends on the
membrane potential φM and gating variables s governed by ODEs of the form (2.11)–
(2.12), we add an additional first order Godunov splitting step (see e.g. [43]) to the
splitting scheme presented in Section 3.1. In the first step, we update the membrane
potential φnM at time step tn by solving the ODE system (2.12)–(2.11) with IM set
to zero, using a suitable ODE solver with time step ∆t∗. In the second step, we solve
for φn and cnk in (3.2)–(3.5) (i.e. solve step I and II) with Ich set to zero in interface
condition (3.6). This results in the following new expression

f = fn−1 = φn−1
M(3.17)

replacing (3.7). Setting Ich to zero in (3.6) will further affect the interface condi-
tions (3.8), and (3.9). Specifically, we obtain the following new expression

(3.18) gk = gn−1
k = φn−1

M − ∆t

CMαk
Ich,k +

∆t

CM
Ich

replacing (3.10). An outline of the complete solution algorithm, for the case with an
active membrane model, can be found in Algorithm 3.1.

4. Solvers. The numerical scheme presented in Section 3 results in an algorithm
where three discrete sub-problems must be solved: (i) an EMI problem governing the
electrical potentials, (ii) a series of advection diffusion (KNP) problems governing ion
transport, and (iii) a system of ODEs defined on the mesh facts representing the lower
dimensional (membrane) interfaces between the sub-regions.
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Algorithm 3.1 Solution algorithm for the KNP-EMI system with active membrane

set c0k for k ∈ K̃ and φ0
M

for n = 1, . . . , N do
set φm−1

M = φn−1
M and solve ODEs:

for m = 1, . . . ,M do
solve ODEs
φm−1
M ← φmM

end for
set φn−1

M = φmM and solve PDEs:
find φn by solving (3.15) with interface data (3.17)
find cnk for k ∈ K̃ by solving (3.16) with interface data (3.18)
φn−1
M ← (φni − φne )

cn−1
k ← cnk for k ∈ K̃ (and thus updating αk, Ek, Ich,k and κ)

end for

EMI sub-problem. The DG discretization (3.15) of EMI problem leads to a
linear system Aφxφ = bφ for the expansion coefficients xφ ∈ Rm of the unknown
potential φn with respect to the basis of V hp , dimV hp = m. As noted earlier, for
sufficiently large stabilization parameter β the problem matrix Aφ is positive semi-
definite with vector zφ = 1 in the kernel, i.e. Aφzφ = 0. Solvability of the linear
system then requires that bφ is orthogonal (in the l2 inner product) to the kernel. For
such compatible bφ, unique solution can be obtained in the orthogonal complement
of Rm with respect to zφ.

Due to symmetry and positivity of Aφ, and following orthogonalization of bφ,
the unique xφ can be obtained by conjugate gradient (CG) method informed about
the nullspace, see e.g. [24]. To accelerate convergence of the Krylov solver we will
consider a preconditioner realized as a single V-cycle of algebraic multigrid (AMG)[19]
applied to the positive definite matrix Pφ = Aφ + αM where M is the mass matrix
of V hp and α > 0 is a scaling parameter dependent on the domain. We remark that,
theoretical analysis of AMG for the EMI sub-problem is an active area of research.
In particular, using conforming FEM discretizations [11] prove uniform convergence
of aggregation-based AMG with custom smoothers to handle the interface. However,
with DG discretization, assuming that ∆t scales at most linearly in h, the interface
Γ (or Fhm) does not present additional challenge compared to the remaining facet
couplings on Fhi . Therefore, existing AMG algorithms for elliptic problems, e.g. [5]
and references therein, could be applied.

KNP sub-problem. The discrete KNP sub-problem (3.16) yields a linear sys-
tem Acxc = bc. Here, the lower-order term stemming from temporal discretization
ensures1 that the matrix Ac is positive-definite. Since the problem is not symmet-
ric we apply generalized minimal residual method (GMRes) using single AMG[19]
V-cycle applied to Ac as the preconditioner.

ODE solver. For the ODE step in our splitting algorithm we apply the LSODA
method [20] from ODEPACK [21].

5. Simulation scenarios and parameters. In this section, we define five sim-
ulations scenarios, with increasing complexity and physiological relevance, that will

1Even if homogeneous Neumann boundary conditions are applied.
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Parameter Value Parameter Value

R 8.314 J/(K mol) c0Na,i 12 mM

T 300 K c0Na,e 100 mM

F 9.648 · 104 C/mol c0K,i 125 mM

CM 0.01 F/m c0K,e 4 mM

DNa
r 1.33 · 10−9 m2/s c0Cl,i 137 mM

DK
r 1.96 · 10−9 m2/s c0Cl,e 104 mM

DCl
r 2.03× 10−9 m2/s φ0

M −67.74× 10−3 V
gleak,Na 1.0 S/m2 ∆t 1.0× 10−4 s
gleak,K 4.0 S/m2 ∆t∗ 1.0× 10−4 s
gsyn 40 S/m2 β, γ 20× d× p
τ 0.02 s

Table 1
Physical and numerical parameters and initial values used in the simulations. All units are re-

ported in SI base units. The Hodgkin-Huxley parameters are taken from [18]. The penalty parameter
β arising from the DG discretization depends on the geometrical dimension (d) and the polynomial
degree of the element (p). The ODE solver in our implementation is adaptive with respect to the
timestep, and ∆t∗ is the maximum ODE timestep.

be used to numerically investigate the discretization scheme and solvers presented in
respectively Section 3 and 4. We always consider three ion species, namely potassium
(K+), sodium (Na+) and chloride (Cl−), and model parameters and initial data given
in Table 1 unless otherwise stated in the text.

5.1. Model A: Smooth manufactured solutions. To evaluate the numerical
accuracy of the discretization scheme presented in Section 3, we construct two analyti-
cal solutions using the method of manufactured solutions: one that is constant in time
((5.1), to assess spatial accuracy), and one that is linear in space ((5.2), to assess tem-
poral accuracy). In both cases, we consider a two-dimensional domain Ω = Ωi ∪Ωe =
[0, 1]× [0, 1], with one intracellular sub-domain Ωi = [0.25, 0.75]× [0.25, 0.75]. To as-
sess the numerical errors from the spatial discretization scheme, we let the analytical
solutions to (2.1)–(2.2) be given by:

(5.1)

cNa,i = 0.7 + 0.3 sin(2πx) sin(2πy) in Ωi,

cCl,i = 0.3 + 0.4 cos(2πx) sin(2πy) in Ωi,

φi = cos(2πx) cos(2πy) in Ωi,

cNa,e = 0.7 + 0.2 cos(2πx) cos(2πy) in Ωe,

cCl,e = 0.3 + 0.8 sin(2πx) cos(2πy) in Ωe,

φe = sin(2πx) sin(2πy) in Ωe.

We then obtain a series of uniformly refined meshes of the domain by first subdividing
Ω into n × m rectangles each of which is then split into two triangles. We let n =
m ∈ {16, 32, 64, 128, 256}. We further let ∆t = 1 × 10−10 and evaluate the errors at
t = 2 × 10−10. To assess the numerical errors from the temporal discretization and
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PDE splitting scheme, we let the analytical solutions to (2.1)–(2.2) be given by:

(5.2)

cNa,i = 1 + x+ y + 0.3 cos(2πt) in Ωi,

cCl,i = 1 + x+ y + 0.2 cos(2πt) in Ωi,

φi = 1 + x+ y in Ωi,

cNa,e = 1 + x+ y + 0.5 sin(2πt) in Ωe,

cCl,e = 1 + x+ y + 0.6 sin(2πt) in Ωe,

φe = 1 + x+ y in Ωe.

We mesh the domain with n = m = 64 and consider first order DG elements. We
initially let ∆t = 1 × 10−6 and half the time step on refinement. The errors are
evaluated at t = 2× 10−6.

5.2. Model B: Idealized 2D axon with active membrane model. We next
consider a model scenario with active membrane mechanisms depending on gating
variables governed by ODEs. The domain is defined as Ω = Ωi∪Ωe = [0, 62]×[0, 4] µm,
with one ICS domain Ωi = [1, 61]×[1, 3] µm, representing an idealized axon embedded
in ECS. The membrane model, i.e. the ion channel currents Ich,k, are governed by
the Hodgkin-Huxley model adapted to take into account explicit representation of
varying ion concentrations (see e.g. [18]). An action potential is induced every 20 ms
throughout the simulations by applying the following synaptic input current model:

(5.3) Isyn(x, t) = gsynf(x)e−
t
τ (φM − ENa),

where τ , gsyn and ENa respectively denote the synaptic time constant and strength,
and the Na+ Nernst potential. The function f will vary with the geometry of interest,
and for model B we define:

(5.4) f(x) =

{
1 if x ≤ 1µm

0 else
x = (x, y) ∈ Γ.

We consider four different meshes of the 2D geometry with increasing size that have
respectively 3968, 15872, 63488, 253952 mesh cells. In the numerical experiments
using model B, the EMI and KNP sub-problems are discretized with first order DG
elements.

5.3. Model C: Idealized 3D axons with active membrane model. For
the third model scenario, we consider the following 3D geometry representing four
idealized axons embedded in ECS: Ω = Ωi1 ∪ · · · ∪Ωi4 ∪Ωe = [0, 32]× [0, 0.9]× [0, 0.9]
µm, where 4 cuboidal cells of size 6× 0.2× 0.2 µm are placed uniformly throughout
Ω and where the distance between the cells is 0.1 µm. The synaptic input current is
given by (5.3) with:

(5.5) f(x) =

{
1 if x ≤ 20µm

0 else
x = (x, y, z) ∈ Γ.

We consider two meshes of the 3D geometry with respectively 3968 and 15872 number
of mesh cells. In the numerical experiments using model C, the EMI and KNP sub-
problems are discretized with first order DG elements. The membrane model is the
same as in Model B.
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5.4. Model D: Morphologically realistic neuron with spatially varying
membrane model. Next, we consider a model with a physiologically realistic cellular
geometry representing a pyramidal neuron in the cortex of a dog, based on a digitally
reconstructed neuron from the neuromorpho database2, embedded in a bounding box
representing the ECS. Using the centerline/skeleton representation of the neuron ge-
ometry, we obtain the computational mesh in two steps. First, AnaMorph [32] is used
to reconstruct the neuron surface as a surface embedded in 3D. The resulting surface
representation is then meshed by fTetWild [22]. The neuron in stimulated at the tip
of the dendrites, i.e. the synaptic input current is given by (5.3) with:

(5.6) f(x) =

{
1 if x ≤ −125µm, y ≥ 140µm, z ≤ −80µm

0 else
x = (x, y, z) ∈ Γ.

We apply the same Hodgkin-Huxley model as in model B (cf. Section 5.2) at the soma
and axon membranes, and a passive model of the form (2.10) with gNa = gleak,Na and
gK = gleak,K given by Table 1, and gCl = 0.

5.5. Model E: Dense reconstruction of the visual cortex. In the final
model scenario, we consider three meshes of a dense reconstruction of the mouse
visual cortex with ECS and various cellular structures3. The three meshes represent
cubes of reconstructed tissue with dimension 5 × 5 × 5µm containing respectively 5,
50 and 100 brain cells.

5.6. Peclet number. In standard advection diffusion problems, the ratio be-
tween advective and diffusive contributions to transport is typically quantified by the
Peclet number:

Pe =
Lu

D
,(5.7)

where L is the length scale, u denotes the velocity, and D denotes the diffusion
coefficient. In the KNP-EMI system, the advection in the system is not driven by a
standard velocity field, but rather by drift, i.e. zk

FD
RT ∇φ (cf. (2.8)). Replacing the

velocity field u by the drift term in (5.7) we get

Pe =
Lzk

FD
RT ∇φ
D

=
LzkF∇φ
RT

,(5.8)

i.e. the diffusion coefficients D cancel out. As such, we introduce the following measure
for quantifying the relative contribution of advection and diffusion in the KNP-EMI
system:

|D∇ck| − |zkcFDRT ∇φ|
max(|D∇ck|, ε)

.(5.9)

This function is positive where diffusion dominates, and negative where drift domi-
nates. The denominator ensures that the expression is well defined in the case of a
zero concentration gradients.

2https://neuromorpho.org/
3https://zenodo.org/records/8356333, https://www.microns-explorer.org/cortical-mm3

https://neuromorpho.org/
https://zenodo.org/records/8356333
https://www.microns-explorer.org/cortical-mm3
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6. Results. We here present results from numerical experiments using the KNP-
EMI framework and the solution strategy outlined above. To study accuracy and
convergence of the scheme we apply model A. We investigate robustness and scalability
of the solver by using models B and C, before assessing how the solver behaves in the
case of realistic brain tissue geometries with model D and E. Finally, we assess the
contribution from advective and diffusive forces for physiologically relevant scenarios.
All the numerical experiments, except for the parallel scaling experiments, are run
in serial on a laptop with 8 11th Gen Intel 2.8 GHz cores with 32 GiB memory.
The parallel scaling experiments are run on the SAGA supercomputer where each
computing node is equipped with 40 Intel Xeon-Gold 6138 2.0 GHz cores with 192
GiB memory each4.

6.1. Implementation and solver settings. The KNP-EMI solver outlined
in Section 3 and Section 4 is implemented using FEniCS [3, 29], an open source
computing platform for solving PDEs with the finite element method, with PETSc [7]
as the linear algebra backend. The discrete EMI and KNP sub-problems are solved
using preconditioned CG and GMRes solvers respectively. Implementations of both
CG and GMRes are provided by PETSc [7]. For each timestep n, we use the solution
at n−1 as the initial guess for both the CG and GMRes solvers to reduce the number
of iterations before convergence. To determine convergence of the solution, we use
a relative tolerance of 10−5 and 10−7 for respectively CG and GMRes in all the
numerical experiments presented below. The bounds are chosen such that we do not
observe any numerical artifacts in the solutions for models B–D. We use MUMPs [4]
as the direct solver. For the further details about the solver setup we refer to the
associated software repository [17].

6.2. Temporal and spatial errors and convergence. Using Model A, we
analyze the convergence rates for the approximations of all solution variables under
refinement in space and time. Based on properties of the approximation spaces, the
theoretically optimal spatial rate of convergence in the L2-norm is p+1 where p is the
polynomial degree. Our numerical findings are in agreement with the expected opti-
mal rates: we observe second order convergence in the L2-norm for the approximation
of concentrations and the electrical potential when discretizing by linear elements (Ta-
ble 2), and third order convergence when quadratic DG elements are used (Table 3).

The optimal theoretical rate of the temporal PDE discretization scheme, consist-
ing of a first order time stepping scheme and a first order PDE operator splitting
scheme, is 1. We observe first order convergence in the L2-norm for the approxima-
tions of the concentrations and the electrical potential (Table 4).

6.3. Scalability and robustness of solver. Our motivation for solving the
linear systems arising from the discretization of the KNP-EMI system using a pre-
conditioned iterative solver is to enable large-scale 3D simulations. To assess the
robustness of the solver with respect to the mesh resolution, we run model B (2D ide-
alized geometry, Section 5.2) and model C (3D idealized geometry, Section 5.3) during
refinement in space. We observe that the number of iterations before convergence is
stable during refinement in space for both model B (Figure 2) and model C (Figure 3).
As the initial guess in the iterative solver is taken to be the solution from the previous
global time step, we observe a peak in the number of iterations in the first time step
where the initial guess for the electrical potential is zero. The number of iterations
vary with the dynamics of the system: the number of iterations reaches maximum at

4https://documentation.sigma2.no/hpc machines/saga.html

https://documentation.sigma2.no/hpc_machines/saga.html
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h p ||e[a]||L2 (r) ||e[b]||L2 (r) ||eφ||L2 (r)

0.353 1 4.78e-2 – 4.78e-2 – 1.05e-2 –
0.177 1 1.38e-2 (1.79) 1.38e-2 (1.80) 3.36e-2 (1.64)
0.088 1 3.56e-3 (1.95) 3.56e-3 (1.95) 9.19e-3 (1.87)
0.044 1 8.98e-4 (1.99) 8.99e-4 (1.99) 2.36e-3 (1.96)
0.022 1 2.25e-4 (2.00) 2.25e-4 (2.00) 5.93e-4 (1.99)
0.011 1 5.61e-5 (2.00) 5.68e-5 (2.00) 1.48e-4 (2.00)

Table 2
L2-error norms and associated convergence rates for concentrations and potentials during re-

finement in space with fixed time step (∆t = 1.0 × 10−10) using elements with polynomial degree 1
and a stationary spatially smooth manufactured solution.

h p ||e[a]||L2 (r) ||e[b]||L2) (r) ||eφ||L2 (r)

0.353 2 6.48e-3 – 6.48e-3 – 8.45e-3 –
0.177 2 8.58e-4 (2.92) 8.58e-4 (2.92) 8.77e-3 (3.27)
0.088 2 1.08e-4 (2.98) 1.08e-4 (2.98) 1.02e-4 (3.10)
0.044 2 1.36e-5 (2.99) 1.36e-5 (2.99) 1.25e-5 (3.03)
0.022 2 1.71e-6 (3.00) 1.71e-6 (3.00) 1.55e-6 (3.01)
0.011 2 2.13e-7 (3.00) 2.13e-7 (3.00) 1.94e-7 (3.00)

Table 3
L2-error norms and associated convergence rates for concentrations and potentials during re-

finement in space with fixed time step (∆t = 1.0 × 10−10) using elements with polynomial degree 2
and a stationary spatially smooth manufactured solution.

respectively 14 and 9 when the action potentials peaks, (at t=20, 40, 60, 80 s), and
drops to respectively 2 and 3 when the neuron is silent for model B and model C. On
average, the number of iterations are 3.8 for mode B and 4.1 for model C with the
highest mesh resolutions. Note that the slight, but persistent, depolarization of the
membrane potential in model C is due to shifts in concentration shifts (Figure 3A).

We next assess the memory usage and CPU timings of the preconditioned iterative
solver for model C, and further compare it to that of a direct LU solver. As expected,
the preconditioned solver has a lower maximum memory usage than the direct solver
(∼ 50%, Table 5). The assembly times for the solvers are comparable, whereas the
time to solve the linear system is 1.29 seconds on average for the iterative solver and
3.69 seconds on average for the direct solver.

6.4. Parallel scalability. The splitting schemes presented in Section 4 result
in a solution algorithm where three sub-systems must be solved, namely the EMI and
the KNP sub-problems and the ODE system. We next assess how the CPU times for
solving the three sub-problems scale with the number of processors. Specifically, we
perform two scaling studies: (i) a strong scaling study were we consider an increasing
number of cores using the setup in model C, and (ii) a weak scaling study where we
increase the mesh resolution and the number of cores simultaneously, such that the
number of degrees of freedom per core stays constant, using the setup in model B.

The CPU time required to assemble and solve both the EMI and the KNP sub-
problems decreases linearly with the number of cores, which is close to the expected
(and ideal) linear scaling (Figure 4A). Similarly, the CPU time for the ODEs scales
linearly until we reach ∼ 50 cores, where the CPU time flattens out.
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∆t ||e[a]||L2(Ω) (r) ||e[b]||L2(Ω) (r) ||eφ||L2(Ω) (r)

5.00e-3 3.50e-3 – 2.40e-3 – 8.95e-4 –
2.50e-3 1.99e-3 (0.82) 1.44e-3 (0.74) 5.95e-4 (0.59)
1.25e-3 1.06e-3 (0.90) 7.96e-4 (0.85) 3.39e-4 (0.81)
6.25e-4 5.49e-4 (0.95) 4.18e-4 (0.93) 1.80e-4 (0.92)
3.13e-4 2.79e-4 (0.98) 2.14e-4 (0.97) 9.21e-5 (0.96)
1.56e-4 1.40e-4 (1.00) 1.08e-4 (0.99) 4.65e-5 (0.99)
7.81e-5 7.03e-5 (1.00) 5.40e-5 (1.00) 2.33e-5 (1.00)

Table 4
L2-error norms and associated convergence rates for concentrations and potentials during re-

finement in time with fixed mesh size (n = m = 16) obtained by using a temporally smooth manu-
factured solution that is linear in space and elements with polynomial degree 1.

Fig. 2. Robustness of the preconditioner with respect to mesh size for model B (idealized 2D
axon). The figure displays the temporal evolution of the membrane potential at point (25, 1) µm (A),
the total number of iterations over time during refinement in space for the full KNP-EMI system
(B), and an illustration of the 2D domain with ICS in yellow and ECS in purple (C).

Problem Size Solver Memory TA
PDE TS

PDE TPDE

knp-emi 248832
LU 1260 0.52 3.69 4.21
CG/GMRes (AMG) 614 0.58 1.29 1.67

emi 62208
LU 1260 0.19 1.03 1.22
CG (AMG) 614 0.25 0.21 0.26

knp 186624
LU 1260 0.33 2.66 2.99
GMRes (AMG) 614 0.33 1.08 1.41

Table 5
Comparison of average CPU timings and memory usage for the preconditioned iterative solver

(CG/GMRes + AMG) and a direct solver (LU) for model C (idealized 3D axons). Size: linear system
size (number of degrees of freedom), Memory: maximal memory (MiB) usage of simulation relative
to baseline. TA

PDE: Average CPU time (s) for finite element assembly for one global time step,

TS
PDE: Average CPU time (s) for linear system solution for one global time step, TPDE: Average

total CPU time (s) for PDE simulation for one global time step.
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Fig. 3. Robustness of the preconditioner with respect to mesh size for model C (idealized 3D
axons). The figure displays the temporal evolution of the membrane potential at point (25, 0.3, 0.4)
µm (A), the total number of iterations over time during refinement in space for the full KNP-EMI
system (B), and an illustration of the 3D domain with ICS in yellow and ECS in purple (C).

Fig. 4. Parallel scalability of assembly and solve times for the EMI and the KNP sub-problems,
and for solving the ODEs. Strong scaling data for model C (idealized 3D geometry), with ideal
scaling reported (A, log-log plot). Weak scaling data for model B (idealized 2D geometry), with both
ideal and linear scaling reported (B, log-log plot). The timings represent total runtime and assembly
over 10 timesteps.

In the weak scaling study, we observe a sub-linear scaling of the CPU time per
core for both assembling and solving the EMI and the KNP sub-problems, whereas
the CPU time per core for solving the ODE stays constant (Figure 4B). As the number
of degrees of freedom, and consequently the size of the matrix, per core is constant,
the ideal scaling is constant.

6.5. Ion transport is locally dominated by drift. To assess the advective
and diffusive contributions to ion transport in physiologically relevant setting for
excitable tissue, we run simulations using model C and calculate the (spatially and
temporally varying) ratio given by (5.9) for three different time-points: (i) at 3 ms
when an action potential peaks, (ii) at 50 ms when the neuron is at rest, and (iii) at 70
ms where the neuron is severely depolarized. Recall that the ratio is negative where
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Fig. 5. Diffusive and advective contributions of ion transport in model C (idealized 3D axons).
The two upper panels display the temporal (A) and spatial (B) evolution of the membrane potential
recorded at respectively the point x = (100, 0.5, 0.5) µm and at 20 ms (pink), 50 ms (orange) and
70 ms (blue). The lower panels display the ratio between diffusion and advection for transport of
Na+ (C) and K+ (D) where solid lines and dashed lines are respectively ECS and ICS traces of
the ratio along the x-axis. Recall that the ratio is positive where diffusion dominates, and negative
where drift dominates.

advection dominates (cf. Section 5.6). We observe that advection dominates locally in
space during action potential firing, for both ICS and ECS Na+, K+ (Figure 5), and
Cl− (results not shown). Specifically, the ECS ratio during an action potential (at 3
ms) peaks at −6500 and −4000 for Na+ and K+, respectively. The ratio is close to
zero outside the spatial and temporal zone of the peak, indicating that the advection
dominance is local and related to the positioning of the action potential.

6.6. Physiologically realistic 3D simulation. We here consider a geometry
based on a digital reconstruction of a pyramidal neuron (model D) to assess how our
proposed solver behaves on a realistic geometry. Action potentials are induced every
20 ms near the tip of the dendrites. The resulting membrane depolarization spreads
in space with a conduction velocity of 0.539 m/s along the axon (Figure 6A,D). The
neuronal activity effects the ECS potential locally (Figure 6E) and causes an increase
in the ECS K+ concentration: after 20 ms the concentration peaks at 4.03 mM,
notably increasing most near the axon and soma (Figure 6F).

Similarly to the models with idealized geometries (models B and C), we observe
that the number of iterations before convergence in model D varies with the physical
dynamics in the system: the number of iterations peaks at 20 during the peak of the
action potential (at 2 ms) and decreases to 6 when the neuron is at rest (Figure 6B).
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Fig. 6. Simulation results with morphologically realistic 3D geometry (model D). The figure
displays the temporal evolution of the membrane potential at point (25, 0.3, 0.4) µm (A), the total
number of iterations for the full KNP-EMI system over simulation time (B), an illustration of
the problem domain and mesh (C), snapshots of the membrane potential (D) and the extracellular
potential (E) at t = 1.7 ms, and finally a snapshot of the ECS K+ concentration at t = 20 ms (F).
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B

mesh # cells # dofs mortar # dofs !LM # dofs DG rmortar r!LM

M1 165211 249076 223512 1982532 7.96 8.87
M2 508644 768698 685896 6103728 7.95 8.90
M3 622294 876556 835472 7467528 8.52 8.94
Model C 124416 108621 105668 1492992 13.7 14.1

Fig. 7. Comparison of system size for the mortar [18], multiplier-free [8] and the DG schemes in
the case of interface dominated geometries. First order elements are used. Illustrations of interface
dominated geometries with 5 (M1), 50 (M2), and 200 (M3) brain cells (ICS) surrounded by ECS
(A). Comparison of the number of mesh cells (# cells), the number of degrees of freedom for the
mortar scheme (# dofs mortar), the conforming multiplier-free scheme (# dofs !LM) and the DG
scheme (# dofs DG) as well as the ratio between the system sizes of mortar and DG (rmortar) and of
multiplier-free and DG (r!LM) for the three interface dominated meshes and the idealized 3D mesh
from Model C (B).

6.7. Properties of the DG scheme in realistic brain tissue geometries.
Brain tissue consist of tightly packed cells separated by thin sheets of ECS. Realistic
geometries for numerical simulations of dynamics in collections of brain cells will as
such typically be interface dominated (Figure 7A). In H1-conforming formulations
of the KNP-EMI equations (e.g. the mortar formulation [18] and the multiplier-free
formulation [8]), the degrees of freedom at the membrane interfaces will be doubled
as they count both in the intra- and extracellular systems, see also Figure 1. Using
linear polynomials, we next assess the cost (in terms of system size) of applying
DG, which typically leads to a greater number of degrees of freedom (dofs) than
conforming formulations, for these interface dominated geometries. We find that
the DG discretization results in systems that are ∼ 8 times larger than that of the
conforming formulations (Figure 7B). The same factor is ∼ 14 for the idealized 3D
mesh in model D (Figure 7B). The cost (in terms of system size) of DG is thus reduced
when considering interface dominated geometries.

7. Conclusions and outlook. We have presented a novel solution strategy for
solving the KNP-EMI equations which enables their large-scale simulations. The key
components of the strategy are: (i) a splitting scheme to decouple the NP equations
governing ion transport and the equation arising from the electro-neutrality assump-
tion, (ii) a single dimensional/multiplier-free formulation of the decoupled systems
and their discontinuous Galerkin discretization, and (iii) their robust and scalable
solvers. Numerical investigations show that the proposed discretization scheme is
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accurate and converges at expected rates in relevant norms, and that the solution
strategy is robust with respect to discretization parameters – both for idealized and
realistic two and three dimensional geometries. Strong and weak scaling experiments
further show that the parallel scalability of the solver is close to optimal.

Previously the KNP-EMI problem has been solved monolithically [31, 18, 9]. We
here introduced a splitting scheme resulting in two smaller and importantly more
standard sub-problems, namely an EMI problem and a series of advection diffusion
problems, that are discretized and solved using established techniques. For relevant
time steps in the neuroscience scenarios considered here, we observe that the splitting
scheme is stable. As applications of KNP-EMI models extend beyond neuroscience,
to e.g. modelling of Li-ion batteries [47, 25], where other temporal scales may apply,
obtaining a better understanding of the accuracy and stability of the splitting scheme
via rigorous analysis would be of interest.

The DG scheme is flexible in the sense that its implementation only requires
standard functionally in the finite element software used. Further, the DG scheme
ensures local mass conservation in each of the sub-problems. However, the DG scheme
results in systems with more degrees of freedom than conforming discretizations. A
thorough comparison, addressing e.g. accuracy, computational cost and conservation
properties, of the previously presented schemes [18, 9, 23, 14] would be valuable.

Concerning practical applications, highly detailed reconstructions of brain tissue
and cellular geometries have become available with recent advancements in image
technology (see e.g. [13, 33]). New and scalable solution algorithms for geometrically
explicit models, such as the KNP-EMI model, allow for new high-fidelity in-silico mod-
els taking full advantage of data-sets describing the tissue morphology. Such models
could be used to e.g. study how the morphology of cellular processes or the spatial
distribution of ionic membrane channels affect transport and buffering in brain tissue,
potentially giving new insight into brain signalling and homeostasis in physiology and
pathology.
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