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In recent years, Quantum Computing (QC) has gained significant attention due
to its potential speed advantage over classical computing in solving specific prob-
lem classes more efficiently [1]. However, one of the major hurdles to achieving
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Abstract. Quantum computing’s potential for exponential speedups
over classical computing has recently sparked considerable interest. How-
ever, quantum noise presents a significant obstacle to realizing this poten-
tial, compromising computational reliability. Accurate estimation and
mitigation of noise are crucial for achieving fault-tolerant quantum com-
putation. While current efforts focus on developing noise models tailored
to specific quantum computers, these models often fail to fully capture
the complexity of real quantum noise. To this end, we propose an app-
roach that uses genetic programming (GP) to develop expression-based
noise models for quantum computers. We represent the quantum noise
model as a computational expression, with each function corresponding
to a specific aspect of the noise behavior. By function nesting, we cre-
ate a chain of operations that collectively capture the intricate nature
of quantum noise. Through GP, we explore the search space of possible
noise model expressions, gradually improving the quality of the solution.
We evaluated the approach on five artificial noise models of varying com-
plexity and a real quantum computer. Results show that our approach
achieved an error difference of less than 2% in approximating artificial
noise models and 15% for a real quantum computer.
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quantum advantage is quantum noise, which adversely affects the computation of
quantum computers, leading to undesired behaviors. Estimating noise in quan-
tum computers has become crucial, as we are now testing novel quantum error
correction and quantum error mitigation methods on current noisy intermediate-
scale quantum (NISQ) devices [8]. Current efforts in noise estimation focus on
identifying noise models that accurately represent the noise errors present in cur-
rent NISQ computers [5,6]. However, existing noise models are simple approxi-
mations of real quantum noise [6]. A more detailed noise model that not only rep-
resents the noise errors in a quantum computer but also depicts the relationship
between different noise errors, qubits, and gate operations would be immensely
beneficial. Such a model would greatly enhance the precision of quantum error
correction and mitigation techniques. Studies have shown that knowing a more
detailed noise model for each qubit and gate operation for a particular quantum
computer can significantly enhance the accuracy of quantum error mitigation
methods [11,13].

In NISQ computers, noise has various forms, e.g., depolarizing, amplitude
dampening, and phase dampening noise [4]. Each qubit and gate operation may
experience multiple noise errors, which vary for different qubits and gate oper-
ations. In this paper, we propose an approach that uses genetic programming
(GP) to create expression-based noise models for specific NISQ computers. We
represent the quantum noise model as a computational expression consisting of
a chain of function calls. Each function adds a specific noise error to particular
qubits and gate operations. By nesting these functions within a computational
expression, we capture the intricate relationships among various noise errors,
qubits, and gate operations for specific quantum computer configurations. The
GP process begins with an initial random population of candidate noise model
expressions. Through the proposed fitness function and standard evolutionary
operators, new candidates are evaluated and generated. This iterative process
explores the search space of potential noise model expressions, gradually improv-
ing the quality of solutions until satisfactory noise models are obtained. Impor-
tantly, by representing noise models as computational expressions, their complex
mathematical representation is abstracted, enhancing human comprehension. We
evaluate our approach by approximating five artificially created noise models
with varying strengths and approximating the noise of one real NISQ computer,
IBM-Kyoto. Our approach approximated artificial noise models with less than
a 2% difference across all models. Moreover, for IBM-Kyoto, our method out-
performed the baseline, with a 15% difference in the noise model approximation
compared to 40% for the baseline. In summary, our contributions are (1) the
application of GP for approximating quantum noise and creating a more inter-
pretable noise model; (2) an empirical evaluation with five artificial noise models
and evaluating the applicability on a real quantum computer.

Related Work. Several efforts have been made to create noise models for NISQ
computers. For example, Harper et al. [5] proposed a noise estimation method
for quantifying noise in quantum systems and creating correlation matrices that
describe the relationship of errors with different qubits. Harper et al. [6] pro-
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posed an algorithm for creating a noise model of sparse Pauli noise errors for
Clifford quantum circuits. Moreover, Georgopoulos et al. [4] proposed the use of
noise estimation circuits to model depolarizing noise error for a given quantum
circuit, and Wise et al. [12] used deep learning to transform the output of a quan-
tum circuit to a noisy output, resulting in a neural network-based noise model.
However, the major limitation of all these methods is that they are difficult to
analyze due to the closed nature of machine learning models and quantum states
and, thus, cannot be directly utilized by quantum error mitigation methods.

2 Approach

The most common errors due to quantum noise are depolarizing, amplitude-
dampening, and phase-dampening errors [4]. Depolarizing Error arises from
the interaction of a quantum computer with its environment and describes the
probabilistic process by which the quantum state of a qubit undergoes random
rotations or flips, leading to computation errors [7]. Formally, for one qubit, it
is defined as

D(p) = (1 =p)p+ § (XpX +YpY + ZpZ) (1)

where p is the probability of the error, p is the density matrix, and X, Y, Z
are the Pauli operations. Different qubits and gate operations can have different
probabilities of the depolarizing error [7]. Amplitude damping error refers
to the loss of energy from a quantum system to its environment, while Phase
damping error refers to the loss of information from a quantum system to its
environment without dissipating energy. Formally, both are represented as

£(p) = EopE} + E1pE] (2)
where p is the density matrix, Fy and E; are the Kraus operators. For ampli-
tude damping, Ey is represented by the matrix [(1) \/10—7«,]7 and E; by [8 \?] For

phase damping, F; is [8 \Oﬁ} and Fj is the same as amplitude damping. These

matrices depict the potential outcomes of the damping process. «y is the damping
parameter, which represents the probability of the qubit transitioning from the
excited state to the ground state. Our genetic programming (GP)-based app-
roach uses these three noise errors to create an individual representing a noise
model.

Individual Representation. GP uses an evolutionary algorithm to evolve com-
puter programs, that are represented and stored as syntax trees. These trees
consist of interior nodes representing operations and terminal nodes representing
inputs or parameters for these operations. In GP, operation nodes are denoted
by a tuple (func, arity), where func defines the operation and arity specifies
the number of arguments it can take. The arity of operation nodes in the syn-
tax tree determines the number of child nodes each operation node can have.
Our approach employs a variant called Strongly Typed Genetic Programming
(STGP) [9]. In STGP, operation nodes additionally define the data type of their
arguments and the return type of the operation, represented as (func, arity,
argTypey, ..., argType,,, retType).
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quantum computer, we define opera-
tion nodes in STGP corresponding to
common basis gates (such as rz, ry,
rz, sz, cx) supported by real quan-
tum computers. Figurel illustrates an example individual for STGP. In this
figure, Init is the root node representing the initialization of an empty noise
model. Dppy is an operation node taking two arguments: the qubit index and
the probability p for a depolarizing noise error (see Eq. 1). For instance, Dp gy
with arguments qubit; and 0.3 indicates a depolarizing noise error on qubit 1 and
gate operation ry with a probability of 0.3. The return value of each operation
node, such as (Dpry, Dpex, APrx), is the qubit number it acted upon. This
enables combining different noise errors on a particular qubit and gate operation
to create a more accurate representation of actual noise. For two-qubit gate oper-
ations like Dp~x, it takes two qubit indexes as arguments, where the first index
is the control qubit and the second index is the target qubit. The return value
of two-qubit operation nodes is the index of the target qubit. One advantage of
GP is its ability to convert the entire tree representation into a computational
expression, defining how noise affects different qubits and gate operations. For
instance, the individual in Fig.1 can be converted into the following computa-
tional expression:

Appx qubit; 0.2

P
qubit 0.4

Fig. 1. An example individual for GP

(Init (Dp gy qubit; 0.3) (Dpex (Apgpx qubity 0.4) qubit, 0.2))

By utilizing Egs. 1 and 2, this expression can be translated into the following
noise representation from a qubit perspective:

Qo = E(p)o.3 Q1 =D(p)o.s @ (D(p)o.2|Qo)

Fitness Function. Fitness is calculated by averaging the Hellinger distance
between multiple quantum circuits. The Hellinger distance is widely used for
assessing the output of quantum circuits under noise [2|. The fitness function is
IS %h/ﬁz— V/X;|, where n is the number of circuits used, P; is the output
of the i-th circuit from the real computer, and X; is the output of the i-th
circuit under the noise model. We utilize multiple quantum circuits to evaluate
the fitness to avoid optimizing a noise model for a specific quantum circuit.

3 Experiment Design and Result

For our experiment!, we implemented STGP using the DEAP framework [3],
with default settings. By default, DEAP uses a half-and-half policy for initial-
ization, one-point crossover and uniform mutation for genetic variations, and
the tournament selection method for choosing the best individuals?. For the ini-
tialization policy, we set the minimum depth to zero and the maximum depth

! https://doi.org/10.5281 /zenodo.11198788.
2 https://deap.readthedocs.io/en /master /api/tools.html.
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Table 1. Comparison of 10 runs of genetic programming with baseline

Noise Model | STGP Random Statistics
Fa,v_q Fq Favg Fitq Pualue 1412

Afl 0.0024 | 0.0014 | 0.44 | 0.0009 | 0.0002 | Large
Af2 0.0196 | 0.0156 | 0.38 | 0.0013 | 0.0002 | Large
Af3 0.0054 | 0.0021 | 0.21 |0.0013 | 0.0002 | Large
Af4 0.0018 | 0.0019 | 0.29 |0.0011 | 0.0002 | Large
Af5 0.0007 | 0.0006 |0.20 | 0.0008  0.0002 | Large
IBM-Kyoto |0.148 |6.6e—05|0.41 | 0.0006 | 0.0002 | Large

to two, and for the selection method, we set the tournament size to three. For
quantum program execution and noise model creation, we utilized IBM’s Qiskit
framework.

As benchmarks, we created five random noise models with varying complex-
ity, each composed of combinations of three selected noise errors. We evaluated
our approach on a real quantum computer from IBM (IBM-Kyoto). Fitness was
calculated using three quantum circuits (Amplitude Estimation, Phase Estima-
tion, and Quantum Fourier Transform), computing the average Hellinger dis-
tance value, which ranges from 0 to 1, indicating no difference to maximum
difference, respectively. To assess effectiveness, we compared our approach with
a random baseline across 10 repeated runs. For statistical analysis, we use
the Mann-Whitney test and Vargha Delaney Ay effect size as recommended
in [10]. Ay is interpreted according to [10]: an effect size in the range (0.34, 0.44]
and [0.56,0.64) is considered Small; in (0.29,0.34] and [0.64,0.71) is considered
Medium; in [0,0.29] and [0.71, 1] is considered Large. STGP ran for 40 genera-
tions with a population size of 300, using default parameter values from DEAP
for all other parameters. For a baseline comparison, we generated 12k random
individuals, aligning with the generation and population size of STGP.

Result. Table1 presents the results, where the columns F,,, and Fy4 indicate
the average, and standard deviation of the best individual over 10 repeated runs.
The best average values, highlighted in bold, signify a closer approximation to
zero, indicating a better fit of the noise model. Our approach outperformed the
baseline random method for all five artificial noise models, with statistically
significant improvements indicated by a pyque of less than 0.05 and a 12112 statis-
tics with Large magnitude. It achieved average fitness values of less than 2%,
with consistently low standard deviation across all models. For the real quan-
tum computer (IBM-Kyoto), our approach outperformed the baseline with an
average fitness of 15% compared to the 40% for baseline. The results demon-
strate our approach’s effectiveness in approximating the noise model based on
program output for both artificial noise model and real quantum computer. This
demonstrates that our approach effectively approximates the noise model of a
real quantum computer using the expression representation of GP.
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Limitations. While our approach effectively approximates the noise model,
there was a notable difference between the results of artificial noise models and
the real quantum computer. This is because our method considers only three
types of noise errors, while real quantum computers may have additional error
types like readout and random unitary errors. To enhance accuracy, we plan to
include these additional error types. Additionally, utilizing only three quantum
circuits for fitness calculation and using the same circuits for experiment evalua-
tion limits generalization. Therefore, adding more circuits could provide a more
comprehensive evaluation of the noise model.

4 Conclusion

We present an approach that uses genetic programming to generate expression-
based noise models tailored for NISQ computers. By representing noise as a chain
of function calls, our approach creates interpretable noise models that capture
different noise errors affecting individual qubits and gate operations of a quantum
computer. Our results demonstrate the effectiveness of our approach, achieving
an approximation error below 2% for artificially generated noise models and 15%
for real quantum computer noise. In the future, we aim to enhance our approach
by incorporating additional noise errors and expanding the range of evaluated
quantum circuits to gauge its effectiveness further.
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