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Abstract

Network services play a pivotal role in today’s society, serving the needs of businesses,

governments and for individuals in their daily life. While we often take the seamless

functionality of the Internet for granted, its growing use by Critical Services underscores

the escalating importance of comprehending both resilience and security challenges.

The interconnected networks that make up the Internet are operated by various actors

such as enterprises, governmental agencies, and content delivery networks (CDNs), in

addition to global and local Internet Service Providers (ISPs). Maintaining these network

services is a complex task. Numerous components could potentially disrupt the service,

and it is essential for network service operators to understand the risks associated with

each component.

Network security encompasses three fundamental objectives: Confidentiality, Integrity,

and Availability [1]. Confidentiality and integrity are often addressed together, due to

shared common attack vectors and mitigation solutions. Ensuring availability, however,

presents a distinctive challenge. The primary focus of availability is to guarantee that the

network service remains operational and usable. Although breaches in confidentiality and

integrity can have indirect effects on availability, the nature of risk mitigation strategies

differs significantly. In this setting, resilience and redundancy are central concepts.

Together, the papers in this thesis analyse the complete risk landscape applicable to

delivering a resilient network for critical services. A majority of the research is performed

on the Media Network Services (MNS) global video conferencing network, chosen for its

relevance to risk management, and the applicability of results to other network operators.

Papers I and VI use 18 months of measurement data to analyse the root causes of

network outages, revealing that the most important outages stem from leased Internet

links, physical faults, and human errors. In contrast, relatively few are attributed to

local network faults or malicious attacks. This insight into the root causes serves as a



foundational understanding for subsequent analyses. Paper II presents 5 years of risk

registry data highlighting the role of management standards like ISO27001 in risk reduc-

tion, showcasing their efficacy in fostering a robust risk management framework across

various organizational levels. Paper III delves into the intricate domain of Internet risks,

demonstrating effective mitigation strategies to enhance network resilience against out-

ages, packet loss and high latency originating from the Internet. Paper IV establishes a

co-variation between organisations’ security implementations and adherence to two secu-

rity standards, Mutually Agreed Norms for Routing Security (MANRS) and ISO27001.

By verifying Resource Public Key Infrastructure (RPKI) participation, IP spoofer pro-

tection, and Internet risk scores for organizations adhering to MANRS and/or ISO27001,

we demonstrate that a security-aware company culture is connected to better security

practices.

Recent paradigm-shifting incidents like COVID-19 and the Russian incursion into

Ukraine demonstrate the importance of considering governance risks. Paper VII extends

the scope to encompass national governance risks, specifically the high dependency of

national web services on foreign micro services and cloud services, highlighting the im-

perative of considering broader contextual factors.

Drawing from the collective insights of these papers, combining the theoretical analyses

with experiments on an operational network and real-life experiences, Paper V emerges as

a synthesis, proposing an innovative cohesive 10-layer model that pragmatically organizes

identified risks. This model stands as a testament to the integration of empirical findings

into a practical framework, and the results can be generalized to a range of different

networks. By utilizing the 10-layer model, network operators will reduce their availability

risk and deliver a higher quality service to their customers.



Sammendrag

Nettverkstjenester har en viktig rolle i dagens samfunn. Bedrifter, myndigheter og enkelt-

personer er avhengige av Internett i sitt daglige virke.

Nettverkene som til sammen utgjør Internett, driftes av forskjellige aktører som bedrifter,

offentlige etater og innholdsnettverk (CDN-er), i tillegg til globale og lokale internett-

leverandører (ISP-er). Drift av disse nettverkstjenestene er en kompleks oppgave. Tall-

rike komponenter kan potensielt forstyrre tjenesten, og det er viktig for nettverkstjeneste-

operatører å forst̊a risikoen knyttet til hver komponent.

Nettverkssikkerhet omfatter tre grunnleggende mål: konfidensialitet, integritet og

tilgjengelighet [1]. Konfidensialitet og integritet blir ofte behandlet sammen, da de

har felles angrepsvektorer og løsninger. Å sikre tilgjengelighet er en separat utfordring.

Hovedfokuset for tilgjengelighet er å garantere at nettverkstjenesten er operativ og kan

brukes. Selv om brudd p̊a konfidensialitet og integritet kan ha indirekte p̊avirkning p̊a

tilgjengelighet, er typen risikoreduserende strategier forskjellig, og redundans er sentralt.

Sammen analyserer artiklene i denne avhandlingen det komplette risikolandskapet som

skal til for å levere et stabilt nettverk for kritiske tjenester. Store deler av forskningen er

utført p̊a Media Network Services’ (MNS) globale videokonferansenettverk. Dette nett-

verket er valgt p̊a grunn av relevansen for risikostyring, og anvendeligheten av resultater

for andre nettverksoperatører.

Paper I og VI bruker 18 m̊aneders m̊aledata for å analysere de grunnleggende årsakene

til nettverksavbrudd, og avslører at de viktigste bruddene stammer fra leide linjer, fy-

siske feil og menneskelige feil. Derimot tilskrives relativt f̊a nettverksproblemer til lokale

nettverksfeil eller ondsinnede angrep. Denne innsikten i de grunnleggende årsakene fun-

gerer som en basis for etterfølgende analyser. Paper II presenterer 5 år med risikoreg-

isterdata for å fremheve rollen til standarder som ISO27001 for reduksjon av risiko og

viser effekten av å implementere et robust rammeverk for risikostyring p̊a tvers av ulike



organisasjonsniv̊aer. Paper III ser p̊a internettrisiko, og demonstrerer effektive avbøtende

strategier som forbedrer nettverkets motstandskraft mot avbrudd, pakketap og høy laten-

stid der årsakene skyldes Internett. Paper IV viser en samvariasjon mellom organisasjoners

sikkerhetsimplementeringer og overholdelse av to sikkerhetsstandarder, Mutually Agreed

Norms for Routing Security (MANRS) og ISO27001. Ved å verifisere RPKI-deltakelse

(Resource Public Key Infrastructure), IP-spooferbeskyttelse og Internett risk score for

organisasjoner som følger MANRS og/eller ISO27001, demonstrerer vi at en sikkerhets-

bevisst bedriftskultur er koblet til bedre sikkerhetspraksis.

Nylige hendelser som COVID-19 og den russiske inntrengningen i Ukraina viser vik-

tigheten av ogs̊a å vurdere governance-risiko. Paper VII utvider forskningen til å omfatte

nasjonale styringsrisikoer, spesielt den store avhengigheten til nasjonale webtjenester av

utenlandske mikrotjenester og skytjenester, og understreker nødvendigheten av å vurdere

bredere kontekstuelle faktorer.

Med utgangspunkt i den kollektive innsikten fra disse artiklene, ved å kombinere de

teoretiske analysene med eksperimenter p̊a et operativt nettverk og erfaringer fra det virke-

lige livet, fremst̊ar Paper V som en syntese, og foresl̊ar en innovativ 10-lags modell som

pragmatisk organiserer identifiserte risikofaktorer. Denne modellen integrerer empiriske

funn i et praktisk rammeverk, og resultatene kan generaliseres til en rekke ulike nettverk.

Ved å bruke 10-lagsmodellen vil nettverksoperatører redusere sin tilgjengelighetsrisiko og

levere tjenester av høyere kvalitet til sine kunder.
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Chapter 1

Introduction

The Internet has evolved into an intricate network of networks that spans across the globe

and beyond [2]. It plays a role in the daily lives of the majority of the world’s popula-

tion and is critical to the functioning of governments worldwide. Despite its complexity,

the foundational technical layer of the Internet, known as Layer 3 connectivity in the

ISO/OSI model [3], is surprisingly simple and predominantly facilitated by the Border

Gateway Protocol (BGP) [4]. BGP handles interactions among over 50,000 autonomous

systems (ASes) and more than 900,000 network prefixes, forming the backbone of Internet

communication.

The Internet is not without imperfections, and the challenge of maintaining a stable

and functional Internet is of utmost importance. This task becomes even more important

when considering critical services that heavily rely on Internet connectivity. While the

interaction between networks may appear straightforward, the vast diversity of systems

involved and the loosely connected nature of the Internet create an extensive array of

potential points of failure.

In response to these challenges, this thesis aims to thoroughly investigate the poten-

tial failure points within a service network and propose a comprehensive framework to

address the associated risks. Additionally, specific problem cases will be examined to

explore effective methods for reducing risks in those particular scenarios. By investigat-

ing availability risk management, this research seeks to contribute practical solutions to

enhance the resilience and continuity of critical services in the face of all types of risks.
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Chapter 1. Introduction

1.1 Critical Services

The US Cybersecurity & Infrastructure Security Agency CISA) has created a list of func-

tions that are regarded as National Critical Functions (NCFs), defined as “The functions

of government and the private sector so vital to the United States that their disruption,

corruption, or dysfunction would have a debilitating effect on security, national economic

security, national public health or safety, or any combination thereof”. Similarly the Nor-

wegian Directorate for Civil Protection (DSB) has compiled a list of Vital Functions in

Society. These lists are compared in Table 1.1.

CISA DSB
Internet and broadcast radio Electronic communications networks and services

ICT security
Positioning
Electricity Power supply
Transportation/Fuel Transport
Governance and Elections Governance and crisis management
Education and Training
Law enforcement Law and order
Waste management
Economic services Financial services
Medical services Health and care
Food/Water Security of supply

Water and sanitation
Housing
Production
Defence Defence

Emergency services
Nature and the environment
Satellite-based services

Table 1.1: Critical services as defined by the US CISA and the Norwegian DSB

Recent events have illuminated the criticality of Internet connectivity and its profound

impact on various aspects of society. During the COVID-19 lockdown in 2020, Internet

access became even more essential for a wide range of activities, including work, education,

communication, and access to essential services. It played a critical role in enabling

remote work and study, facilitating virtual social interactions and providing access to

important information and services. The increased reliance on the Internet during this

period highlighted its fundamental value in maintaining societal functions and continuity

[5].

8



1.1. Critical Services

During the 2022 invasion of Ukraine by the Russian army, the significance of Internet

connectivity again came into focus [6, Blog I]. The Internet played a crucial role in this

conflict, with the Ukrainian government attempting to block Russia from the Internet,

and Russian interests attempting cyber attacks on Ukrainian (and other) targets. More-

over, the Ukrainian network infrastructure sustained physical damage due to the conflict.

Notably, Low Earth Orbit (LEO) satellite systems [7] were deployed to ensure resilient

connectivity for critical services in the midst of such challenges.

These real-world examples underscore the reality that the Internet itself has evolved

into a critical infrastructure that demands robust measures for its security and protection.

The crises experienced during the pandemic and the conflict in Ukraine have emphasized

the paramount importance of resilience.

Lessons learned from such events also highlight the crucial role of highly reliable na-

tional emergency communications networks based on wireless technologies like ad-hoc

networks, dedicated emergency networks like TETRA [8, 9], 4G/5G cellular networks, or

Low Earth Orbit satellite systems [10]. These platforms are essential for disaster reduc-

tion, enabling seamless communication among emergency response teams and supporting

the continued operation of critical services [11]. A wide choice of technologies are avail-

able for critical services [12], but a global trend for critical services is the increased use of

high volume commercial technologies like cellular infrastructure and terminals instead of

dedicated emergency networks for critical services, due to higher capacity and lower prices

[13]. All the mentioned wireless access technologies rely on a stable backbone network to

provide required cloud services for the network itself and the critical applications. Thus,

the methods developed in this thesis are applicable for any choice of access network.

Understanding and addressing the risks associated with Internet connectivity and net-

work availability are vital steps to safeguarding critical services and ensuring the resilience

of our societies. Each critical service has its own relevant requirements to the underlying

network service, such as availability, Time To Recover (TTR), Quality of Service (QoS),

and correctness of information. The subsequent chapters of this thesis propose strategies

and frameworks to enhance the availability, security, and resilience of critical services,

enabling more resilient networks in the face of adversities.

9



Chapter 1. Introduction

1.2 Availability Risks

In [14] the authors perform a high-level survey of literature which shows that system

availability has attracted marginal attention by researchers compared to confidentiality

and integrity, even though availability is an important part of risk modeling and represents

a Key Performance Indicator (KPI) of equipment and service providers. The Oxford

Dictionary defines resilience as “the capacity to withstand or to recover quickly from

difficulties”, which is closely linked to availability that we define in terms of the two

variables MTBF (Mean Time Between Failures) and MTTR (Mean Time To Recover), or

alternatively through measuring or predicting the uptime and downtime percentages.

The Internet today comprises numerous interconnected systems that must collaborate

to ensure its continuous operation. Along one axis, there is a large number of independent

organizations, organized as Autonomous Systems (ASes), that need to cooperate. Along

another axis, multiple layers of network protocols and services combine to form the In-

ternet service. As an illustration of the protocol complexity, The Junos® OS Standards

Reference is 93 pages long and is just a list of all standards that Juniper’s network routers

and switches substantially support [15].

A failure in any of the layers or any of the organizations involved has the potential to

cause availability problems for users. Thus the central focus of this thesis is to investigate

the most efficient points at which outage risks can be mitigated. As an illustration of the

challenge of uptime, the Norwegian Emergency Network (Nødnett) has a yearly availabil-

ity goal of 99.95%, which has never been archived since the Norwegian Directorate for

Civil Protection (DSB) took over the responsibility in 2017. (Source: DSB annual reports

2017-2022 [16])

In intricate risk scenarios, risks can interdependently emerge from multiple compo-

nents. Compound risks often demand various calculation methodologies. For instance,

when a service relies on two distinct components and the failure of either component halts

the service, risk estimation involves using the formula Uptimetotal = Uptime1 ×Uptime2.

This means that a service with two components, each having 99% uptime, will have a total

uptime of 98%. Conversely, in scenarios where two independent redundant components

are at play and only one is needed for operation, the corresponding calculation takes the

form Downtimetotal = Downtime1×Downtime2. In this case, a service with two compo-

10



1.3. The Proposed 10-layer Model for Risk Management

nents, each having 99% uptime (1% downtime), will achieve a significantly higher uptime

of 99.99%.

To design resilient networks, availability risk management is crucial. While it is very

difficult to create a network service that is guaranteed to never see any outage, efforts can

be directed towards minimizing the occurrence of outages and expediting the recovery,

thereby enhancing resilience and availability.

1.3 The Proposed 10-layer Model for Risk Manage-

ment

As shown in Chapter 2, none of the established security frameworks give a comprehen-

sive system for managing availability risks. To fill this gap, we propose a new 10-layer

model for availability risk. The model is briefly described here, and thoroughly treated

in [Paper V]. Table 1.2 provides a visual representation of the proposed new framework

for availability risk management, demonstrating how the papers in this thesis relate to its

various layers. The papers collectively contribute to a comprehensive understanding of

network availability and its associated risk factors, paving the way for practical solutions

and improvements in availability risk management practices for critical services.

For the Governance Layer, in addition to traditional research papers, the results of

specific small research projects were published in blog posts. These blog posts were

chosen as the appropriate medium to address topics of public interest related to Internet

availability and resilience. The aim was to increase awareness and understanding of

the potential risks associated with Internet dependencies on organizations and locations

outside of Norway [Blog I, Blog II].

The classic ISO/OSI reference model [3] is illustrated in Figure 1.1. This model was

created in the 1980s [17] as a tool to keep track of all required functionality to design a

computer network.

The ISO/OSI reference model breaks down digital communication into seven abstrac-

tion layers (Figure 1.1). Layer 1 manages the physical transmission of bits, Layer 2

encompasses local network protocols, Layer 3 facilitates data movement across different

networks, Layer 4 supports multiple services over the same network, Layer 5 manages end-

to-end communication, Layer 6 enables communication between heterogeneous systems,

11



Chapter 1. Introduction

and Layer 7 contains application-specific protocols. In modern Internet usage, Layers

1-2 are typically handled by the connected device, Layer 3 is managed by the Internet

Service Provider (ISP), and Layers 4-7 are the responsibility of the operating system and

software.

While the 7-layer ISO/OSI model remains a valuable educational tool, it falls short

in accurately depicting the complexity of today’s Internet. The rapid evolution of In-

ternet technologies, services, and the growing interconnectivity of various systems have

introduced new challenges that the traditional model does not fully address. In response,

this thesis introduces the extended layering model (Figure 1.1) extensively discussed in

[Paper V], with a specific focus on network availability risk management, adaptable for

other contexts involving availability risk.

Within this extended model, all availability risks are systematically cataloged and

organized into distinct layers, each corresponding to specific risk factors. The Physical

Layer pertains to anything hardware-related, the Local Network Layer encompasses net-

works fully under the organization’s control, the Wide Area Network Layer pertains to

network services obtained from sub-contractors, and the Internet Layer comprises other

external networks. Additionally, further layers contain additional risks that impact service

delivery, including Cloud, Applications, and Services, while the higher layers address in-

direct yet critical risks originating from Organizations, People, and Governance. Detailed

descriptions of each layer can be found in Section 3.3.

Table 1.2 aligns the papers in this thesis with the corresponding layers, collectively

contributing to a holistic understanding of availability risk management.

By employing this extended layering model, the thesis offers a structured approach to

analyze and manage risks associated with Internet connectivity, bolstering resilience and

availability of critical services.

1.4 Research Questions

This thesis aims to address the following research questions:

RQ1: What are the main availability risks to critical services?

RQ2: What is the best way to organize availability risk management?

RQ3: How can the most important availability risks be mitigated?
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1.5. Thesis Outline

Figure 1.1: Comparison of the 7-layer and 10-layer models.

I II III IV V VI VII

10 - Governance x x
9 - People x x
8 - Organization x x x x
7 - Services x x
6 - Application x
5 - Cloud x x x
4 - Internet x x x
3 - Wide area network x x x
2 - Local network x
1 - Physical x x

Table 1.2: Layers of network connectivity, related to the papers of this thesis.

By investigating these research questions, we can gain insights into the primary risks

faced by critical services, explore suitable organizational frameworks for managing avail-

ability risks, and identify effective resilience strategies to mitigate the most significant

risks. The findings will contribute to the development of a comprehensive understanding

of availability risk management and inform the design of practical solutions to enhance

the reliability and continuity of critical services.

1.5 Thesis Outline

The thesis encompasses a comprehensive exploration of availability risk management and

resilience in the context of critical services. It consists of several distinct sections that

collectively contribute to the research objectives. The outline of the thesis is as follows:

13



Chapter 1. Introduction

• Introduction

– Provides an overview of the Internet’s significance, its underlying simplicity

and complexity, challenges in maintaining its reliability, and the objectives of

the research.

– Sets the stage for the subsequent chapters by establishing the research context

and objectives.

• Literature Review

– Explores recent research and standardization efforts in the field of critical ser-

vices, resilience and availability risk management.

– Identifies gaps in existing literature and research, highlighting the need for the

current study.

• Theoretical Framework

– Describes in detail the theoretical framework developed for understanding and

managing availability risks in critical services.

– Explores the various layers and components of the proposed framework, high-

lighting their interrelationships and roles in risk mitigation and resilience.

– Discusses the theoretical underpinnings of the framework, drawing from rele-

vant theories and concepts in the field.

• Ethical considerations

– Assesses ethical implications of the research.

– Describes actions taken to limit the ethical problems.

• Paper presentation

– Summarizes each paper in the thesis.

– Highlights the lessons learned from each paper.

• Methodology

– Presents the research methodology employed to investigate availability risks

and validate the proposed framework.
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1.5. Thesis Outline

– Describes the data collection methods, measurement techniques, and analysis

procedures utilized.

– Discusses the rationale behind the chosen methodology and its suitability for

addressing the research objectives.

• Experimental Validation

– Presents the results of the experimental validation conducted to assess the

effectiveness of the proposed framework.

– Provides detailed analyses of real-world case studies to illustrate the practical

application of the framework.

– Discusses the findings, highlighting key insights, successes, and limitations en-

countered during the validation process.

• Discussion and Conclusion

– Summarizes the key findings, contributions, and insights gained from the re-

search.

– Engages in an in-depth discussion of the research findings, contextualizing them

within the broader field of availability risk management.

– Explores the implications of the research for practitioners, policymakers, and

researchers.

– Reflects on the research journey and its significance in advancing the field of

resilience and availability risk management.

– Identifies areas for further investigation and potential improvements to the

framework.

• Appendix

– Contains the full versions of the research papers related to the thesis.
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Chapter 2

Literature Review

The field of risk management is heavily influenced by diverse national and international

organizations, including the International Organization for Standardization (ISO, an in-

ternational Non-Governmental Organization), the Information Systems Audit and Control

Association (ISACA, a professional membership organization), Payment Card Industry

Security Standards Council (PCI-SSC), Intel (a public company), the Center for Inter-

net Security (CIS, an independent, nonprofit organization), Secure Controls Framework

Council LLC (US-based organization, sponsored by the consultancy industry), as well as

governmental institutions such as British Standards Institution (BSI, the UK national

standards body), The European Union Agency for Cybersecurity (ENISA), The council

of the European Union, National Institute of Standards and Technology (NIST, US De-

partment of Commerce), the Federal Risk and Authorization Management Program (Fe-

dRAMP, a US government program), the Health Insurance Portability and Accountabil-

ity Act (HIPAA, US Federal Law), Defense Federal Acquisition Regulation Supplement

(DFARS, US defense), and FIRST/International Telecom Union (ITU, United Nations).

The standards and frameworks developed by these organizations are often based on

laws and regulations in their respective jurisdictions, industry best practices, and expert

recommendations. Although the research behind these standards may not be published

according to peer-reviewed standards, the standards provide valuable guidelines for risk

management.

Choosing a risk assessment model without proper analysis can lead to the implementa-

tion of security controls in the wrong areas, resulting in a waste of resources and leaving an

organization vulnerable to unforeseen threats. E. G. Amoroso [18] outlines the principles

17



Chapter 2. Literature Review

of a good risk classification, which include non-overlapping classes of risks, exhaustiveness,

unambiguity, acceptance of established terminology, and usefulness.

A widely used method for risk assessment is to follow the principles outlined in

ISO31000 [19] and ISO31010 [20]. These standards offer comprehensive guidelines and

methodologies for effective risk management. However, in the context of intricate systems

like critical service networks, a more tailored approach to risk discovery is essential. The

sheer volume of risks associated with such systems can make it challenging to address all

of them collectively, potentially leading to overlooked risks.

While several systems, such as Bayesian Attack Graphs [21, 22, 23], have been pro-

posed for managing discovered risks, they are not specifically tailored towards availability

risks and lack a comprehensive risk discovery model.

Models like Joshi and Singh’s risk management framework [24] identify phases in the

risk assessment process, such as identifying weaknesses, creating a remediation plan, and

managing risk to improve security over time. This framework also lacks a model for risk

discovery specific for the security context of resilient networks.

The framework called OCTAVE (Operationally Critical Threat, Asset and Vulnerabil-

ity Evaluation), developed by CERT, provides a model for risk-based information security

strategic assessment and planning. While OCTAVE considers assets to include people,

hardware, software, information, and systems, its complexity and lack of quantitative risk

modeling are significant drawbacks.

The FAIR Risk assessment method (Factor Analysis of Information Risk) from 2005

[25] is complementary to standards like ISO27001, and is useful for breaking down the risk

of larger projects onto smaller manageable elements and quantifying those risks. However,

FAIR does not cover first time risk assessment or a holistic risk assessment.

The ADMIT methodology [26] captures five major classifiers to characterize the nature

of attacks. These are classification by Attack vector, classification by Defense, classifica-

tion by Method, classification by Impact and classification by attack Target. ADMIT is

focused on malicious attacks, and while the methods are useful, they are not applicable

to all availability risks since the method’s primary risk discovery step only focuses on

security scanning and technical asset evaluation.
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The NIST RMF (National Institute of Standards and Technology Risk Management

Framework) completely ignores the discovery step. It does have a “Categorize” step, but

this step assumes that a risk discovery process has already been performed.

The TARA (Threat Agent Risk Assessment) framework is developed by Intel to help

organizations manage risks by extracting possible information about security attacks [27].

It primarily focuses on external malicious threats and represents only a fraction of the

overall risk landscape.

The proposed OSSF (Online Services Security Framework) framework [28] was devel-

oped using the Design Science Research methodology (DSR) [29]. This method defines a

process of six activities which result in an artifact, it addresses problem identification but

lacks a comprehensive risk discovery process.

The CORAS (Consultative Objective Risk Analysis System) method [30], developed

by the Department of Informatics at the University of Oslo, consists of eight steps aimed

at identifying threats, risks, and selecting appropriate security measures. However, risk

discovery is described as a brainstorming session, and a structured framework for efficient

brainstorming of risks for complex network services is missing.

While industries and public sectors are placing a strong emphasis on integrating risk

management practices, the corresponding academic research has yet to catch up. Our

literature review reveals that most contemporary research is centered on management of

availability risks in the domains of power systems and healthcare services. Similarly, sig-

nificant attention is given to addressing confidentiality and integrity risks within network

infrastructures. However, the realm of network availability risk management still remains

relatively uncharted in academic literature, even though pertinent references within this

field are identifiable, as shown below.

For an overarching but accessible discussion and comparative analysis of risk manage-

ment standards and guidelines, consult [31].

In the context of evaluating Return on Security Investments (RoSI) and assessing

the effects of enhancements, [32] presents a technique for quantifying resilience, [33] ex-

plores methods of cost-effectiveness for minimizing SLA breach compensations, and [34]

introduces a novel approach for reporting system availability. The application of genetic

algorithms in AI to optimize risk mitigation strategies is discussed in [35], while [36] ex-

amines the economic viability of sharing backup infrastructure. However, these studies
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Chapter 2. Literature Review

do not cover risk mitigation prioritization methods or analyze the real-world impact on

customers. Notably, studies such as [37], [38], and [39] concentrate on risk discovery in

physical, technical/human/legal, and human layers respectively, but lack a holistic per-

spective.

In light of these research gaps and limitations, this thesis aims to contribute to the

field of availability risk management by developing a comprehensive theoretical frame-

work that specifically focuses on network availability risks. The proposed 10-layer model

aims to provide a holistic view of risk management, addressing the interconnectedness

and interdependencies across different layers and factors that influence availability risks.

By incorporating a comprehensive risk discovery process and providing a structured ap-

proach to organizing risk management efforts, the proposed model seeks to enhance the

effectiveness of availability risk mitigation strategies for critical services.

The thesis also aims to fill the gap in the literature by presenting real-world case

studies and experimental validation to assess the effectiveness of the proposed framework.

By exploring specific problem cases and providing practical examples of risk mitigation,

this research seeks to offer valuable insights and guidance to practitioners, policymakers,

and researchers in the field of availability risk management.

Through a systematic literature review and critical analysis of existing models, this

thesis endeavors to advance the understanding and practice of availability risk manage-

ment, contributing to the development of more robust and resilient critical services in the

face of increasing cyber threats and disruptions.
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Chapter 3

Theoretical Framework

3.1 Risk Methodology

Risk management can be described simply as the discovery of what can go wrong and the

creation of actions to reduce the likelihood and impact of faults. The risk management

methodology in this thesis encompasses a systematic approach to risk management, focus-

ing on the discovery of potential vulnerabilities and the development of actions to mitigate

risks effectively. This methodology draws heavily from the methods used for achieving

ISO27001 certification and for maintaining the certification through yearly audits, making

it a robust foundation for addressing availability risks.

ISO27001 is an internationally recognized standard for Information Security Manage-

ment Systems (ISMS). The process of attaining an ISO27001 certificate begins with the

establishment of an ISMS, which comprises a collection of policies and procedures that

govern how the organization operates securely. Also defined is a system of internal audits

to improve the organization over time. Central to this process is the need to define Key

Performance Indicators (KPIs), i.e. quantified measures that enable organizations to as-

sess their performance, determine the effectiveness of their risk management strategies,

and identify areas for improvement. Examples of KPIs for a network operator may be

economic like turnover or revenue, they may be capacity related such as total network

traffic or link utilization, or as used in this work, measures of network quality. In [Paper

II], the KPIs used were risk scores and the number of relevant customer support cases.

These risk scores were determined through interviews with relevant stakeholders and re-

flected the likelihood and impact of identified risks. In [Paper VI], risk importance is

21



Chapter 3. Theoretical Framework

quantified, based on previous frequency of outages and previous customer impact of the

same outages.

The risk discovery process is a crucial aspect of the risk methodology. It involves

identifying and assessing potential risks to the organization’s availability. This process

begins by categorizing risks into groups, such as risks related to sensitive information

leaks or risks arising from the physical environment.

Interviews are then conducted with the identified stakeholders, and a risk registry is

updated. The risk registry contains an entry for each identified risk, with an indication

whether it is related to the risk objectives of confidentiality, integrity or availability, a

likelihood value (0-5) and an impact value (0-5). For the yearly management review and

ISO27001 audit, the total risk score for the organization is calculated as the sum of all

the risk scores.

The risk scoring process allows for a quantitative assessment of risks. By calculating

the sum of all risk scores, the overall risk profile of the organization can be evaluated.

However, it is essential to note that the risk value on its own does not provide mean-

ingful insights. Instead, it serves as a basis for comparison and facilitates tracking the

organization’s risk trends over time.

One of the strengths of this risk methodology is its iterative nature. Risk management

is an ongoing process that requires continuous monitoring, evaluation, and improvement.

Yearly management reviews and ISO27001 audits provide opportunities to review the

ISMS and risk management strategies, enabling organizations to refine their approach

and enhance resilience against availability risks.

By following the risk methodology, organizations can systematically identify and ad-

dress potential availability risks, continually improve their risk management practices,

and work towards achieving greater reliability and continuity in critical services.

3.2 Resilience

Security has many facets, and for this thesis, the focus is on resilience, which as mentioned

earlier relates to the risk objective of availability. Within a network operator setting, there

are numerous availability risks that the Network Operations Center (NOC) must address

continuously to enhance network quality and minimize service disruptions.
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Within the 10-layer model proposed in this thesis, various availability risks may cause

service disruptions, and extensive research and product development has provided a large

number of protocols and methods to reduce the impact these failures have on the service

delivery.

Service disruptions caused by failures and undercapacity may cause packet loss, jitter

or total outage for a longer or shorter time, in turn causing customer complaints. Useful

quality indicators are packet loss percentage and frequency, as well as outage duration and

frequency. If mitigations are successful, these indicators will show improvements, leading

to a more resilient network, and eventually a reduction in customer complaints.

In addition to resilience, other related terms like durability (the continual existence

of an artefact, whether available or not), reliability (the availability and correctness of

data), and fault tolerance (the ability of recovering after a failure) contribute to the overall

understanding of network robustness. These concepts collectively form the foundation for

designing effective risk management strategies within the 10-layer framework.

As we proceed with the theoretical framework, we will explore the application of

these resilience principles across the different layers of the network infrastructure. Under-

standing how resilience considerations extend throughout the 10-layer model is crucial for

implementing effective risk mitigation measures.

In the subsequent chapters, we will delve deeper into the theoretical underpinnings of

availability risk management, focusing on how resilience is integrated into each layer of

the 10-layer model. By applying theoretical insights and principles, we aim to develop

comprehensive frameworks that enhance the resilience of critical services and ensure their

reliable operation, even in the face of adversities.

3.3 Cross-layer RISK Description

In this section, we present a comprehensive analysis of the 10-layer model proposed in

[Paper V] for availability risk management. This model offers a practical and structured

approach to organizing availability risk enabling organizations to effectively address and

mitigate potential disruptions. It acknowledges that many risks that have a root cause in

one layer may be mitigated using methods from other layers, highlighting the intercon-

nected nature of availability risk management.
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Chapter 3. Theoretical Framework

The 10-layer model represents a significant advancement in understanding and manag-

ing availability risks across different aspects of critical services. By delving into each layer,

from the technical infrastructure to the human and governance elements, organizations

can enhance their overall resilience and availability.

The interplay between these layers underscores the importance of a holistic approach

to risk management, where comprehensive frameworks and strategies are essential to

tackle the diverse challenges posed by the evolving Internet landscape. Throughout this

section, we will explore each layer of the proposed model in detail, outlining its specific

risk factors and contributions to overall availability risk management. By understanding

the nuances of each layer and their interactions, network operators and organizations can

design tailored risk mitigation approaches that address vulnerabilities and enhance the

reliability of their critical services.

As the Internet continues to evolve and face new challenges, research and practical

implementations should continue to explore these layers, refine frameworks, and iden-

tify effective strategies for mitigating availability risks. This ongoing effort will ensure

that critical services remain robust and resilient in the face of ever-changing threats and

disruptions.

3.3.1 Physical Layer

Layer 1 in the OSI model (physical layer) consists of the cables and the corresponding

protocols that run on these cables, as well as the wireless equivalents. In today’s Internet,

the physical risks also include risks towards building infrastructure and other physical

infrastructure like radio towers and satellites. Both the confidentiality/integrity risks of a

physical break-in to the premises for the purpose of stealing/altering information, and the

availability risks posed by natural disasters, human error or purposeful destruction must

be considered. While it is crucial to protect the physical layer as it forms the foundation

of all systems, it is important to acknowledge that it is not infallible, as seen in [Paper VI]

and [Blog I]. Thus, higher layers must anticipate faults and have appropriate measures

in place to effectively handle confidentiality, integrity, and availability risks.

In the studies presented in [Paper I] and [Paper II], comprehensive analyses of the

physical layer and network infrastructure’s risks are conducted. These analyses consider

risks from confidentiality, integrity, and availability perspectives, shedding light on the
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necessary measures to safeguard critical services in these areas. The insights gained from

these studies inform the development of robust strategies to bolster the physical layer’s

resilience and ensure the continuity of critical services.

Cryptographic techniques, such as encryption and digital signatures, play a crucial role

in addressing confidentiality and integrity risks during data transmission and at rest. For

availability, various mitigations can be employed, such as Redundant Array of Inexpensive

Disks (RAID) configurations for reducing the impact of disk failures and implementing

redundant components in servers. Additionally, protective measures at the building level

can safeguard against external threats like flooding, extreme weather events, or power

outages. In some cases, even the trust in equipment manufacturers may need to be

scrutinized, as highlighted in [40].

3.3.2 Local Network Layer

The Local Network Layer encompasses a wide array of technologies used to establish

connections within a local area, such as cabled copper or fiber Ethernet [41], and various

wireless options, including Bluetooth, Wi-Fi, fixed wireless connections, cellular (2G,

3G, 4G, 5G), and satellite communication. In our layered model, the local network also

includes local routers, and switches that are administered in the same domain.

Local network protocols integrate security features to ensure data protection and access

control. These measures include Wi-Fi encryption, password-based authentication, and

International Mobile Equipment Identity (IMEI) authentication for cellular networks.

Additionally, Forward Error Correction (FEC), and Wi-Fi´s data recovery capabilities

help enhance data reliability at this level.

Critical network services demand high levels of availability. Therefore, redundancy

is widely implemented within the Local Network Layer. For vital links, switches, and

routers, High Availability (HA) setups are adopted, involving the deployment of redundant

devices. Despite encryption being added at this layer, it is not entirely trusted, making

end-to-end encryption at higher layers highly recommended for enhanced security.

Common availability protocols at the OSI Layer 2 (link layer) include Spanning Tree

(STP), Link Aggregation (LACP), and various fabric systems. Interior Gateway protocols

(IGP) such as Open Shortest Path First (OSPF) or Intermediate System to Intermediate
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System (IS-IS) are commonly used on OSI layer 3 (network layer) to mitigate faults in

the lower layer services.

Cellular services provide resilience through features like cellular handover and Emer-

gency Service, enabling any cellular phone to initiate emergency calls on any network,

even without a relevant subscription.

As seen in [Paper VI], the Local Network Layer holds significant importance in risk

reduction efforts. It forms a vital part of the 10-layer model for availability risk man-

agement. Understanding and securing the Local Network Layer are crucial steps towards

enhancing overall network resilience and ensuring uninterrupted service delivery.

3.3.3 Wide Area Network Layer

The Wide Area Network (WAN) represents a critical layer in the 10-layer model for avail-

ability risk management, covering leased network links. While OSI Layer 3 (network layer)

protocols like IPv4 and IPv6 are used for both local and wide area network communica-

tions, the WAN introduces distinct challenges due to its leased physical infrastructure and

the involvement of service providers. Unlike local networks, where the network operator

has full ownership and management responsibility for all components, including physical

cables and devices, WANs rely on leased infrastructure and lower OSI layers (1-3) from

external providers. This introduces a higher risk of eavesdropping and reduced visibility

into availability risks.

The availability risks in WANs can arise from various sources, including physical faults,

network faults like congestion and capacity limitations, as well as protocol errors and

human error. These risks can lead to disruptions in service delivery and can significantly

impact critical services.

As illustrated in [Paper I], the monitored WAN links experienced around 700,000 in-

cidents of small or large packet loss over a two-year period. This highlights the need for

robust design and mitigation strategies to handle such incidents effectively. For critical

services, it becomes imperative to implement multiple WAN links from diverse providers

to ensure redundancy and avoid shared risks that could impact all connections simulta-

neously.
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Monitoring and assessing the security of WAN links is of paramount importance. While

these links may be monitored by various authorities, it is also essential to acknowledge the

possibility of illegal actors monitoring them as well, posing additional security challenges.

The Wide Area Network Layer plays a crucial role in the availability and resilience of

critical services. Proper management of availability risks in this layer involves selecting

reliable providers, implementing redundancy, and employing robust security measures to

protect sensitive data and ensure uninterrupted service delivery. As with other layers in

the 10-layer model, addressing the risks in the WAN Layer requires a holistic approach,

considering its interconnections with other layers to achieve comprehensive availability

risk management.

3.3.4 Internet Layer

The Internet Layer, as defined in our 10-layer model, plays a critical role in the inter-

connection of different networks, forming the backbone of the internet. Located at OSI

Layer 3 (Network or Internet Layer), the focus primarily centers around the Border Gate-

way Protocol (BGP) and its utilization by different organizations, known as Autonomous

Systems (ASes). BGP allows ASes to announce to their neighbors which IP addresses

(prefixes) they can reach, leading to the generation of a full routing table that is propa-

gated throughout the Internet.

However, the BGP protocol relies on trust, and its security shortcomings have been

known since the late 1990s, as mentioned in RFC1771 [42]. The trust-based nature of

BGP introduces risks, since the protocol will enable organizations to announce networks

they do not have the rights to.

To ensure the resilience and security of critical services, reducing the reliance on trust

becomes a crucial objective. [Paper IV] addresses significant BGP security shortcomings

and explores the MANRS framework (Mutually Agreed Norms for Routing Security) as

a means to reduce risks associated with these shortcomings. Implementing the MANRS

framework in conjunction with ISO27001 demonstrates how the risks imposed by BGP

can be mitigated effectively. The OECD (Organization for Economic Cooperation and

Development) also emphasizes the importance of addressing BGP-related issues in ensur-

ing a secure and resilient Internet infrastructure [43]. BGP-related risks primarily fall

27



Chapter 3. Theoretical Framework

under availability, but there have been instances of eavesdropping and integrity breaches,

as discussed in [Paper IV].

Vulnerability scanning, a common practice to simulate outside or inside attacks, serves

as a mitigation measure at the Internet Layer, helping operators discover potential risks

and improve the security posture of their networks.

A case study in [Paper III] illustrates how BGP shortcomings were mitigated by im-

plementing geographic (GeoIP) based routing with latency and packet loss considerations.

This approach resulted in improved availability, reduced latency, and lower packet loss for

a video conferencing network service, while also reducing risk by circumventing network

errors outside the operator’s AS.

Addressing BGP vulnerabilities and optimizing routing protocols are crucial steps

toward enhancing the resilience, availability, and security of critical services in the ever-

evolving Internet landscape. A comprehensive approach combining security best practices,

policy frameworks, and technical improvements will contribute to a more resilient and

reliable Internet infrastructure for critical applications.

3.3.5 Application Layer

The Application Layer represents a crucial aspect of overall system security, although

it has not been the primary focus of this thesis. [Paper II], however, does provide an

analysis of risks in the software development process, encompassing both confidentiality

and availability risks.

For in-house developed applications, a well-formed development policy must be in

place, addressing all potential risks to ensure the resilience and security of the applica-

tion. Similarly, any third-party applications should be thoroughly evaluated to identify

potential risks and assess their potential impacts on critical services.

At the Application Layer, many high-impact risks originating from lower layers can

be effectively mitigated. For instance, applications can switch to alternative services if

the main service is unavailable, enhancing availability and reducing the risk of service

disruptions. A notable example is seen in peer-to-peer file-sharing networks, where peers

frequently join and leave the network. Applications in such networks need to be resilient,

as they may have to try several different peers before finding one that can be used for file
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transfers. Additionally, these applications must gracefully handle scenarios where peers

leave the network mid-transfer.

While application security remains beyond the scope of this thesis, it is important to

acknowledge its significance in enhancing the overall resilience and availability of critical

services. Proper development practices, rigorous risk assessments, and robust application

design contribute to a more secure and dependable application layer, complementing the

efforts made at lower layers to ensure the continuity of critical services.

3.3.6 Services Layer

The Services Layer represents the most visible aspect of a system from the customer’s

perspective. Service availability directly impacts customer satisfaction, and metrics like

SLA (Service Level Agreement) and “uptime” are used to evaluate service quality at this

layer.

The service layer is dependent on all the underlying network and hardware layers,

as well as the software applications, and services like DNS. Ensuring the resilience and

availability of services requires consideration of all these interconnected components.

Our previous work resulting in a US patent [44] focused on providing a highly resilient

video service. The implementation utilized a TURN (Traversal Using Relays around NAT)

service, which demonstrated excellent availability without a single incident from 2008 to

2023. Many typical methods for improving service availability involve load balancers,

anycast, and DNS-assisted techniques. While effective, these methods can introduce new,

albeit lower risk, single points of failure. The implementation in [44] effectively mitigated

these risks, showcasing exceptional availability.

The global DNS service (information available at https://root-servers.org/) is an-

other example of a highly resilient system. It relies on DNS root servers distributed across

various locations worldwide. A single root server’s availability is sufficient to provide DNS

service to a caching local DNS server. These root servers are operated by different or-

ganizations, running on diverse software, operating systems, and hardware platforms to

add further resilience. However, the DNS system remains susceptible to attacks related

to confidentiality and integrity. Operators can potentially log DNS requests or intercept

and modify answers, leading to possible service censorship or compromise.
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Ensuring the availability and resilience of services requires a comprehensive under-

standing of the interconnected components at the Service Layer, along with the strategic

implementation of robust techniques that address various risks effectively.

3.3.7 Organizations Layer

While the physical layer forms the foundation of the network, the organization is at the

top of everything. It plays a pivotal role in conducting risk assessments, formulating and

enforcing policies, procuring and configuring equipment, allocating financial resources, ap-

pointing and supporting personnel, complying with laws and regulations, and establishing

contracts.

The organization’s culture and priorities significantly impact aspects like security, con-

fidentiality, integrity, and availability. If these factors are not given due importance, the

service’s overall performance and resilience may suffer. The adoption of formal frame-

works like ISO27001, as demonstrated in [Paper II] and [Paper IV], can prove beneficial

in ensuring proper and effective organizational operation.

Risks at this layer can also arise from external entities. For example, employee orga-

nizations might go on strike if work conditions are deemed unacceptable, posing risks to

operations. Trade organizations may impose regulations, and non-compliance with these

regulations can result in operational risk. Additionally, there may be risks originating

from customers demanding adherence to certain standards, such as ISO27001, or from

suppliers, introducing supply chain risk.

Being a member of Internet associations and network operator groups can generally

contribute to reducing risks as well.

Supply-chain problems also fall under the scope of risks at the Organizations Layer.

Supply chain risks can be significant, affecting the availability and security of critical

components or services. It is crucial for organizations to identify and address such risks

to ensure smooth operations.

Loss of data and configuration errors can also be classified within the Organizations

Layer. These risks may arise due to inadequate policies, insufficient employee training, or

inadequate security measures, all of which fall under the organization’s responsibilities.

In conclusion, the Organizations Layer plays a central role in coordinating and over-

seeing all aspects of risk management, ensuring that the organization prioritizes security,
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confidentiality, integrity, and availability in its operations and interactions with external

entities.

3.3.8 People Layer

The People Layer is an essential aspect of availability risk management, as ultimately,

people are involved in all aspects of the organization’s functioning. From designing and

manufacturing equipment to implementing services and networks, establishing policies,

and upholding security, people play a central role. However, people are also susceptible

to making mistakes, and in some cases, they may act maliciously, posing significant risks

to the organization’s resilience.

In the context of the People Layer, the work presented in [Paper II] demonstrates

how the ISO27001 framework can be used to analyze direct risks related to personnel.

This includes evaluating risks in the process of employing new people or subcontractors,

assessing the risk of key personnel leaving the company, and constructing policies for

various aspects of the business and service delivery that rely on people’s actions.

Addressing internal threats posed by employees is a significant challenge in cyber

security and resilience. Implementing compartmentalization and separation of duties

are efficient methods for mitigating these risks, ensuring that no single individual has

access to everything and that critical work requires mutual verification. A positive work

environment and prioritizing employee satisfaction are also crucial factors in reducing

stress levels, minimizing turnover, and lowering the likelihood of mistakes or malicious

activities.

By focusing on the people aspect, organizations can create a culture of security aware-

ness, responsibility, and diligence, leading to increased resilience and a reduced overall

risk to service availability.

3.3.9 Governance Layer

One layer that is frequently overlooked when assessing risk is the Governance Layer.

Changes in laws and regulations can introduce additional work or even force the shut-

down of certain services. Organizations must also consider the risk of being impacted by

embargoes, as demonstrated by the events involving companies conducting business in or
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with Russia in 2022 (refer to [Blog I] for more information). National sovreginity and

Information and Communication Technology (ICT) resilience is assessed in [Paper VII].

The Governance Layer also encompasses organizations responsible for overseeing crit-

ical systems on the Internet, such as IANA (Internet Assigned Numbers Authority),

ICANN (Internet Corporation for Assigned Names and Numbers), and the Regional In-

ternet Registries. These organizations work for the benefit of the Internet as a whole,

but they are subject to local laws, and may be subject to “cease-and-desist” court orders,

affecting large parts of the Internet. A recent example comes from the African Network

Information Center (AfriNIC), the institution responsible for all IP addresses in Africa,

which faced controversies lately, including a court order that temporarily froze all their

assets, prompting many organizations to re-evaluate their operational risks (see also [Blog

II]).

Additionally, risks associated with IP address exhaustion fall under the Governance

Layer. As the pool of available IPv4 addresses depletes, organizations may face challenges

in obtaining new IP addresses, impacting network operations, scalability, and service avail-

ability. Understanding the risks arising from IP address exhaustion can help organizations

plan for the transition to IPv6 and adopt strategies to mitigate the potential disruptions.

At this layer, company governance also plays a role. Decisions bade by top man-

agement can have significant implications for risk management. In cases of high-impact

security incidents, obtaining top management approval may be necessary to take actions

such as shutting down a service to protect sensitive data. Considering governance as part

of risk assessment ensures that the broader organizational and legal contexts are taken

into account, providing a comprehensive understanding of risk exposure.

To build resilience in the Governance Layer, organizations must stay vigilant about

changes in laws and regulations, engage in proactive risk assessments, and formulate

contingency plans to address potential disruptions. Compliance with industry standards

and best practices, such as ISO27001, can provide a framework for effective governance

and risk management, enabling organizations to navigate potential legal and regulatory

challenges more effectively. By acknowledging and addressing risks at the Governance

Layer, organizations can reinforce the foundation of their risk management strategies and

enhance their overall resilience in the face of uncertainty.
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3.3.10 Summary of the 10-Layer Model

The proposed 10-layer model for availability risk management offers a comprehensive

approach to addressing risks in critical services. Each layer in the model represents a

crucial aspect that contributes to the overall resilience and availability of the services. By

understanding and managing risks at each layer, organizations can enhance their ability

to withstand challenges and disruptions.

At the Physical Layer, risks related to hardware and infrastructure are considered,

acknowledging the foundation upon which all systems are built. The Local Network layer

encompasses the local network protocols and wireless technologies, highlighting the impor-

tance of securing these connections that form the backbone of internal communications.

Moving to the Wide Area Networks Layer, the risks associated with leased infrastruc-

ture and network faults are recognized, emphasizing the need for redundancy and diverse

network paths. The Internet layer, based on the BGP protocol, highlights the critical role

of trust and security in interconnecting different networks to form the Internet.

The Application Layer, although not the primary focus of this thesis, acknowledges the

importance of software development and third-party application evaluations in mitigating

risks. The Services layer, visible to customers, focuses on service availability and various

techniques such as load balancing and DNS-assisted methods to ensure continuity.

The Organization Layer plays a central role in risk assessments, policy formulation,

and resource allocation. It also considers external entities, such as trade organizations

and suppliers, that can introduce operational risks.

The People Layer recognizes the human element and the impact of personnel on all

aspects of service delivery. It emphasizes the importance of proper hiring practices, train-

ing, and fostering a positive work environment to reduce both unintentional and malicious

risks.

Finally, the Governance Layer encompasses legal and regulatory aspects, which can

introduce additional work or even force changes in service delivery.

In conclusion, this 10-layer model provides a comprehensive understanding of availabil-

ity risk management in critical services. By addressing risks at each layer and recognizing

their interconnectedness, organizations can enhance their overall resilience and ensure the

continuous delivery of critical services. The research in this thesis aims to contribute valu-
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able insights and practical solutions to enhance the reliability and continuity of critical

services in the ever-evolving landscape of the Internet and network environments.
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Methodology

We choose to analyze a global service provider (Media Network Services, MNS), a net-

work designed to provide a high quality, resilient wide area network service for demanding

video conferencing customers. The reason for this choice is that the security and resilience

challenges and the practical solutions investigated in relation to this service provider will

be directly applicable to other networks as this service network is implemented using best

practice of connectivity, network elements, and protocols. Due to the focus on a demand-

ing service in the design of the service provider (latency critical video conferencing), the

findings using data from this network will be particularly relevant for networks providing

critical services. Executing our research on this network facilitated the formulation of

experiments and analyses aimed at addressing the research questions.

The focal point on a single network operator naturally narrows the immediate scope

of the research to networks of this specific nature. However, this specialization does not

constrain the applicability of the research outcomes. To further validate the robustness

and universality of the derived models, the model was successfully tested on the research

network for the Center for Resilient Networks and Applications (CRNA).

Each paper encompassed within this thesis adopts distinct methodologies tailored to

its specific research objectives. The insights gleaned from the exhaustive analysis of the

video conferencing network played a pivotal role in the conception of the innovative 10-

layer model proposed herein. The inherent versatility of this model lends itself directly

to other networks underpinning critical services, thus extending the potential impact of

the research beyond its immediate context.
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4.1 Data Collection

Each paper in this thesis adopts specific data collection methods tailored to its research

objectives. The following is a summary of the data collection methods used in each paper.

For [Paper I], 18 months of network quality data was collected between the networked

sites to understand the nature and frequency of network outages. Data from BFD (Binary

Forwarding Detection) was collected directly from the routers, and UDP quality data was

collected from data-plane measurements. Data was generated by setting up virtual ma-

chines (VMs) at each site, and recording packet loss of UDP traffic transmitted between

the VMs. Other types of data was also collected (like optical signal strength measure-

ments), but only used in the manual classification process preceding the training stage of

the Machine Learning (ML) system. In addition, access to customer support cases and

to configuration changelogs was given. This (confidential) data was not used directly,

but rather used to determine the impact and root cause of the outages observed in the

network quality data.

For risk management in [Paper II] and [Paper V], interviews with stakeholders were

performed. These interviews were performed in the ISO27001 context, with the purpose of

improving Information Security in the organization, and the aggregated and anonymized

results were made available to this research.

The research in [Paper III] is based on 15 years of experience with the MNS network,

and the measurement data was retrieved from the working 4-layer heuristics live system.

This data was based on commercially available GeoIP data in addition to ICMP ping

measurements sent from probes in the global network (See also Section 5).

For [Paper IV], data was collected and compared from various sources, including pub-

licly available databases like MANRS (Mutually Agreed Norms for Routing Security) ,

PeeringDB, Internet Exchange member lists, the Border Gateway Protocol (BGP) routing

table and Routing Public Key Infrastructure (RPKI) validation data, and from Cooper-

ative Association for Internet Data Analysis (CAIDA) data sets. In addition, web-search

was used to determine the test objects’ ISO27001 certification status. This method of

determining the ISO27001 certification status is not a very precise method, and could

potentially introduce bias to the data, but no other method was found to get this data,

and the method does give a rough estimate of status that can be used to draw high level

conclusions.
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[Paper V] is a position paper proposing a new model for risk discovery in an avail-

ability setting, as described in Section 3.3. Information from various sources including

research papers, teaching material, news articles, and blog posts is used to design the pro-

posed classification model. Results were validated by stakeholder interviews with MNS

employees, during the preparation for the yearly ISO27001 audits in 2022 and 2023. In

addition, the methods were used when deploying the new CRNA network, as presented

in Section 7.1.

[Paper VI] is based on the data collected for [Paper I] without new data collection.

In [Paper VII], service location data was collected using the Domain Name System

(DNS) and the Maxmind GeoIP database. Data about application dependencies was

collected using wireshark to monitor network traffic during application or service usage.

Overall, the data collection methods used are diverse and appropriate for each pa-

per’s research focus. Together, they demonstrate a comprehensive approach to gathering

data to address availability risk management in the specific context of the small/medium

network operator setting.

4.2 Risk Management Methodology: Bridging The-

ory and Practicality

Within this thesis, risk management is a central theme, forming a crucial bridge between

theoretical frameworks and practical implementation of resilient networks. As outlined

in Section 2, a substantial body of actors has contributed to the development of various

risk management techniques. In our experience, practical risk evaluation for network- and

service-providers often relies on commercial standards like ISO27001, NIST800-53, and

SOC2/SOC3.

These commercial standards have gained significant recognition in the industry, due

to their comprehensive framework for information management and their coverage of

relevant topics (see [Paper V]). Many of these standards encompass formal audits leading

to certifications, and a large number of consultancy firms specialise in helping companies

achieve and sustain these certifications. Both the certification standards and other non-

certification standards play a crucial role in demonstrating an organization’s commitment

to Information Security when interacting with customers and governing bodies.
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For the projects undertaken in this research, the methodology of risk management

significantly aligns with the tenets of Information Security Management Systems (ISMS)

outlined in the ISO27001 standard. Building upon this foundation, the model presented

in [Paper V] offers a valuable extension, furnishing a tailored approach to availability risk

management.

Incorporating the Common Vulnerability Scoring System (CVSS) [45] within the scope

of this research provides a robust risk metric. While initially developed for quantifying

risk associated with software vulnerabilities, it is here employed innovatively to construct

a Vulnerability Score (VS) dedicated to availability risk management, as detailed in [Paper

IV].

Furthermore, [Paper VI] delves into the intricate domain of risk prioritization. It

raises pertinent questions about the focus of risk mitigation efforts and suggests utilizing

quantified impact and Risk Scores (RS). In a similar vein, the concept of quantified

Return on Security Investments (RoSI) is explored in [Paper IV] and [Paper VI]. These

explorations underscore the integration of quantitative elements into the risk management

framework, enhancing its efficacy and aiding strategic decision-making.

4.3 Artificial Intelligence

Artificial Intelligence (AI), particularly Machine Learning (ML), has gained prominence

across technological domains, from self-driving cars to applications like ChatGPT [46].

ML was introduced by in 1959 by Arthur Samuel [47], and has recently gained attraction

in a lot of different fields, facilitated by accessible computational resources. In [Paper I]

we show one application where ML is trained on packet loss data supervised by root cause

analyses, and use the trained model to suggest root causes for unknown outages.

In this thesis, the well established Support Vector Machine model (SVM, from 1992)

has been utilized for ML. The computational power required for Machine Learning can

be heavy, and the main advantage of SVM is that it transforms the ML problem into a

linear separation problem as illustrated in figure 4.1, which requires less computation to

solve. SVM is also particularly well suited to classify new data that has not previously

been observed.
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Figure 4.1: Illustration of SVM transformation
Source: https://upload.wikimedia.org/wikipedia/commons/1/1b/Kernel_Machine.png

Our results indicate that AI will be an essential tool in achieving network resilience

and security. In our research we have demonstrated the particular case of AI’s superior

ability to quickly find patterns in a large dataset of network quality measurements.
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Ethical Considerations for Internet

Measurements

For any research, investigating the ethical aspects is important. Is my experiment appro-

priate? Is it necessary? Harmful? Can the same results be acquired using data that has

already been collected for other purposes? Using Internet measurements to investigate

how Critical Services can be more resilient is in my opinion both appropriate and neces-

sary due to the importance of this infrastructure for people, companies and governments.

As discussed below, the measurements performed in this research are not harmful. There

are other data sets available, but public data sets do not contain “ground truth” like cus-

tomer complaints and high precision measurements like link status and optical strength

that I have used in this analysis, so my work would not have been possible using public

available data collected for other purposes. However, ethical questions related to privacy,

data collection process, third-party impact of the measurements, and data quality are

important.

While the social and medical sciences have the Belmont Report [48] as a standard

for ethical research, no such universal recommendations exist in the field of Internet

measurements. Some initial guidelines have been published through the preferred channels

for the Internet community, as Request For Comments (RFC) documents. RFC1087 [49]

“Ethics and the Internet” and RFC1262 [50] “Guidelines for Internet Measure Activities”

are fairly dated and rather broad, essentially prescribing “Do the Right Thing” [51].

Contributions like [52, 53, 51] have sought to create a more usable framework for ethics

considerations, which I will draw upon to underpin the ethical analysis of my PhD thesis.
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The ethical considerations related to my PhD research can be categorized into the

following areas:

• Handling of sensitive data, including privacy concerns.

• Usage of data collected by others, including mixing of roles.

• Causing third-party impact from active or passive measurements.

• Data quality.

5.1 Handling of Sensitive Data

For passive measurements, the most important ethical concerns are the legal and privacy

implications. In some cases, measurement logs might contain sensitive information and/or

personally identifiable information. Hence, a vital step involves identifying and classify-

ing the collected data. Best practices involve swiftly reducing data confidentiality and

identifiability through techniques like anonymization or aggregation. When anonymizing

data, there are also multiple classes of sensitivity to be aware of. Even anonymized data

may be personally identifiable under some circumstances, or may identify a group, for

instance if IP addresses are anonymized by prefix only.

A common criterion for data collection is that the data subjects should give “Informed

Consent” to the collection of data. When collecting Internet traffic data, this is often not

possible, and in such cases, extra care should be exercised. Information about customers

is regarded as sensitive data and has been anonymized.

Data that is not Personally Identifiable (PI) may still be confidential, for instance

when related to trade secrets or proprietary information.

Storage of collected data must likewise be handled according to the data classification,

with classified information being stored only if strictly necessary, and while taking appro-

priate protection measures. The General Data Protection Regulation (GDPR) [54], the

most important European law to ensure correct handling of data, does not apply since

this work only processes anonymized and aggregated data.

To ensure proper handling of research data, care was taken to only store data on

internal servers, even when the data was judged to be not sensitive.
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5.2 Usage of Data Collected by Others

Parts of the data used in this thesis was sourced from logs provided by the Network

Operations Center (NOC) at Media Network Services AS. An ethical analysis must always

be performed to determine whether data that was collected for other purposes may be used

for research. The data usage policy has been defined in an agreement between the data

provider and the researcher. In this particular case, the third party logs were collected for

the explicit purpose of improving the service delivered to customers, and thus the present

research is well within this purpose.

An ethical question is whether to publish results that reflect badly on a company that

has cooperated by sharing data for research purposes, and whether to anonymize or not

such results. In the papers leading up to this thesis, the source was anonymized, due to

the principle of general double-blind evaluation, while in the thesis introduction we have

chosen to identify the source since this information would be possible to deduce anyway,

from the participants’ background.

When using data collected by a third party, it is often good practice to identify and

acknowledge the third party and show how the data was attained. It is important to

acknowledge any selection bias and any unknown factors in the data collection.

In the context of this thesis, a unique ethical dilemma arises due to the intertwining

of personal roles. I hold the dual positions of both researcher and Information Security

Officer within the organization that provides the data for this study. This intricate dual

role necessitates stringent measures to ensure the replicability of experiments, enabling

other researchers to conduct analogous studies. Furthermore, it demands heightened

vigilance to maintain the company’s established security standards while facilitating the

sharing of pertinent research data. To address these concerns, a meticulous protocol has

been implemented. All processing and aggregation of sensitive information occur within

the data producer’s infrastructure, under my capacity as an employee. Subsequently, only

anonymized and aggregated data is transmitted to the research computing systems for

thorough analysis and potential publication of results. This rigorous approach underscores

the commitment to ethical and professional standards while facilitating valuable research

insights based on measurements from a live network.
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5.3 Potential Third-party Impact

Active measurements introduce the risk of causing disturbance to the system under test.

In these cases, a risk/benefit analysis must be performed to gauge whether the potential

impact on the service is justified by the possible research outcome. Any measurement

systems placed into the core network of a network operator must be done in such a way

that it causes as little impact as possible on the live network. A good example of this

is the measurements performed in [Paper I] where the only change to the production

platform was to enable the transmission of SNMP traps when BFD events occurred, and

then off-load the processing and refinement to non-production servers. The generation

of SNMP traps is a standard feature in the core routers and mechanisms are already in

place to suppress such traps during high CPU usage periods.

A common active measurement method is ICMP ping transmission, which is the same

protocol that may be used to perform ICMP flood DDoS attacks. Because of this concern,

measures were taken to limit the number of ping packets sent per destination, and to

monitor the system to make sure these limits are observed.

It is worth noting that any device connected to the Internet should be able to withstand

a certain level of pings, considering the constant stream of such scans reaching all Internet

IP addresses, commonly referred to as the “Internet Background Radiation”. Previous

research [55] demonstrated that Windows and MacOS webservers could handle ping rates

of around 500Mbps before experiencing any service degradation. This value is six orders of

magnitude higher than the active measurements conducted in [Paper III]. It is important

to differentiate these research measurements from typical Distributed Denial-of-Service

(DDoS) attacks, which are often designed to exploit specific vulnerabilities and trigger

service disruptions rather than simply inundating the target with a massive ping flood.

In line with ethical research principles, recipients of the testing probes should get

information to opt-out or report any unwanted actions. Each IP address used in this

research was registered with an “abuse” RIPE contact email address for this purpose.

By carefully managing the number and rate of pings, and by considering the broader

context of Internet traffic and server capabilities, the research team ensured responsi-

ble and valid measurements while minimizing any potential impact on the devices and

networks involved in the study.
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Research Papers Overview

This chapter provides an overview of the seven research papers written as part of this

thesis, highlighting their key contributions and findings. The papers collectively explore

various aspects of availability risk management, ranging from outage classification and

risk assessment frameworks to the analysis of Internet risks and national Information

and Communication Technology (ICT) resilience. Through these research endeavors,

valuable insights have been gained, contributing to the understanding and enhancement

of availability risk management practices in the context of network and service providers.

Each paper offers a unique perspective, addressing specific challenges related to avail-

ability risk. The following sections summarize the main objectives, methodologies, and

outcomes of each paper, highlighting their significance and how they contribute to the

overall body of knowledge in the field. By examining these papers collectively, we gain

a comprehensive understanding of the research landscape and the advancements made in

availability risk management.

The following sections briefly introduces each of the seven papers.

6.1 Paper I: Crosslayer Outage Classification Using

Machine Learning

In this paper, an analysis of outage data from the MNS network is conducted to investigate

outage classification techniques. The network quality was continuously monitored for a

duration of 18 months, resulting in an extensive dataset of packet loss across all network

layers.
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To gain further insights, the researchers also analyzed a comprehensive database of

2855 customer complaints. By using information from all layers of the network, the root

causes of the outages were identified.

Over the course of the 18-month period, 717352 packet loss events were recorded

through active UDP (User Datagram Protocol) measurements across both point-to-point

Layer 2 links and Layer 3 routed IP paths. Additionally, passive Layer 2 outage data was

collected from BFD (Bidirectional Forwarding Detection) events.

A Machine Learning (ML) model was trained using events that had known root causes

and resulted in customer support cases. This trained model was then used to extrapolate

and provide indications for the remaining incidents.

The study’s results demonstrated the effectiveness of a two-stage approach. In the first

stage, only the Layer 2 BFD data was used, enabling accurate identification of almost all

Layer 2 outages, including the specific problem type and location. In the second stage,

the multi-layer packet loss data was employed to classify the remaining outages.

The proposed method achieved remarkable success, with an f1-score of 0.92 for the

majority of outage categories, making it a very useful tool for a resilient network operator.

The results from the research showed significant risk from the physical, local and wide

area network layers. In addition many problems originated in maintenance activities, i.e.

human errors either in the planning phase or in the execution phase of these maintenances.

6.2 Paper II: ISO27001 as a Tool for Availability

Management

This paper discusses the risk management framework implemented at MNS and its ef-

fectiveness in ensuring availability management. The company employed stakeholder in-

terviews to identify all potential risks to its operations. Each identified risk was assessed

based on its likelihood and potential impact, each assigned a score ranging from 0 to 5.

Furthermore, the paper presents a comprehensive analysis of risk management scores

from MNS over a period of 5 years, which were generated as part of the annual ISO27001

audits. These scores encompassed both previously identified risks and newly identified

ones.
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The findings of the study demonstrate a significant reduction in risk scores follow-

ing the implementation of the ISO27001 standard. Moreover, the risk scores continued

to decrease over the subsequent years, indicating the ongoing effectiveness of the risk

management framework in improving availability.

This research shows that the implementation of information management systems

like ISO27001 significantly improves resilience risk for network operators, focused on risk

management in the Services, Organizations, People, and Governance layers.

6.3 Paper III: Evolved Cold-Potato Routing Experi-

ences

This paper builds upon a previous work from 2013 [56] by the same authors, which

described the implementation of a GeoIP-based global routing method and evaluated

its advantages, highlighting a considerable reduction in packet loss at the expense of a

moderate increase in latency. The method involved manipulating BGP announcements

using the “local preference” metric.

While the previous implementation was deployed in production, it revealed areas for

improvement as indicated by ongoing customer cases. This paper focuses on further

enhancing the routing method, introducing the “Four layer heuristics” approach.

The first heuristic remains GeoIP-based, as outlined in the original paper, but with

significant performance enhancements achieved by using a memory-cache in front of the

MySQL database. The second heuristic incorporates an offline latency measurement pro-

cess, periodically updating the GeoIP database with latency measurements for 85.5%

of all Internet prefixes. This addresses issues related to imperfect GeoIP data and the

mismatch between Internet topology and geography.

Heuristic three involves online probes that continuously measure packet loss and la-

tency to traffic destinations observed in the actual network traffic, allowing for real-time

routing adjustments. This heuristic accommodates dynamic network changes occurring

within shorter timeframes compared to heuristic two and helps avoid temporary conges-

tion points on the Internet.

The fourth and final heuristic involves manual corrections. In some cases, there may

be a desire to prioritize paths based on political considerations, such as keeping traffic
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within a specific country. Additionally, certain prefixes may be challenging to measure

and require manual routing adjustments.

Collectively, the four layer heuristics significantly improve network quality, resulting

in a notable decrease in customer cases despite a substantial increase in network traffic.

These enhancements demonstrate the effectiveness of the evolved “cold-potato” routing

method to improve network resilience in the Wide Area, Internet, and Cloud layers.

6.4 Paper IV: How Large Is the Gap? Exploring

MANRS and ISO27001 Security Management

The fourth paper focuses on Internet risks, particularly the potential impact of malicious

or accidental routing changes by third parties on network availability. It uses this context

to compare the ISO27001 standard and the MANRS (Mutually Agreed Norms for Routing

Security) Internet initiative in terms of their approaches to risk management.

To assess the availability risks stemming from BGP (Border Gateway Protocol) In-

ternet events, the paper proposes the use of methods developed for the Common Vul-

nerability Scoring System (CVSS) to conduct Vulnerability Scoring. This allows for the

quantification of risks associated with these events.

Additionally, the paper introduces the Return on Security Investments (RoSI) anal-

ysis, which highlights the benefits and cost-effectiveness of implementing the ISO27001

standard versus adopting the relatively inexpensive actions outlined by the MANRS ini-

tiative. By employing RoSI analysis, the paper illustrates the synergies between these

two approaches and their respective impacts on mitigating availability risks.

Through this comparative analysis, the paper sheds light on the strengths and poten-

tial gaps of the ISO27001 standard and the MANRS initiative in organizations addressing

Internet risks, particularly in relation to network availability.

6.5 Paper V: A 10-Layer Model for Service Availabil-

ity Risk Management

The fifth paper builds upon the lessons learned from the previous articles, emphasizing

the importance of a clear framework for effective risk management, particularly in rela-
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tion to availability risk. It highlights the challenges faced when attempting to manage

risks without a structured approach, despite employing methods commonly used in the

ISO27001 and NIST 800-53 information security standards.

In this position paper, a new 10-layer model is proposed by adapting and extending

the ISO/OSI 7-layer model. The key objective is to group risks based on responsibilities

and common risk factors rather than focusing solely on technical implementation. This

comprehensive model addresses potential risks that are often overlooked, such as those

stemming from Cloud, People, Organizations, and Governance.

Furthermore, the paper explores the relationship between the different layers and their

ability to mitigate risks across layers. By analyzing outages caused by risks from each

layer, it highlights the interconnected nature of these layers and the significance of their

interactions in effectively managing and mitigating risks.

Through the introduction of this 10-layer model, the paper provides a valuable frame-

work for service availability risk management, emphasizing the need to consider a wide

range of risks and their relationships across multiple layers. Some layers described in this

paper were further elaborated from (or not covered by) previous papers, namely Cloud,

Applications, and Services.

6.6 Paper VI: Outage Risk Priorities - It’s not the

malicious attacks that take down your service

The sixth paper builds upon the insights gained from previous studies to analyze risks

and outages in the context of risk management. Using the same data material as [Paper

I], this research aims to identify the types of outages that have the greatest impact on

service delivery and determine the most common types of outages.

By leveraging this data, the paper introduces an Impact Score calculation method

that enables the evaluation of mitigation actions in terms of achieving the best Return

on Security Investments (RoSI). Contrary to common perception, the findings reveal that

malicious attacks rarely cause service availability issues. Instead, the study highlights

that instabilities in network links and equipment maintenance or failure have a far more

significant impact on service availability, showing high impact from Physical, Wide Area

Networks, Organization, and People risks.
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While the occurrence of malicious activity resulting in service availability issues, par-

ticularly in the form of Distributed Denial of Service (DDoS) attacks, is relatively rare, it

is noteworthy that such incidents can have a disproportionately high Impact Score.

In summary, this paper provides valuable insights into outage risk priorities, chal-

lenging the notion that malicious attacks are the primary cause of service disruptions.

By focusing on addressing network link instabilities and equipment maintenance/failure,

organizations can effectively allocate their resources and investments to achieve optimal

service availability and enhance their Return on Security Investments (RoSI).

6.7 Paper VII: National ICT Resilience: An analysis

of Norway’s cyber infrastructure preparedness

The seventh paper in this thesis addresses a critical gap in the research, focusing on the

risks associated with Governance. The paper uses Norway as an example to assess the

extent of individual countries’ self-sufficiency in terms of Internet connectivity. While

our two blog posts [Blog I, Blog II] have already highlighted the impact of events in

Ukraine in 2022, and the controversies surrounding AfriNIC, this paper aims to provide a

comprehensive assessment of dependencies on external organizations and locations. Due

to a lack of data from the actual services, their public facing web pages are instead

evaluated. The study analyzes 207 stately Norwegian web pages, considering three key

vectors: web hosting location, mail exchanger domain, and name server domain.

The research findings reveal that nearly all of the analyzed web pages exhibit some

level of international dependency. This highlights the potential risks associated with

relying on external organizations and locations for Internet services. The study further

extends its analysis to include top web pages from the .no, .se, and .dk domains, using

the Top 1 million web pages list as a reference.

The results indicate similar trends across all three countries, with a significant num-

ber of websites displaying strong international dependencies. These findings underscore

the high level of risk associated with such dependencies, emphasizing the importance of

assessing and managing these risks to ensure national ICT resilience.

By demonstrating the extent of international dependencies in the context of Internet

connectivity, this paper provides insights to the potential vulnerabilities and risks that
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nations face. The findings serve as a call to action for policymakers and stakeholders

to prioritize strategies that enhance national ICT resilience and reduce dependence on

external entities, highlighting risks in the Cloud, Services, Organizations, and Governance

layers.

6.8 Summary

The papers that form the core of this thesis together encompass resilience and security

risks at all levels of network operations, from the low level outages to national governance

risks. Together, they provide a thorough theoretical and practical background leading up

to the proposed 10-layer framework for Resilient Networks. We demonstrate that such

frameworks are well suited to reduce risk, we show what types of risks are present at all

levels, and show the efficiency of mitigating actions for some selected risks. Finally, we

show that the model works in a real network setting, as further elaborated in Section 7.1.
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Chapter 7

Experimental Validation of the

10-layer Model

The theoretical framework presented in [Paper V] showed a practical application by using

the 10-layer model when performing risk analysis in the same setting as the research

leading up to the model. However, to reinforce its applicability across diverse settings,

it was beneficial to subject the model to validation in a different environment. This

imperative to establish a stronger link between theory and real-world implementation led

to the initiation of a second validation phase.

This drive for a more comprehensive validation prompted the evaluation of the various

methodologies proposed in the research papers within an operational scenario. This assess-

ment occurred during the establishment of the new CRNA (Center for Resilient Networks

and Applications) research network. The CRNA network was designed as a a small-scale

network, covering (parts of) a metropolitan area in Oslo, implemented as a separate Au-

tonomous System (AS). This network consists of routers, firewalls and switches, as well

as several servers operated through the OpenStack Cloud Computing Management.

Through this practical application, insights gleaned from the array of research papers

played a pivotal role in shaping the design and deployment of the CRNA network. This

iterative approach fostered a more nuanced understanding of the challenges of translating

theoretical frameworks into tangible operational systems. This synthesis not only provided

real-world validation for the proposed methodologies but also underscored their practical

utility and adaptability across different operational contexts.
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7.1 Outage Classification Using Machine Learning

The CRNA network contains only one WAN link. This link is comprised of two sections,

one section is a campus-area dark fiber owned by the Oslo Metropolitan University, and

the second section is a rented metropolitan area dark fiber with a distance of around

1 km. From [Paper I], we learned that BFD trap data was an efficient tool for outage

classification. Therefore, BFD is configured with SNMP traps sent to a collection server.

In addition, optical data and root cause data are collected according to the method from

[Paper I].

7.2 ISO27001 as a Tool for Availability Management

The research in [Paper II] and [Paper IV] show that implementation of the methods

from the ISO27001 standard are well suited for availability risk reduction for a network

operator.

Therefore, an Information Security Management System (ISMS) for the new research

network is being developed according to ISO27001 standards. The ISMS contains:

• Policies and procedures

• Configuration management systems

• Monitoring systems

• A risk analysis and management process

The first part of the ISMS contains policies and procedures for users and administrators

of the research network. The most important policies concern configuration management

and acceptable use. This network will be used by various permanent and temporary em-

ployees and also by guests. The various projects may have different security requirements,

and the policy serves as a training tool for what is acceptable use and who to contact for

various issues (from generic support to security breaches). For administrators, a config-

uration change audit policy is important to guard against human errors. Furthermore,

the suggested policy demands a yearly security audit to make sure all software is up to

date, and the state of the firewalls and user accounts is correct. The security audit report
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is presented to senior management to show that the engineering team is confident in the

network operations, and to illuminate any known issues.

A risk analysis was performed at two points in time, before the implementation of the

new research network, and after the implementation, similar to that described in [Paper

II]. The results show a large reduction in risk in nearly all areas. The total risk score was

reduced by 50%, indicating a a significant improvement to the service risk. The long-term

effects remain to be seen.

7.3 Internet Routing

[Paper IV] shows how Internet Routing can be optimized in a Wide Area Network. The

research network iBGP was set up with two edge routers with one IP transit each, to the

same provider, connected by iBGP. This network is not suitable for implementation of the

4-layer heuristics described in [Paper IV]. These methods are more suitable for networks

that span a larger geographic area or that have multiple independent BGP exits. These

methods may, however, be deployed in a future research project simulating a customer

AS.

7.4 Use of MANRS and ISO27001 recommendations

According to [Paper IV], there are significant synergies to implementing MANRS and

ISO27001 at the same time, and minimal extra cost. Hence, the necessary actions for

MANRS participation were implemented for the new network. The MANRS implemen-

tation consisted of:

• IP address verification

• IRR and PeeringDB information

• RPKI signatures

• Reverse path IP filters

IP address verification was done by checking the RIPE (Réseaux IP Européens) entries for

own and customer ASes. All these addresses belong to CRNA or closely related entities,

and were easily verified, and the policy was enforced by BGP filters.
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Contact information and other information in the Internet Routing Registry (IRR,

RIPE) was found to be outdated, and was therefore updated. The network was not

registered in PeeringDB, so a registration was added.

For RPKI, a Certificate Authority (CA) was created within RIPE’s portal, along with

a corresponding Route Origin Authorisation (ROA) for the prefixes used in the CRNA

research network. At the time of writing, the optional action of Route Validation (ROV)

was not implemented in the network, but the routers do support this, and a virtual

machine for route validation will be established.

Reverse path IP filters were implemented in the firewall, to make sure only approved

source IP Addresses are used inside the research network. One small DMZ (De-Militarized

Zone) network is exempted from this policy, to facilitate research into using spoofed source

IP addresses where our researchers are dependent on own public IP addresses.

7.5 The 10-layer Model for Service Availability Risk

Management

During the discovery phase of the ISMS risk management process, the 10-layer method

from [Paper V] was used. 55 risks were identified, many of them with high risk values.

To ensure no risks were ignored, a brief risk discovery process was also conducted

using the ISO27001 controls, and the result was that no further availability risks were

discovered.

The identified risks were assessed and suitable actions were taken to reduce the risks

to an acceptable level.

7.6 Availability Risk Prioritization

During the risk discovery phase for the CRNA network, historical data was not available.

In light of this, the impact scores established in [Paper VI] provided a foundational basis

for subsequent risk prioritization. Standard industry best practice firewalls were deployed,

and special attention was directed towards limiting the impact of faults on the identified

prioritized risk areas of wide area links, equipment failure and optical link vulnerabilities.

Furthermore, human errors emerged as an identified risk demanding heightened prece-
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dence. To effectively attenuate this risk, supplementary procedures for peer review of

configuration changes was implemented and comprehensive training resources for users of

the network were created.

7.7 National ICT Resilience

The CRNA network has been analysed for dependencies on international services. No

email service is operated by CRNA. The IP addresses are provided through a Norwegian

LIR, and all research data is stored on servers operated by Norwegian entities Simu-

laMet, Simula, and OsloMet. However, the domain crnalab.net is handled by US com-

pany Cloudflare. All addresses are documented so the network can be operated using IP

addresses only in case of a failure of the domain service. All hardware is produced abroad,

so supply-chain risk has been considered and central components have been duplicated.

Documentation of the CRNA network is stored in Google’s cloud service, but backup

copies are stored locally. VPN (Virtual Private Networks) and https access are provided

using certificates signed by international Certificate Authorities (CA), and might be un-

available in case of a compromised CA. In summary, the CRNA network is sufficiently

well designed to run and provide most services independent of any external dependency.

7.8 Results

Although the revamped CRNA network is still relatively new and hasn’t undergone an ex-

tended operational phase, the implemented measures are functioning well. The network

management team appears well-prepared, fostering secure and efficient network opera-

tions. This attests to the practicality of the 10-layer model and validates the relevance of

findings from the seven research papers.

In parallel, these actions reinforce the significance of the proposed 10-layer model,

aligning with insights from the research papers. Together, they affirm the model’s utility

and its applicability, giving the CRNA network a high level of resilience and security, and

contribute to the overall objectives of this thesis.

57



Chapter 7. Experimental Validation of the 10-layer Model

58



Chapter 8

Discussion and Conclusion

The most important contribution from this thesis is the 10-layer model for availability

risk management [Paper V]. The comprehensive model is field-proven in a global network,

practical, and will help any operator provide resilient networks for critical services, both

during an initial risk discovery undertaking and as a continuous process of improving

resilience.

The research leading up to the 10-layer model was performed to address specific re-

silience risks:

An efficient and practical method for outage classification was developed and presented

in [Paper I], speeding up network troubleshooting and recovery time.

The effects of the security standards ISO27001 and MANRS were examined in [Paper

II] and [Paper IV], showing significant resilience risk improvements from their deployment.

A field-proven system for cold-potato optimized BGP routing was created in [Paper

III], improving network latency, packet loss, and outage resilience.

Further, a quantified method for risk prioritization was laid out in [Paper VI], showing

which root causes lead to actual outages affecting customers, and guiding the focus for

efficient security investments.

Finally in [Paper VII], national ICT risk was investigated, showing a strong depen-

dence on international actors for national web pages, and suggesting guidelines for secure

and resilient networks for critical services.

In this thesis, we have successfully addressed the research questions posed at the

beginning of our study, providing a deeper understanding of availability risk management
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for critical services. Additionally, our research has yielded valuable insights and made

significant contributions to the field.

RQ1: What are the main availability risks to critical services?

Through the analysis of outage data, customer complaints, and network monitoring,

we have identified the primary availability risks faced by critical services. Papers I, IV,

V, and VI have revealed that network instabilities, equipment maintenance or failure,

and human (maintenance) errors are key factors contributing to service outages. These

findings emphasize the need for proactive measures to address these risks and ensure the

reliability and continuity of critical services. Moreover, Paper VII highlights the risks as-

sociated with dependencies on external organizations and locations, further underscoring

the importance of assessing and managing these dependencies for ensuring national ICT

resilience.

RQ2: What is the best way to organize availability risk management?

Our research has demonstrated the value of adopting established frameworks and stan-

dards for availability risk management. Papers II, IV, and V have highlighted the benefits

of using ISO27001 as a tool for information security management, providing a compre-

hensive framework for identifying, assessing, and mitigating risks. The 10-layer model

proposed in Paper V offers a structured approach to organizing availability risk man-

agement efforts, grouping risks based on responsibilities and commonalities rather than

technical implementation. It provides a holistic view of risk management and facilitates

effective coordination among different layers and stakeholders. These findings suggest

that a combination of a formal framework and a well-defined organizational model can

enhance the effectiveness and efficiency of availability risk management.

RQ3: How can the most important availability risks be mitigated?

Our research presented in Papers I, III, IV, and VI has demonstrated the effectiveness

of employing machine learning algorithms, vulnerability scoring methods, and heuristic-

based routing approaches to improve network resilience and reduce service outages. These

findings highlight the importance of leveraging advanced technologies and methodologies

to enhance risk mitigation efforts. Additionally, Paper VII emphasizes the importance of

assessing and managing dependencies on external organizations and locations, suggest-

ing that service localization can be a key strategy to reduce risks associated with such

dependencies. It is important to acknowledge the limitations of our project, particularly
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regarding the data used for analysis. The reliance on data from the MNS network may

introduce biases and reduce the generalizability of our findings to other networks. How-

ever, the use of a data from a consistent infrastructure across the research papers enables

comparability and relevance, especially for networks similar to MNS, a global network

for critical services. The findings were sucessfully tested on the CRNA research network,

and future research could consider incorporating data from a broader range of networks

to validate and extend our findings.

Throughout the research period, the shape of our study evolved based on the discov-

eries and insights gained. The initial work on outage classification in Paper I revealed

unforeseen patterns, leading to further exploration in Papers II-IV. These papers laid the

foundation for the proposed 10-layer model in Paper V, which provided a comprehensive

framework for availability risk management. During my work with the 10-layer model it

became clear that Governance and Risk prioritization are important aspects of resilient

networks, leading to further research in that area in Papers VI and VII.

In conclusion, this thesis has contributed to the understanding of resilience manage-

ment through a comprehensive exploration of various layers, risks, and mitigation strate-

gies. The findings and frameworks developed in the seven research papers have practical

implications and can serve as a resource for organizations seeking to enhance the re-

silience and availability of their critical services. By combining theoretical insights with

real-world data and practical applications, our research aims to drive advancements in

the field and support the continuous improvement of availability risk management prac-

tices. The findings should also serve as a call to action for policymakers and stakeholders

to prioritize strategies that enhance national ICT resilience and reduce dependencies on

external entities.

Throughout the research, numerous potential avenues for further exploration have

emerged, signifying the dynamic nature of availability risk management. Notably, the

proposed 10-layer model exhibits its efficacy in facilitating network risk management.

However, the prospect of adapting similar models to cater to the distinct risk landscapes

of various industries holds significant promise. Tailored frameworks could equip industries

beyond networking with a structured approach to tackle their unique risk challenges

systematically.
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The rapid proliferation of transformative technologies such as Artificial Intelligence

(AI), Internet of Things (IoT), and blockchains introduces intriguing dimensions of both

risk and risk reduction. Further research into AI has the potential to optimize connections,

predict faults, and enhance overall network resilience. However, the adoption of AI also

introduces potential risks, particularly when dealing with non-explainable AI decision-

making processes.

Similarly, IoT projects, while promising to reduce physical risk by gathering data from

sensors, require deeper investigation into their implications on confidentiality, integrity,

and availability. The use of blockchains can be explored as a tool for enhancing trace-

ability, such as tracking configuration changes, thereby minimizing the impact of human

errors.

Investigating the impact of these technologies on availability risk and resilience in

various domains represents a captivating avenue for future inquiry.

The domains of Cloud services and Governance risk present ripe opportunities for

more extensive exploration. A deeper investigation into the unique risks and mitiga-

tion strategies inherent in cloud-based critical services could yield valuable insights. As

Cloud services continue to transform the IT landscape, understanding their influence on

availability risk becomes essential.

Moreover, delving into Governance risk opens doors to cross-country comparisons,

unveiling the subtleties of distinct risk mitigation strategies adopted by nations with

varying regulatory frameworks. These cross-comparisons offer the potential to illuminate

diverse approaches to managing availability risk in critical services on a global scale.

Another pressing area for future research lies in evaluating supply chain risks. In an

interconnected world, the supply chain encompasses various components, from hardware

suppliers, via software libraries to third-party services. Understanding how vulnerabilities

within these chains impact the availability and resilience of critical services is paramount.

Investigating strategies to assess, mitigate, and manage these risks can significantly con-

tribute to enhancing overall network security and reliability.

By delving into these avenues, future research can contribute to the continual evolution

of availability risk management strategies, ensuring the resilience and security of critical

services across various sectors and technological advancements.
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ABSTRACT
Network failures are common, difficult to troubleshoot, and small
operators with limited resources need better tools for troubleshoot-
ing. In this paper, we analyse two years of outages from a small
global network for high-quality services. Then, we develop a ma-
chine learning model for outage classification that can be set up
with little effort and low risk. We use passive Bidirectional Forward-
ing Detection (BFD) data to classify Layer2 problems and add active
packet loss data to classify other problems. The Layer2 problems
were classified with a 99% accuracy and the other problems with
40%–100% accuracy. This is a significant improvement when we
observe that only 35% of the customer cases we studied received
any Reason for Outage (RFO) response from the Customer Support
Centre.

CCS CONCEPTS
•Networks→ Public Internet;Networkmeasurement; •Com-
puting methodologies → Supervised learning.
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1 INTRODUCTION
Today’s Internet comprises a group of small, medium, large and
extra large networks as far as geographic presence and traffic vol-
ume are concerned. The end-to-end network service is produced
following a three-layer model that is similar to the lower levels of
the OSI reference model [1].
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Table 1: Manually classified causes.

Class Cause Count
MultiLoss Multiple Layer2 providers 870
CogentLoss Cogent’s network 556
Customer Customer’s equipment 411
TeliaLoss Telia’s network 316
Layer3 Layer3 only 222
InternMaint Internal maintenance 114
Optic 3dB Optical change 74
ProvMaint Provider maintenance 70
EquinixLoss Equinix Cloud Fabric 58
SubseaCable Subsea cable outages 42
EquipFail Equipment failure 40
FiberCut Fiber cut in provider network 39
Layer1 Leased Layer1 lines 18
Metro Metropolitan area links 18
DoS Denial of Service attacks 4

A few large providers sell Layer2 capacity based on the global
mesh of Layer1 optical fibres, which are used by Layer3 providers
to compose end to end services.

This layered architecture is exposed to various types of faults,
such as physical fiber faults, equipment faults, plannedmaintenance
and malicious attacks. Our data shows that the Layer1/Layer2 ser-
vice has a high number of faults (see Table 1). Smaller networks that
lease Layer1/Layer2 services need to quickly attribute such faults
and report them to the respective providers. This is important for
two reasons. First, it can help shorten the resolution time. Second,
faults must be reported during the incident to be acknowledged
according to the Service Level Agreements (SLAs).

Unlike large networks with sizable organization and abundant re-
sources, small and medium network operators have a much smaller
Network Operations Centre (NOC) with limited resources and staff.
A typical small-medium NOC either operates a single enterprise
network or is a speciality Internet Service Provider (ISP) provid-
ing a service to select customers in a narrow business area or in a
geographic area.

Smaller NOCs often have a small but highly demanding customer
base, for instance their co-workers in an enterprise, people in their
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own geographic area or specialized service providers. This makes
detecting and isolating faults very important yet a demanding task.

The NOC usually has automatic network monitoring systems
in operation, but they can suffer from large numbers of both false
positives (alerts without a real fault) and false negatives (faults
that do not generate an alarm). This often causes true positives
to be overlooked [2]. In an outage event where one component in
the network has failed, causing interruption to network traffic, an
overwhelming amount of log messages and alerts will be arriving
from different monitoring systems. This makes the NOC waste time
and effort to find the real cause. In other cases, a problemmay not be
noticed until customers complain. Customer Support (CS), may not
have enough information to respond to a customer case because the
NOC is busy troubleshooting. Alarm Consolidation systems exist
but they suffer from high complexity [3], narrow field [4] or high
compute requirements [5]. In this work, we tackle these problems
by developing a generic model to assist NOCs and CSes.We leverage
supervised learning to assist in classifying different outages. For
classification, we use the Support-Vector Machine model (SVM) [6].
Our system is two-stage. In the first, it discriminates Layer1/Layer2
problems from Layer3 ones. Here, we identify a set of easily to
collect metrics that can help achieving this in an efficient manner.
In the second, it classifies Layer3 problems based on their root
causes.

The research in [7] claims that supervised learning for fault
classification is often suffering from low quality of training data,
but in our research we have access to precise outage data, including
root cause data.

Our system requires minimal changes to the network, and has a
minimal impact on networking equipment and computing power.
We also demonstrate that our proposed system is implementable
and can be used to assist an existing provider efficiently.

With the system developed here, the NOC will speed up trou-
bleshooting, quickly create trouble tickets with the providers, and
the CS will improve customer satisfaction by giving informed feed-
back to all customer support cases. Compared to similar systems
such as [5], investments in time and equipment are small, changes
to configuration is minimal, and causes are successfully predicted
with an f1-score of 0.99 for Layer2 cases and f1-score of 0.66 for
other cases (see Section 4.1). Without the tool, only 35% of the cases
received any outage report from CS.

2 RELATEDWORK
Various works have used machine learning and other statistical
methods for attributing faults for specific network protocols, how-
ever, there is still lack of work that leverages logs from different
layers, and predict causes across network layers.

Existing research such as [3] implements a complex system of
user defined scenarios, while they do not require detailed knowl-
edge of the underlying system, they cannot detect problems outside
manually defined failure scenarios. Our labeled data and two-stage
approach makes classification of known faults across all layers
possible and efficient, and the feedback loop handles new fault
classes. Moreover, several projects [4, 8–12] examine how very
detailed measurements of optical signal strength can be used to
gain knowledge about the underlying Layer1 links. However, these

methods require measurement of q-factor [13] telemetry [14] which
is unavailable to higher layers providers.

The research in [15] also uses customer tickets for anomaly
detection, but focuses only on Layer1 and last mile. The authors
in [16] analyse Layers 2-7, while we analyse backbone Layers 1-3,
and a common “No issue” class for any problems in other layers
or outside the backbone network. Unlike [17], our system does
not need any knowledge about the underlying network, only the
manual feedback needs this.

Some commercial service providers have implemented systems
for anomaly detection in system logs, for instance [18]. These sys-
tems have the advantage that they analyse the existing logs, and
therefore are easy to start using, however, there is a high risk of
exposing confidential information to a third party. In our system,
only the feedback loop will have any confidentiality risk.

Finally, the authors in [5] analyse traffic by using a distributed
Apache Storm [19] system in combination with data obtained from
the Netflow [20] protocol. This puts extra stress on the network-
ing equipment [21] and demands much more storage and CPU
power, making it undesirable unless Netflow is already used for
other purposes. BFD, on the other hand, is usually implemented in
hardware.

The objective in this paper is to fill the gap and use simple data
logs from various layers together with customer support data to
classify outages in a fast and easily-implementable low-impact
solution.

3 METHODOLOGY
3.1 Description of system
Our system consists of a data collection unit, a classification model
(See Section 3.4), and alert and feedback units as shown in Figure 1.

Figure 1: Our proposed outage classification system.

We collected the measurements from a global network cover-
ing 12 cities around the world, which we depict in Figure 2. The
network uses three different Layer2 service providers to intercon-
nect its points of presence (PoPs). The first is Telia VPLS, which
is full-mesh Layer2 switched network based on VPLS/ELAN [22]
over their global backbone network. The VPLS service supports
Q-in-Q switching [23], so individual point-to-point VLANs [24]
are configured, with each VLAN having member ports from only
two cities. The second is Cogent L2C, which is a point-to-point
MPLS [25] based service where multiple point-to-point Layer2 links
are provided over the same physical interface. The third is Equinix
Cloud Exchange Fabric (ECXF), which is a service of multiple point-
to-point Layer2 links over the same physical interface.
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The network is set up with IS-IS + BFD [26, 27] as Interior Gate-
way Protocol (IGP). The IGP makes sure that in case of issues on
one link or device, customer traffic is automatically re-routed to an
alternative path.

Figure 2: Network design.

3.2 Data description
In this work, we collected data from the monitored ISP over two
years (2019-08-08 to 2021-10-01). Below, we list these measurements
alongside their description.
Optical signal strength measurements. Every 30 minutes, op-
tical received signal strength for the local link to the provider was
read via SNMP [27]. There were 12 total outages on 5 interfaces, 88
drops in optical strength of more than 3dB on 14 interfaces and 53
increases of more than 3dB on 10 interfaces.
Interface error counters. Every 10minutes, interface error coun-
ters for all devices were logged by SNMP polling. No interface errors
were recorded for Layer2 switch ports, because any such errors
would have been revealed and corrected during pre-production
testing.
Buffer overflows/Tail-drops. Every 10 minutes, the buffer over-
flow/tail-drop counters were logged by SNMP polling. Only two
interfaces showed tail drops, altogether 40 incidents. The NOC had
especially amended this risk by over-provisioned the network to
handle network traffic peaks without packet loss.
Layer2 packet loss data. In each of the 11 cities shown in Fig-
ure 2, 2 probe Virtual Machines (VMs) were set up. Our probe
software is based on OpenNetNorad [28], which we rewrote in C to
improve performance and reduce CPU consumption. This “pinger”
transmits 100 UDP 64 byte packets every 0.5 seconds and waits
for responses, and the “ponger” immediately returns any received
packets to the sending IP address. The number of lost packets is
then recorded. Packets are transmitted from 100 different UDP ports
to detect any issues related to link aggregation or Equal Cost Multi-
path (ECMP) within the provider network. In addition to the probes
measuring point-to-point (P2P) loss over the Layer2 links, a full
mesh of probes (FM) were set up to measure the Layer3 service.
One or more lost UDP packets in a 0.5𝑠𝑒𝑐 interval generates one
loss report. There were 196 million loss reports for 36 different pairs
of probe VMs. These were pre-processed to 717352 unique events
(see Section 3.3).
BFD traps. For each point-to-point link or VLAN, BFD (Bidirec-
tional Forwarding Detection) [29] is configured to send one packet

every 100𝑚𝑠 . If 3 packets in a row are lost, the link is declared down
and an SNMP trap message is sent to a collector. SNMP trap data is
passively collected and stored in a database for later processing. The
IS-IS protocol also receives BFD events and takes care of re-routing
traffic.
Software crash logs. There were 62 instances of software crash/
core-dumps incidents on the routers and switches. Most of these did
not cause any interruption to network traffic since the Forwarding
Engines were still operational.
Configuration change logs. Configuration change logs indicate
which piece of equipment was configured and when. Also a textual
description of the work was performed.
Customer complaints data. The customers’ systems have strict
network requirements for latency, packet loss and jitter. Customer
cases were raised upon any violation of these requirements. The
data was anonymized and made available for this work. During the
period, there were 19399 customer cases, of which 8120 were related
to the network. The complaints were reduced to 2855 unique cases
on 21 different paths.
Customer service response data. For each customer case, CS
analysed logs and provided a Reason For Outage (RFO) if possible.
Out of 2855 cases, 1014 (35%) received RFO from CS, 109 of these
were “no issue found”.
Manual analysis of customer reports. We looked at all avail-
able data for each customer reported case and determined the reason
for the incident. In most cases the cause was in a Layer2 provider’s
network. For other cases the cause could be determined more pre-
cisely from CS responses. The results are presented in Table 1.
In some cases, there were losses in multiple providers at the same
time, which may be caused by either an (undetected) failure in
the monitored network, a larger failure that impacted multiple
providers, short traffic peaks that caused packet loss and therefore
triggered a re-routing to another provider and subsequent loss
there, or could be just a coincidence.
Multiple customer complaints received within a 5-minute interval
were counted as one case. Still, a single root cause could cause
multiple cases over a longer time. Some incidents were caused by
planned or unplanned maintenance. These were recorded as cases,
if they caused customer complaints even when the customer had
been informed ahead of time.
The 713857 events that did not correspond to customer cases were
not manually analysed.

3.3 Data preprocessing
The data used for the Machine Learning algorithm was BFD SNMP
events (BFD), point-to-point UDP pings (P2P) and full-mesh UDP
pings (FM). The other data was used only in the manual classifica-
tion process of all the cases. The result of the manual classification
was used to train the supervised machine learning system.

Due to small delays in detection and collection of test data, the
resolution of the timestamps had to be reduced tomatch events from
different sources. Each measuring point was added as a separate
feature, with an aggregation of the number of such events per
minute. One minute aggregation was chosen as a trade-off between
fast detection and data size. For the BFD and P2P data, themeasuring
points were each link, for the FM data, the measuring points were
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the unique pairs of PoPs. This resulted in a dataset of 717352 unique
events and 2855 unique cases. The features were 47 BFD, 32 P2P
and 125 FM. The classes with < 4 cases were omitted.

3.4 Model description
We tested both Multilayer Perception neural networks (MLP) and
SVM. SVM had both shortest processing time and highest clas-
sification accuracy, and is used in this paper. The data was split
75:25 into a training dataset and a testing dataset, and we tuned
the hyperparameters using grid search. The optimal kernel was the
Radial Basis Function (RBF) kernel with𝐶 = 150 and 𝛾 = 7.5× 10−5.
SVM is in general resistant to overfitting and we verified this by
ShuffleSplit [30] and saw that the f1-score remained the same.

The first stage classification used only BFD data for classify-
ing the largest and most precisely defined classes, i.e. the Layer2
provider cases. The output was five classes. One per each Layer2
provider, A fourth class that involve cases where more than one
Layer2 provider, and one “Layer3” class for cases which were not
caused by Layer2 events. A large number of events were processed
in the first stage, but since fewer features were used, processing
requirements were greatly reduced. The second stage classifica-
tion used BFD, P2P and FM data for the Layer3 class to give an
indication of the root cause. Since a much smaller subset of events
was processed in this stage, the addition of more features did not
lead to a large increase in processing power requirement. See also
Section 4.4.

The feedback loop is used by NOC/CS when a prediction has
failed, to manually correct the case label in the data and re-train
the model.

After training the two machine learning models on the case
data, the trained models were applied to all events, to see what
knowledge could be gained.

4 PERFORMANCE EVALUATION
4.1 Evaluation metrics
We used the precision, recall and f1-score to assess our classifier.

For each class, the precision is the number of correctly predicted
cases divided by the total predictions in that class. Recall is the
number of correctly predicted cases divided by the number of true
cases in that class. F1-score is the harmonic mean of precision and
recall [31].

To visually evaluate the output of the classification process, we
plot the Confusion Matrices. These show how well the model was
able to assign a correct “predicted label” to each class of “true labels”.
The diagonals of the matrices show the correct predictions.

4.2 Accuracy and Feature importance
We performed the first classification stage initially by including all
features, which resulted in a precision of 0.89, a recall of 0.89 and
an f1-score of 0.92 (see the confusion matrix is in Figure 3a).

Using only BFD features showed much better scores for Layer2
cases, but did (as expected) not distinguish between Layer3 and
Customer issues as seen in the confusion matrix in Figure 3b and
scores in Table 2. Total f1-score was now 0.99 with a combined
Customer+Layer3 class . Further, repeating the first stage while

Table 2: First stage evaluation, based on BFD.

class precision recall f1-score
CogentLoss 1.00 0.99 0.99
TeliaLoss 1.00 1.00 1.00
MultiLoss 0.99 0.99 0.99
EquinixLoss 0.88 1.00 0.94
Customer 0.65 1.00 0.79
Layer3 0.00 0.00 0.00

Table 3: Second stage prediction scores (Based on
BFD+P2P+FM)

class precision recall f1-score
InternMaint 0.65 0.72 0.68
Optic 0.75 0.43 0.55
ProvMaint 0.33 0.55 0.41
SubseaCable 0.92 0.92 0.92
EquipFail 0.40 0.40 0.40
FiberCut 0.75 0.64 0.69
Layer1 0.83 1.00 0.91
Metro 1.00 0.43 0.60
DoS 1.00 1.00 1.00

including only FM and only P2P gave poor results with f1-score
0.35 for FM and and f1-score of 0.26 for P2P (see Figures 3c and 3d).

The BFD analysis contained only 4 misclassifications: 2 Multi-
Loss events classified as EquinixLoss were caused by two unrelated
coinciding loss events where the EquinixLoss event affected multi-
ple Equinix links, and 2 CogentLoss events classified as MultiLoss
were multiple coinciding Cogent events. The analysis including all
features added the capability of distinguishing between Layer3 loss
and Customer loss, at the expense of requiring more computing
time and adding more “noise” to the various Layer2-classifications.
Still, we see a relatively small number of misclassifications (14
misclassified and 429 correctly classified Layer2 events).

For the second stage, the events that were identified by the first
stage classification were removed, and a new supervised classifica-
tion was attempted for the remaining events. After hyperparameter
tuning, this classification showed an f1-score of 0.66. The size of
the dataset in this analysis is only 437 cases with 204 features, and
the results were not as good as for the first stage, but a reason-
able suggestion for a root cause might still provide valuable input
to the NOC’s troubleshooting process. Figure 4 and Table 3 show
the confusion matrix and classification score for stage 2, respec-
tively. We can clearly see that determining the exact root cause can
be hard for a few types of failures. For instance, ProvMaint and
InternalMaint events may cause a wide variety of different error
symptoms, that may be indistinguishable from the other classes. In-
terestingly, subsea cable cuts (f1-score 0.92) and fiber cuts (f1-score
0.69) had relatively good classification scores, even though these
were thought to be difficult to distinguish. A point for future study
might be to understand why.
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(a) All features (b) BFD features only (c) FM features only (d) P2P features only

Figure 3: First stage classifications

Figure 4: Confusion matrix for second stage classification

Table 4: First stage data of the Layer2 cases and predictions

class support cases extrapolated cases
CogentLoss 556 (19.4%) 49997 (7.0%)
TeliaLoss 316 (11.1%) 64859 (9.1%)
MultiLoss 870 (30.5%) 47227 (6.6%)
EquinixLoss 58 (2.0%) 15346 (2.1%)
Customer+Layer3 633 (22.2%) 536428 (75.1%)
Other 14.8%

4.3 Extrapolation
Using the first stage model, BFD-trained on the cases with well
known cause and symptoms, we ran a prediction on all the events
where we did not get any customer complaints, to get an idea of how
common the various types of problems are in these events. The very
high f1-score of the model fitted on the complaint-data means that
the predictions on the non-complaint-data will be highly relevant
for our research. However, selection bias in that some hidden class
of outages never leads to complaints might reduce the accuracy of
the extrapolation.

For the first stage model, the results can be seen in Table 4.
The most interesting observation is that the “Customer+Layer3”
classification is much more common than in the cases where the

Table 5: Second stage data for the Layer3 cases and predictions

class cases predictions
InternMaint 114 (27.1%) 185169 (34.5%)
Optic 74 (17.6%) 216591 (40.4%)
ProvMaint 70 (16.7%) 26883 (5.0%)
SubseaCable 42 (10.0%) 19522 (3.6%)
EquipFail 40 (9.5%) 18308 (3.4%)
FiberCut 39 (9.3%) 58099 (10.8%)
Layer1 18 (4.3%) 10450 (1.9%)
Metro 19 (4.5%) 1329 (0.2%)
DoS 4 (1.0%) 77(0.01%)

customers filed complaints. (75.1% of the events, versus 22.2% of the
cases). This means that the test network does a good job of hiding
Layer3 problems from customers, and Layer2 problems are more
likely to cause customer complaints, but still only 0.4% of all events
caused customer cases.

The “MultiLoss” class is only 6.6% of the events in the non-
complaint dataset, vs 30.5% of the complaint-cases. This indicates
that the network is better at hiding Layer2 problems in a single
provider, and problems affecting multiple providers are more likely
to generate customer complaints.

Further, we used the model fitted on the Second stage data from
the cases, and made a prediction using only the “Customer+Layer3”
class from the first stage non-complaint events. Applying the sec-
ond stage model to the non-complaint data gives an indication that
Internal maintenance and Optic events are less likely to cause cus-
tomer complaints than the other classes, but the size of the dataset
and the lower accuracy of the model makes these results much less
certain. See Table 5.

4.4 Processing performance
BFD is implemented in hardware on our routers and do not put
any load on the routers’ CPU. To compare, Netflow would cause
15%-20% CPU impact according to [5], which matches our own
experience. SNMP traps produced by the routers using the lowest
priority processes, and all data is transmitted blindly using UDP,
also reducing processing. Our ML processing on an M1 Pro 10 core
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CPU took <1sec. The amount of stored data for the ML system is
low. For each BFD trap we store timestamp+link-id and for each
UDP measurement we store timestamp, source/destination address
and loss percentage.

5 DISCUSSION
Our analysis of two years of outage data shows that a two-stage
classification system is well suited to classify network outages,
providing the NOC with useful predictions on where to start trou-
bleshooting, and providing CS with RFO for all cases with a much
better success rate than the observed 35% of CS responses during
the period of the study. BFD data exhibits their high importance
in the classification. In contrast, although the active P2P and FM
raw data provides very precise measurements, they are not highly
contributing to discriminating features in the classification model.

One important shortcoming is that we do not have latency mea-
surements. But as our analysis reveals, BFD SNMP traps are very
good indicator of problem types and location, so latency changes
would probably not have a great impact on this result. Moreover, in
this work, customer complaints are the only source for determining
whether a packet loss event is regarded as an outage. Only the cases
that are received as customer complaints are analysed in detail. This
means that some outages may be overlooked if the customer did
not complain, and some complaints may be groundless (i.e caused
by other factors than the test network). A customer complaint is
only counted as a network outage if the timestamp is reported as
within 60 seconds of an internal packet loss or BFD trap event.

There are many features that show some correlation, which
might disturb the machine learning classification model since one
event is likely to affect multiple features. But since the features
have a large geographic spread, and since there are many features,
a certain degree of correlation should not cause problems for our
analysis.

Model Drift (MD) is another consideration. During the 2 years of
data collection, there were continuous changes to both the network
topology, the routing protocols and the customer’s monitoring
system. MD may have degraded our analysis, in that patterns for
the various classes of events change over time. However, this will
also reflect more accurately a real-life situation. The results prove
that our first stage analysis was not significantly affected by MD. In
the future, we plan to gain insight into how our model may degrade,
for instance by temporal cross validation, and how to rectify it
through a system for retraining while running in the production. A
future improvement, especially for the second stage, would be to
also report the second ranked classification for an outage.

Another very important practical consideration is the difference
in complexity of gathering the data for the first stage and the second
stage. The passive BFD data used for the first stage is very easy
to collect. Most networks already use the BFD protocol as a part
of the IGP protocol, but very few actually gather the SNMP trap
data from BFD. The changes and risk to the network will be small,
the BFD events are already being detected, so the only change is to
generate SNMP trap messages and set up one central location to
store these (optionally a second location for redundancy.)

The active P2P and FM raw data are very accurate and provides
very precise measurements, but showed less precision in case clas-
sification, and the system used to gather this data is much more
expensive in management and computing power.

6 CONCLUSION
We have developed a system that Network Operations Centres and
Support Centres for smaller operators can use in a failure situation.
Using minimal resources, we passively collect BFD data and classify
the Layer2 events to an f1-score of 0.99. By adding a second stage
with active monitoring to collect UDP ping data we predict other
types of root cases with a 0.66 f1-score. Our analysis interestingly
shows that BFD features, which are the easiest to collect, give the
best results for outage classification.
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Abstract: Effective management of service availability risk is a critical aspect of Network Operations Centers (NOCs)
as network uptime is a key performance indicator. However, commonly used risk classification systems such
as ISO27001:2013, NIST CSF, and NIST 800-53 often do not prioritize network availability, resulting in
the potential oversight of certain risks and ambiguous classifications. This paper presents a comprehensive
examination of network availability risk and proposes a 10-layer model that aligns closely with the operational
framework of NOCs. The 10-layer model encompasses hardware risk, risks across various network layers, as
well as external risks such as cloud, human errors, and political governance. By adopting this model, critical
risks are less likely to be overlooked, and the NOC’s risk management process is streamlined. The paper
outlines each layer of the model, provides illustrative examples of related risks and outages, and presents the
successful evaluation of the model on two real-life networks, where all risks were identified and appropriately
classified.

1 INTRODUCTION

From the advent of computer networks, disruptions to
the network service have been a persistent challenge.
A Network Operations Centre (NOC)’s most impor-
tant goal has been to make these disruptions invisible
to the end users, since they can lead to lost productiv-
ity, revenue, and erode customer trust. At all times,
businesses have performed some form of risk man-
agement, whether formally or informally, and count-
less books have been written on the subject, to the
point where an official standard was created with the
1st Edition of ISO31000 (ISO, 2018) in 2009.

A “top down” approach to risk identification is to
conduct interviews with key stakeholders, based on
one of the common security standard frameworks’s
classification system. This approach may be con-
fusing and not optimal for a NOC team. Some-
times these categories are very generic, for instance
the ISO27001:2013 (ISO, 2022a) standard has chap-
ters like “Cryptography” and “Communications Se-
curity”, and NIST CSF (Barrett, 2018) has “Protec-
tive Technology”, while the updated ISO27001:2022
has only four themes of ”People”, ”Organizations”,
”Technology” and ”Physical”1. Furthermore, one

1ISO27001:2022 may be an improvement over
ISO27001:2013, but detailed risk discovery data based on

network availability risk often spans multiple cate-
gories, for instance NIST800-53’s (NIST, 2022) con-
trols2 of “Audit”, “Security Assessment”, “Contin-
gency Planning”, “Incident Response”, “Media Pro-
tection”, “Planning”, “Performance Measurement”,
“System and Communication Protection”, “System
Integrity” and “Supplier Risk” have significant over-
laps. We experimentally verify these in Section 3.

To address these challenges, this paper proposes a
novel framework for the discovery and classification
of availability risk in network services. Our model is
based on the ISO/OSI 7-layer reference model (OSI
model) (Zimmermann, 1980), which has proved to
be a very suitable tool for dividing network functions
into manageable compartments (See Figure 1). The
OSI model is not perfect, but is used in some form
in network courses, research and standardisation pro-
cesses. The layers of the OSI model are well defined,
common network protocols map reasonably well to
the layers and the model is universally recognized in
the networking business.

However, when it comes to network availability
risk management, a different separation of layers is

this model was not available to us at the time of writing.
2Actions, devices, procedures, techniques, or other

measures that reduce the vulnerability of an information
system.

716
Evang, J.
A 10-Layer Model for Service Availability Risk Management.
In Proceedings of the 20th International Conference on Security and Cryptography (SECRYPT 2023), pages 716-723
ISBN: 978-989-758-666-8; ISSN: 2184-7711
Copyright © 2023 by SCITEPRESS – Science and Technology Publications, Lda. Under CC license (CC BY-NC-ND 4.0)



Figure 1: The ISO/OSI model, as used in a typical network
service.

suggested in this paper. Some risks lie outside the
OSI model layers, and we slightly modify the layer
division to better match the risks that a NOC needs
to manage. Although the idea of additional layers be-
yond the 7-layer OSI model is not new, as seen in pre-
vious works like (Taylor and Wexler, 2003; Kachold,
2009), a comprehensive description of all the layers
has not been published until now. In this paper, we
use named layers to describe the new proposed lay-
ers, while numbered layers refer to the layers of the
OSI model, to avoid confusion.

Information security is often classified into three
main objects: confidentiality, integrity, and availabil-
ity (Anderson, 1972). While confidentiality and in-
tegrity are typically addressed together, availability
is often handled separately by a Network Operations
Centre (NOC). This chapter focuses on the topic of
availability and its importance for all types of NOCs,
whether in-house or outsourced. In today’s intercon-
nected world, organizations heavily rely on informa-
tion availability across various layers, encompassing
customer interactions and service delivery. However,
due to the multitude of risks involved, identifying and
managing these risks can be challenging. To facilitate
the risk identification process, common approaches
involve grouping risks into manageable areas and an-
alyzing them individually to gain a comprehensive
overview. This paper aims to categorize and discuss
risk topics associated with operating a network ser-
vice, highlighting examples of availability breaches at
each layer. Mitigation strategies within the same layer
or across different layers are also presented. Please
note that the references cited mostly refer to media
coverage of outages, as detailed research on such in-
cidents is seldom available, and the provided content
may include speculations.

Risk is defined as the impact of uncertainty on ob-

jectives, and it is typically expressed in terms of the
likelihood of an event occurring and its consequences
or impact, which can be qualitative or quantitative.
Numerically, we define the risk level as the product of
likelihood and impact. The impact can be measured
in various ways, such as packet loss, total downtime,
or financial loss.

Every layer within the model poses its own set
of risks, necessitating a holistic approach where the
NOC considers all layers, quantifies associated risks,
and determines appropriate mitigation actions. This
comprehensive perspective is crucial for effective risk
management and ensuring the availability of network
services.

2 SECURITY LAYERS

The security topics in our proposed 10-layer model
are defined with the service layer in the middle, where
the total availability (uptime) is measured. Below
the service layer, we have layers whose risks are
predictable and directly affect service delivery, and
where industry standards have emerged to handle
these risks. Above the service layer, we find topics
that indirectly and less predictably contribute to the
availability risk of the NOC, like risks associated with
human errors, company culture and legal responsibil-
ities.

Figure 2: The proposed 10-layer model for network service
risk assessment.

2.1 Physical Layer

This category encompasses risks associated with
physical hardware, including cables, networking
equipment, server equipment, workstations, phones,
and IoT devices. Outages at the physical layer can be
caused by equipment defects, broken cables, planned
maintenance activities, power failures, and physical

A 10-Layer Model for Service Availability Risk Management
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security breaches. Controls for managing these out-
ages can be found in ISO27002 Clause 11 (Physical &
Environmental Security) (ISO, 2022b) and NIST800-
53’s PE controls.

Physical layer outages often have longer durations
and may require on-site technician visits, resulting
in extended Time To Recover (TTR). Therefore, it is
crucial to mitigate these risks proactively. Duplication
and clustering of networking and server hardware,
along with redundant components such as power sup-
plies and hard disks with automatic failover, can be
implemented. Critical network links may require du-
plicate network cables and the use of network pro-
tocols to maintain service availability during Physi-
cal Layer failures. One particularly severe physical
layer failure is a fire in a server room triggering a
fire suppression system, potentially causing perma-
nent equipment failure. Mitigating such an outage
involves distributing the service across multiple ge-
ographic locations to ensure service continuity.

Selecting high-quality hardware and having hard-
ware service agreements can enhance the likelihood
of maintaining reliable physical layer operations. For
low TTR requirements, keeping spare parts in-house
can be considered, based on a Return on Investment
assessment.

Risk discovery at the Physical Layer is relatively
straightforward, as every physical asset can fail and
should be included in the risk registry. Evaluating the
likelihood of failures and implementing measures to
reduce their impact are essential.

Examples of outages include the Jan 2020 earth-
quake in Puerto Rico (Santiago et al., 2020), which
caused prolonged power outages and network faults,
leading to significant internet disruptions. However,
communications were still upheld through the re-
silient cellular network during these events (NET-
BLOCKS, 2020). As another example, multiple sub-
sea cables following the same paths in the Suez Canal
have posed increased risks of shared-fate problems,
resulting in several outages (Burgess, 2022).

2.2 Local Network Layer

The local network refers to the network infrastructure
within a building or campus, where the NOC owns
and manages the hardware and cabling. This layer in-
cludes networks such as server-room networks, build-
ing cabling, office-space networks, as well as wireless
networks like WiFi, cellular, and IoT.

Risks at the Local Network Layer primarily stem
from firmware or configuration errors in network
equipment, along with capacity issues like full disks,
out-of-memory situations, and network capacity lim-

itations. Monitoring and proactive planning are key
measures to mitigate these risks. Additionally, this
layer plays a crucial role in mitigating most of the
risks originating from the Physical Layer by imple-
menting local (network) protocols like RAID (Pat-
terson et al., 1988), LACP (C/LM - LAN/MAN
Standards Committee, 2000), VRRP (Hinden, 2004),
High Availability protocols, and Interior Gateway
Protocols (IGP) such as IS-IS (ISO, 2002) and OSPF
(Moy, 1998).

Examples of outages include one of GitHub’s ma-
jor outages in December 2012, which occurred due to
the failure of multi-chassis link aggregation protocols
at the local network layer when a switch experienced
partial malfunctioning (Imbriaco, 2012). Another sig-
nificant outage took place in February 2020, where
the RIPE RPKI repository experienced a three-day
outage caused by a full disk quota, leading to the in-
validation of all RIPE RPKI routes (Trenaman, 2020).

2.3 Wide Area Network Layer

The wide area network (WAN) encompasses net-
works that are logically part of the NOC’s oper-
ations but physically leased from network service
providers. These networks can include optical fibers,
Layer 1 wavelengths, Layer 2/2.5 MPLS-like services
(Viswanathan et al., 2001), or overlay networks like
SD-WAN over a Layer 3 service. WANs typically
span metropolitan, national, or international areas,
and may also include in-building or space-based net-
works. Additionally, Layer 1/2 interconnections with
remote customers and suppliers of network services
are considered within this layer.

Wide area networks often experience full or par-
tial outages, as documented in (Evang et al., 2022).
These outages can have various root causes, including
physical layer or local network layer events, conges-
tion, or issues from other layers. However, the com-
mon symptoms are outages or packet loss. Mitiga-
tion strategies for network outages in WANs often in-
volve duplicate links, redundancy protocols, MPLS,
VXLAN (Mahalingam et al., 2014), BFD (Katz and
Ward, 2010), and IGP protocols such as IS-IS and
OSPF. However, the time taken for failover (TTR) is
usually longer due to the distances involved, which
may cause delays in protocol updates. Capacity risks
are more significant in wide area networks since ser-
vices are typically purchased based on capacity, and
service providers may drop packets if the agreed traf-
fic rate is exceeded. Mitigating this risk requires care-
ful consideration, including over-purchasing of ca-
pacity, planning for backup links, assessing shared-
fate risks of links, and potentially engaging multiple
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providers to safeguard against total provider failure.
Example of outage: In June 2022, simultaneous

outages occurred in two major subsea cable systems,
leading to congestion and packet loss for numerous
wide area networks traversing the Suez Canal (Bel-
son, 2022).

2.4 Internet Layer

The internet layer focuses on the risks associated with
connectivity to external networks that are beyond the
direct control of the NOC, where they best-case have
a contractual agreement, and worst-case have no con-
trol whatsoever.

The predominant protocol at this layer is BGP
(Rekhter et al., 2006), which encompasses IP transit,
Internet Exchanges, private peering, and BGP cus-
tomers. While BGP effectively navigates the intri-
cate Internet landscape, it suffers from security lim-
itations (Freedman et al., 2019). The protocol relies
on trust and does not verify the validity of exchanged
data, leading to significant confidentiality and avail-
ability risks as highlighted in the OECD Routing Se-
curity paper of 2022 (OECD, 2022). Efforts are un-
derway to address these systemic flaws, with promis-
ing technologies like RPKI (Bush and Austein, 2013)
employing cryptographic signatures to mitigate ori-
gin hijacking risks. Other initiatives such as BGPsec
(Lepinski and Sriram, 2017) and SCION (Rustignoli
and de Kater, 2022) tackle BGP path hijacking risks
but encounter their own challenges (Durand, 2020).

Examples of outages: In February 2008, a
Pakistani network operator mistakenly announced
YouTube’s IP addresses via BGP, resulting in a two-
hour global service blackhole (Hunter, 2008). These
announcements, intended for internal use only, were
leaked to their upstream provider and subsequently
propagated throughout the entire internet.

In June 2015, Telecom Malaysia leaked 179,000
prefixes to Level3, causing a significant volume of
traffic to traverse Telecom Malaysia’s backbone, lead-
ing to network overload, severe packet loss, and inter-
net slowdown worldwide (Toonk, 2015).

The deficiencies in BGP have also been exploited
maliciously. In August 2020, AS209243 announced
the IP addresses of a critical smart contract user inter-
face for the Celer Bridge cryptocurrency exchange.
The attacker obtained authorized HTTPS certificates
and reportedly stole a total of USD 234,866.65 worth
of various cryptocurrencies (The SlowMist Security
Team, 2022; Kacherginsky, 2022).

2.5 Cloud Layer

Today, numerous services are delivered through var-
ious cloud providers, ranging from on-premises so-
lutions to Infrastructure as a Service (IaaS), Plat-
form as a Service (PaaS), and Software as a Service
(SaaS). The level of risk varies depending on the ex-
tent of responsibility transferred from the NOC to
the dedicated teams of the service providers. How-
ever, it’s important to assess the Return on Security
Investments (RoSI) considering the costs involved.
ISO27017 (ISO, 2015) provides a specific code of
practice for securing Cloud Services. Cloud-related
risks also extend to supporting services such as email
systems, documentation systems, and customer man-
agement systems.

During an outage at a major cloud provider, the
impact can be severe, leaving the NOC with little to
do but wait. To mitigate cloud risks, systems can
be distributed across multiple cloud providers and
failover protocols can be implemented.

Examples of outages: In December 2021, Ama-
zon Web Services (AWS) experienced a significant
outage in their IaaS service, causing disruptions to nu-
merous dependent services (Goovaerts, 2021; AWS,
2021).

In October 2022, the Cloudflare Content Delivery
Network (CDN) cloud service suffered an outage due
to a software bug, resulting in a failure rate of around
5% for over six hours (Graham-Cumming, 2022).

2.6 Applications Layer

Application risks arise from both internally devel-
oped applications and those developed by third par-
ties. To mitigate risks associated with third-party ap-
plications, thorough sandbox testing and duplication
strategies are employed for critical services.

Ensuring well-written applications with minimal
software errors and effective error handling is crucial
for reducing availability risks. While confidentiality
risks are beyond the scope of this document, it’s worth
noting that breaches in confidentiality can also impact
availability. ISO27002’s Clause 14 provides recom-
mended controls for secure application development
and service protection.

Application-based redundancy can be imple-
mented to safeguard the service from significant out-
ages at lower layers. In such cases, if the primary
backend service fails, the application can utilize a sec-
ondary backend service.

An example of an application causing availability
issues is the Facebook outage in 2021, which resulted
from a software bug and potentially led to significant
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revenue losses in the tens of millions (Integrated Hu-
man Factors, 2022).

2.7 Services Layer

The services provided by the organization are what
customers ultimately experience. These services de-
pend on all underlying layers and may also depend on
purchased services. Mitigation measures are imple-
mented at lower layers to minimize service outages.

Customer contracts often include Service Level
Agreements (SLAs) that define expected availability.
If the sold service has a better SLA than the purchased
service, risk mitigation is necessary. SLA levels can
vary widely, ranging from 99% to 99.999% uptime
per year. SLAs are addressed in ISO27002’s Clause
18.

While planned maintenance is typically exempt
from SLA contracts, it still impacts availability and
requires mitigation. Risks may also arise from fail-
ures of subcontracted supporting services, such as
payment services. Using redundant services can re-
duce risk but increases costs.

The root DNS service exemplifies a highly critical
service with a resilient design. It is distributed across
independent servers, avoiding dependency on any sin-
gle entity. Even during heavy DDoS attacks (ICANN,
2007), the DNS service remained robust and did not
significantly disrupt internet traffic.

An undisclosed root cause led to the September
2022 Zoom outage, causing the Video Conferencing
service to be unavailable and resulting in numerous
failed video meetings (Goyal, 2022; Silberling, 2022;
Zoom, 2022).

2.8 Organizations Layer

The quality of service delivery relies heavily on
the organization itself. A positive company culture,
strong policies, and employees who adhere to those
policies can significantly reduce human errors.

Implementing a robust Information Security Man-
agement System (ISMS) with comprehensive risk
policies and effective mitigation measures is essential.
Considering the culture, policies, and certifications of
providers and peers is also important, as customers
may require adherence to standards like ISO27001 or
NIST800-53.

Furthermore, organizations may have dependen-
cies on overarching entities such as trade unions,
employer organizations, industry associations, and
Regional Internet Registries and network operators’
groups.

Examples of outages include a 10-day IT outage
in July 2022 at the UK’s largest hospital, attributed to
a lack of attention to IT security in the company cul-
ture (Thimbleby, 2022). Another instance was nation-
wide internet shutdowns in Lebanon in 2022 due to a
strike by employees of the state-owned telco, Ogero
(Barton, 2022).

2.9 People Layer

Human errors are inevitable, and a NOC must take
measures to protect the service against common mis-
takes. Implementing effective procedures and reduc-
ing stress can help mitigate this risk. It is also impor-
tant to address the risk of disloyal employees through
compartmentalization, need-based access rights, and
a strong Human Resources team.

Other people-related risks include the impact of
sick leave and employee departures, which can lead to
knowledge loss and potential exposure to competitors
or attackers. Documentation plays a crucial role in
mitigating these risks, ensuring that no individual pos-
sesses irreplaceable knowledge within the company.

Numerous significant outages in the internet world
have been caused by human errors that went unde-
tected by control systems. Examples include the June
2022 Cloudflare outage (Belson, 2022), the October
2021 outage affecting Facebook, WhatsApp, and In-
stagram (Integrated Human Factors, 2022), and the
February 2017 AWS outage (AWS, 2017).

2.10 Governance Layer

The risk of breaking local regulations or national laws
is most often associated with Confidentiality and In-
tegrity, but the punishments may be severe and even
cause availability outages, for instance if a court or-
ders the temporary or permanent shutdown of a ser-
vice. The financial impact of a breach of contract
or breach of regulations, or even a customer boycott
must also be considered, as this may lead to cost cuts,
including cut of security measures.

Example of outages: When the Russian army en-
tered Ukraine, western countries deployed sanctions
towards Russian entities. On the 3. March 2022,
Cogent terminated services to Russian organisations
with 24 hours notice and stated they would turn off
all co-located equipment and prepare it to be picked
up. Lumen at the same time disconnected all their
hardware in Russia (Madory, 2022).
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2.11 Governance Layer

Governance risks are often underestimated in risk
evaluations. These risks can arise from national
governments, central internet governance bodies like
ICANN and RIR, and centralized services such as
IRR, RPKI, and Root DNS. Critical services must be
prepared to withstand potential outages of these gov-
ernance services.

Static risks in the Governance Layer exist during
implementation, while dynamic risks involve changes
in laws and regulations. Other risks include IPv4 ad-
dress exhaustion, legal actions such as “cease and de-
sist” letters, and being blocked by governmental fil-
ters or embargoes.

Failure to comply with local regulations or na-
tional laws on confidentiality and integrity, may lead
to severe punishments, which again might impact
availability. Breaches can lead to legal orders for
temporary or permanent service shutdowns, financial
penalties, and customer boycotts, potentially necessi-
tating cost cuts and reduced security measures.

Example of outage: In March 2022, following
the Russian army’s entry into Ukraine, Western coun-
tries imposed sanctions on Russian entities. Cogent
terminated services to Russian organizations with 24
hours’ notice, while Lumen disconnected their hard-
ware in Russia, causing service disruptions (Madory,
2022)

3 MODEL VERIFICATION

The efficiency of the 10-layer model was verified for
two different networks.

3.1 Risk Registry Analysis of Exiting
Network

To test the new 10-layer model, we were allowed
access to the risk registry from a global network
provider, and mapped all the risks that were identi-
fied during their ISO27001:2013 risk discovery pro-
cess into the proposed model as well as into the
ISO27001:2013 and NIST800-53 models for compar-
ison. The risks are anonymized, but the statistics may
be published.

We see that for ISO27001, each risk maps to on
average 8.9 controls (median 8), and for NIST800-
53, each risk maps to an average of 4.8 controls (me-
dian 5). In the 10-layer model, however, only three
risks map to two layers, while all other risks maps
to a single layer. For ISO27001 and the 10-layer
model, all risks were covered, but for NIST800-53,

eight risks were not discovered by any of the sections.
The types of missed risks were Governance risks and
risks to non-production equipment like lab equipment
and equipment during transport.

3.2 Risk Discovery Process for a New
Network Service Provider

Our second verification project uses the new 10-layer
model to discover risks associated with the implemen-
tation of a new small research network for a local re-
search organization. The network spans a metropoli-
tan area, with two sites and two separate IP transit
sessions.

The risks for this network was discovered by inter-
viewing the NOC for the new research network, using
the 10-layer model as basis. After this risk discovery
process, the ISO27001 and NIST800-53 frameworks
were briefly consulted to discover any risks that were
un-noticed by the 10-layer procedure.

The result of the risk discovery was 55 risk points
across all 10 layers, out of which 48 were assigned a
mitigation plan.

The second risk discovery process, using the
ISO27001 and NIST800-53 frameworks did not re-
veal any new risk points, and the interviewees (sub-
jectively) found this process more confusing and less
straightforward than the process based on the 10-layer
model. When asked to elaborate, the subjects stated
that the risk areas were not well defined when applied
to Network Availability and the 10-layer model was
easier to follow.

4 DISCUSSION

The certification market has grown into a multi-
billion dollar industry, with standards like ISO27001,
NIST800-53, and SOC2 gaining significant momen-
tum. However, we believe that the inherent classifi-
cation in these standards may not be well-suited for
effectively managing network and service availability
risks. Relying solely on these standards for risk dis-
covery can lead to confusion, oversights, and unnec-
essary work, resulting in incomplete risk management
and employee frustration.

While none of these standards provide a manda-
tory risk discovery interview template, we propose
our 10-layer model as a suitable foundation for con-
ducting such interviews in alignment with any secu-
rity standard. This model is familiar to the Network
Operations Center (NOC) and encompasses all rele-
vant risks, making it easy to understand and facilitat-
ing classification. By using this model, the NOC can
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gain confidence in their ability to handle all risks ef-
fectively.

It’s important to note that mitigating every single
risk may not be necessary, but being aware of all risks
and making informed management decisions about
whether to accept or mitigate them is crucial. By con-
fidently producing a comprehensive risk management
report using this model, a NOC manager can instill
trust in top management, reassuring them that the net-
work and/or service is in capable hands.

In conclusion, while existing certification stan-
dards have their merits, our proposed 10-layer model
offers a practical and comprehensive approach to risk
discovery and management. It empowers the NOC
with a familiar framework, facilitates risk classifica-
tion, and ultimately contributes to a more confident
and capable handling of network and service risks.
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