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Chapter 1

Introduction

1.1 The New Cosmological Paradigm

The accidental' discovery of the Cosmic Microwave Background radiation
by Penzias and Wilson[33] in 1965 started a new era in modern cosmology.
Although it was already predicted by Gamow [15] as early as 1946, and one
research group led by Dicke already [41] went looking for it, the discovery
took the scientific community by surprise. In the Big Bang scenario, this
radiation is thought to emanate from the young universe, at about 300.000
years after the Big Bang. But it was not until the launching of the COBE
satellite in 1989 that precision measurements of this residual radiation could
be made, showing a perfect thermal spectrum and a very small anisotropy in
temperature of the sky of the order of one part in 100.000, which many would
call noise. Since then ground based balloon experiments and the WMAP
satellite have increased the precision of the measurements, and the upcoming
PLANCK satellite will delve even further into the radiation, exploring the
polarization spectrum amongst other aspects.

We start our exploration of the Cosmic Microwave Background (CMB) by
studying the background cosmology given by a smoothly expanding universe.
Throughout this thesis we will be using units of c = h = kg = 1.

1.2 The Smooth Background

We will here present the equations for the smooth background universe, which
are often referred to as the Friedmann-Robertson-Walker (FRW) equations.
We are throughout this work assuming a flat universe with coordinates z* =

!Serendipitous as many authors have said lately.
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(t,x,y, z) and with the metric
ds® = —dt* + a*(t) (da® + dy* + dz*) (1.1)

where a(t) is the expansion factor. We are assuming that the cosmological
plasma is a perfect fluid, hence we will use T}, = diag(—p, P, P, P), where p
and P is the energy density and pressure respectively. The Einstein equations
are given by G}, = 87GT}/, where G}, is the Einstein tensor. Starting with
equation 1.1 we obtain the FRW equations

(1) = ") (1.2)
1d?a 1,
e T E— . 1.
o SH(t) = —4nGP (1.3)

We have here defined the Hubble factor H = i%. It is at this time we
introduce the Hubble constant Hy = H(ty) corresponding to the value of
the Hubble factor today. The Hubble constant is parameterized as Hy =

100h kms~'Mpc™!, where current estimates for h is about 0.7. It is also
2

convenient to set the the critical density p. = %, corresponding to the

energy density of a flat universe. With these definitions we can write equation

(1.2) as

H? = ngﬁ. (1.4)

Conservation of energy is upheld by the equation 7%, = 0 which gives

d
d—’;+3H(p+P) —0. (1.5)

The expansion factor a is related to the cosmological redshift z by

1+ 2(t) = (1.6)

where 1 is the present time.

1.3 Cosmological Species

In the standard model of cosmology we have basically 5 different constituents.
These are the photons, baryons (including the electrons), neutrinos, (cold)
dark matter and dark energy. We usually characterize these fluids by their
equation of state P = wp, with w = % for radiation and w = 0 for matter
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(dust). The simplest form of dark energy has w = —1, corresponding to a
cosmological constant. Integration of equation (1.5) gives

pox q 30Fw) (1.7)
which leads to
Prad X a4 , Radiation (1.8)
Pm < a”> , Matter (1.9)
pde = constant , Cosmological Constant (1.10)

We employ present time normalization for the scale factor, i.e. we set a(tg) =
1. With this convention we can write for species X

px = poxa *0F), (1.11)

where pox is the present time density. It has become customary to express
the present day densities in terms of the critical density p.., i.e. we define
Qx = pxo/per- For the matter density we obtain

Pm = pchmoa_ga (112)
which we could split up into a baryon part and a dark matter part

0p = PerSlpa (1.13)
Pedm = Pchcde_S (114)

with Q0 = Qp + Qeare. For the photons we will use [10]

d’p  p
=2 —_— 1.15

where p is the photon momentum and 7' is the (zero order) Temperature.
Calculating this integral [10] gives

2
Ty

= —T" 1.1

Observe that this shows that the temperature of the universe scales as a1,

we can hence write
T = Toa . (1.17)

The present temperature of the CMB photons T has been measured to great
accuracy to be
To = (2.725 £ 0.002) K. (1.18)
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The CMB temperature of the sky is very uniform (~ 107°) and the radiation
has an almost perfect Planckan spectrum (see figure 1.1). We can use this
value of Ty to rewrite the the radiation energy density

Pr = Per 2.47 - 107 %h 24
= per Qea”? (1.19)

In our flat universe we have that

QTot - QmO + Qde + Qr
~ Qo+ Que = 1, (1.20)

where we have approximated the total relative density 27,; with only the dark
energy and the matter components since radiation is completely negligible
at ty. Before we leave this section it is informative to state the scale factor
in terms of cosmic time. This is

a o 3T (1.21)

which one obtains from equation (1.2) using (1.3).

1.4 Cosmological Epochs

As we saw in the previous section, the different cosmological constituents
decay at different rates, and radiation decays most rapidly. Hence one can
expect that the universe undergoes epochs where the different species domi-
nate. In the standard model the early universe was dominated by radiation
which then goes over to a matter dominated universe. At later times the uni-
verse becomes less matter dominated, dark energy will overcome the matter
dominance and the cosmos becomes dark energy dominated. An era which
we will discover has importance in the generation of perturbations of the
CMB is the time when the radiation density becomes equal to the matter
density which is called the epoch of matter-radiation equality. The expansion
factor a., = a(te,) when this occurs is obtained by equating the matter and
radiation densities. We obtain

(g = 415 - 1075 (Qoh?) ™" . (1.22)

It is interesting to calculate when this actually occurs in the ACDM model.
One way to do this is to assume that the universe is completely radiation
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Figure 1.1: The CMB radiation spectrum given from the WMAP experiment.

Where we to include the error bars, the thickness would be less than that of
the curve. This figure is obtained from [36].

dominated up to the point of equality. We hence have H = Hy\/Q,.a2. Since
dt = 1/(aH)da, we get

teq Qegq 1
teg = dt = - d
’ /0 /0 aHov/ a2

1 /aeq ;
= — ada
HO\/ Qr 0
2

aeq

2H,/Q,
=4.28-10"°H; "' ~ 59.000yr. (1.23)
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Some authors do actually employ this value for the time of equality, but
realistically this value must be incorrect as close to ., there is a significant
amount of matter in the universe. To rectify this we would have to use
H = Hyv/Q.a=* + Qoa=3 in the above integral, as in [34]. Firstly we have
that p, = pe-Qra™ and py, = perQmoa>. Then the scale factor at equality
can be written as ac; = €,/,,. We thus obtain

Geq 1
teg = da
I /0 aHov/Qra=4 + Qa3

da

1 /“eq a
HO\/QmQ 0 ,/aeq +a
1 2 3
-4 - ve
Hov/ g 37 [
=3.35-107°H,"
~ 47.000yr. (1.24)

Hence the former value is about 20 % off. Of course, compared to the age of
the universe this offset is insignificant, but it does carry a message that we
must be careful when dealing with these matters. Specifically it is important
after equality to include a radiation component even though matter is the
dominant species.

1.4.1 The Cosmic Plasma

As the universe continues it’s expansion, the baryonic part of matter is
tightly coupled with the photons through Compton scattering creating what
is known as the photon-baryon plasma. The perturbations occurring in the
this fluid can be viewed [25] as an oscillator where the pressure from the
photons tries to overcome the gravitational attraction. The presence of the
baryons raises the inertia of the fluid increasing the effective mass of the os-
cillator. The (cold) dark matter components effect the photon perturbations
only indirectly through their effect on the gravitational potential.

The oscillatory behavior of the cosmic fluid can only continue as long as the
temperature is high enough. When the thermodynamical temperature de-
creases below the ionization energy for Hydrogen the electrons combine? with
the protons and the photons are decoupled from the baryons, thus making
the universe transparent. This era is known as the time of recombination,
decoupling or last scattering. For the standard model this occurs for

a(tree) = ay ~9.08 - 1074 (1.25)

2 Actually, detailed calculations show that this occurs roughly for T ~ 0.25¢V, much
less than the expected 13.6eV .
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which corresponds to a redshift of z ~ 1100. During recombination the pho-
tons are freed from the baryons and are able to free stream in every direction.
The photons encode the state of the cosmic fluid in the moments before last
scattering, hence measuring this residual radiation probe the universe at the
time of decoupling. This radiation is the CMB that we have mentioned of-
ten already. Figure 1.2 shows this radiation as observed from the WMAP
experiment [36].

Figure 1.2: The Cosmic Microwave Background Radiation observed from the
WMAP satellite [36]. The blue spots indicate hot regions while the red areas
are cold.

1.5 Conformal Time

In an isotropically expanding universe it is both convenient and useful to
introduce an alternative time scaling. This is known as conformal time n

and is defined by

1 1
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We will throughout this thesis mainly be working in the conformal time
setting. The smooth metric of equation (1.1) becomes

ds* = a*(n) (—dn® + da® + dy* + dz*) . (1.27)

We will study the physical interpretation of conformal time in chapter 3, for
now it is sufficient to give an example of the conformal time in a universe
with radiation and matter.

1.5.1 Conformal Time in a Radiation-Matter Universe

The conformal time in a matter-radiation universe can evaluated by integrat-
ing equation (1.26). With the Hubble factor given by

H = Hor/Qpoa=3 + Qa4 (1.28)

we obtain

1 /a d 1
r
= Hy 12/ Qor =3 + Qr—%

1
. —
HO/ T\/ mor—i_g2

if\j_:(? [\/ + /U — VO, /Qm0:|

— H()—\/Q_mo [V + aeq — /g - (1.29)

This is the conformal time in a cosmology with both matter and radiation.
We will return to this expression in chapter 4.

1.6 The Goal

The aim of this thesis is to give a "not-so-short” introduction into the gener-
ation of the observed anisotropy of the Cosmic Microwave Background. We
will throughout the chapters develop the tools and formalism necessary for
this task. Whenever possible, full analytic derivations of results will be given.
We are presenting the path of ”least resistance” in understanding the CMB
without sacrificing detail and restricting our treatment to a ACDM model.
There will although some aspects we will not cover and we will make some
simplifications in our treatment.
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1.7 Overview

We start in chapter 2 by examining the Boltzmann equation of the cosmic
plasma in the linear regime. We will here calculate the first few moments of
the Boltzmann equation and state the Einstein equations for the perturbed
metric. Here we find the fundamental equations for our problem.

In chapter 3 we look at Inflation. We will investigate a simple single-field
inflationary model and see the implications this has on the generation of the
primordial perturbations of the gravitational potential.

In chapter 4 we will make an in-depth study of the perturbations to the
temperature and discover a useful approximation of the Boltzmann equations
in the tight-coupling limit.

In chapter 5 we investigate the effects of inflation on structure formation and
see how linear growth is treated in the literature.

Chapter 6 introduces the power spectrum of the CMB which quantifies the
anisotropies in the background radiation. We will obtain an expression for
the power spectrum in the large scale limit and an approximation in smaller
scales.

Finally in chapter 7 we study our model for the CMB power spectrum and
compare it to results obtained from CMB software. We also discuss some
aspects for future work.

In the appendices we present some of the foundations of the formalism used
throughout the thesis. In addition we include the numerical codes used in
the simulation of some of the results.
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Chapter 2

Cosmological Perturbation
Theory

2.1 The Boltzmann Equation for the Photon

In the following we will be studying scalar mode perturbations to the met-
ric. The Conformal Newton Gauge, also known as longitudinal gauge, first
considered by Mukhanov [31] in 1992, is a gauge particularly suited for cal-
culating the scalar perturbations. The line element in this gauge is given
by

ds* = a®(n) (—(1+29)dn* + (1 + 2®) §;;dz*da’) (2.1)

where we have introduced conformal time n with dt = a dn.

The potential W can be interpreted as the gravitational potential in the New-
tonian limit, and ® is the fractional perturbation to the spatial curvature.
We will see later that in the absence of anisotropic stress or pressure (see
section 2.3), the potential ® = —W. The aim of this chapter is to derive
the Boltzmann equations for a relativistic cosmological fluid, specifically the
photon. The strategy will be to find an expression for the geodesic equation
in the given setting and combine these with the Boltzmann equation. The
resulting equations will then be rewritten with spherical harmonic functions
in Fourier space to obtain an infinite set of coupled differential equations.

2.1.1 The Distribution function in Phase space

At this point we introduce a six dimensional phase space consisting of the
coordinates (z1, 2%, 23, Py, P5, P3), where x' are the spatial coordinates and P,
are the conjugate momenta to 2. From Hamiltons equations, the conjugate
momenta are constant throughout the expansion[30]. We shall soon see how
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these relate to the proper momenta p’.
We now define the distribution function f(x', P',t). This function gives the
number of particles in the phase space volume element dz'dz?dz3d P'd P2d P?

as
AN = f(2', P',t)dz' d2’dz*d P dP?dP? (2.2)

Note that f is a scalar[10] and invariant under canonical transformations.
For a relativistic bosonic gas, being in thermal equilibrium to 0’th order, the
distribution function is of the form

s 1
h? exp <%) - 1’

f= (2.3)

where
e [ is the particle energy.

e T is the temperature.

1 is the chemical potential.

h is the Planck’s constant.

e k; is the Boltzmann constant.
e ¢, is the spin degrees of freedom.

We will set h = k;, = 1 from now on. For photons, g, = 2 , corresponding
to the number of plane polarizations in orthogonal directions. The chemi-
cal potential p can in fact be omitted in the expression for f. Just before
nucleosynthesis the relativistic species consist of three neutrinos, photons,
electrons and positrons. One can use the Standard Model to calculate the
chemical potential for all species. The calculations imply that for successful
nucleosynthesis one needs p < 7. We will in the following only study the
photon distribution function, thus we will set £ = p, the photon momentum.
Thus the modified form of the distribution function becomes
2
f_exp(%)—l (2.4)

Many interesting quantities can be expressed in terms of the distribution
function. The most obvious one is the total particle number given by

N:/f(a:i,Pi,n) dx'dz*dz*dP'dP*d P>, (2.5)
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More importantly from [29], we can express the energy-momentum tensor as

—12 Bl

0

Tuu - /dPIdPQdPS (_g) f(xlv Piv 77)7 (26)

where ¢ is the determinant of the matrix (g,,). Observe now that in the
following calculations I will omit the factor g, , recalling to add it in again
whenever necessary, f.eg when calculating 7}, .

2.1.2 The Geodesic Equations

Considering a space-time point z* = (n,x), the geodesic equation for a free
particle is
Par, da®dal
DF e Ay
where A is an affine parameter. I will now rewrite the equation in terms of
the 4-momentum P*.
By definition we have that

(2.7)

Pt =— (2.8)
so the natural choice for A would be

dz®  dn
0 = — L 2.9
d\x  d\ (29)
We insert these definitions into the geodesic equation to get an expression
involving only P*
dpP* o
Pod_n +Th, PP’ =0. (2.10)
Using the expression for the Christoffel symbols, this equation can be treated
further [10] to obtain

H a ppf
dP o (lagaﬁ B 8gya) P*P (2.11)

dn 2 Orv  01P po

where g, is the metric tensor.

We shall here derive the geodesic equation for the photon which we will use
in conjunction with the Boltzmann equation in the next section. But we gain
some insight into dynamics of our system by studying the geodesic equation
alone. This will take us into the Sachs-Wolfe effect [35] in a simplified form.
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The 4-momentum P*

We need to find an expression for the 4-momentum P* of the photon. Note
first that since the photon is massless, we have

P? =g, PP’ =0, (2.12)

that is o
goo(P")? + g;; P'P7 = 0. (2.13)

Defining p? = ¢;; P'P? and inserting the value for ggo yields
—a*(1 4+ 20)(P°)? +p* =0, (2.14)
which when solving for P° leads to

P P
Pl= 2~ (1-U)E. 2.15
a1+ 20U ( )a (2.15)

To find the comoving momentum P’ we note that it is proportional to the
proper momentum given by p' = pn' where n’ = n; is a unit directional
vector

P'=D-p". (2.16)
Hence we have that
P’ = gijPin
= giyp°n'n’ D?
= a*(1+ 2®) p*§;;n'n’ D?
= a*(1 + 20) p*D?, (2.17)

where T have utilized the relation d;;n‘n’ = 1, which holds since n’ is a unit
vector. Solving for D in equation (2.17) we obtain

B 1 N 1—® (2.18)
T a/1+20 o« '
Hence the comoving momentum P° is given by
. 1—-®
P'=pn' (2.19)
a

We will use these relations in the following section to find the geodesic equa-
tion for the photon. Before we proceed to do this, let us find an expression
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da?

for the velocity of the photon e By the chain rule, we have that
dz'  dx’dA
dn — d\ dn
Pz’
= 5o (2.20)

Inserting equations (2.15) and (2.19) into this expression we obtain to first
order in ¥ and ®
da’
dn

=n'(1—®+ V). (2.21)

The Geodesic Equation for the Photon

We will now find an expression for the Geodesic equation in terms of the
variables introduced here. It will suffice to calculate the time component
since this will give us directly the change in p , i.e. fl—f;. In the following,
over-dots will represent differentiation with respect to conformal time.For
easy reference we present some useful expressions we will use in the following

calculations

goo = —a*(1+20) (2.22)

0 = %*;2‘1’ (2.23)

g1 = a*0;;(1 + 2@) (2.24)

%L;O = —2aa(1 +2V) — 2a2%—: (2.25)
aai;j = 5ij (2aa(1 +23) + 2a2g—f) (2.27)

5 P;fj - 5(1 — 20 + ) (2.28)
H = % . (2.29)

A few comments are in order at this point. Equation (2.29) defines a ’con-
formal Hubble parameter’ related to the Hubble parameter H by H = aH.
Equation (2.23) follows from g% = gﬁ since g, is diagonal.
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Concerning equation (2.28), we use equations (2.15) and (2.19) to obtain

PP
6 P

p*(1 —29)/a’

i Po

~
~

p(1-V¥)/a
(1—-29)(1+ V)

SHESESE RS

(1—20 + W), (2.30)

We can now undertake the task set before us. The time component of the

geodesic equation is

dP"

pep?
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_ ov lagaﬁ . agua
2 Ozv
010905 PPP . Ogua PP

2 Oxv PV

)

oxP PO

Starting with the right hand side, the first term is

1 Oyagaﬁ PQPB
29 oxv PV
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00 8ga5 Papﬁ
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1
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1

00

2
1420
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= 21— 20)(1 +20)P° + %—\DPO
a

- (%(1 —20)(1 + 20) +
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~9%g000P" + =9%gi50

)

po on PV
1 pPpI

2 PO

(—2aa(1 +20) — Qan—:I;) P?

—1+2¥
_l’_—

PP
P

+ 2@28—¢)> (51

(zaau +20) 5
U

U

0% ; PP
Gy ) o

= (2.32)

Recall that we omit all quadratic terms in ® and . Hence

ov

—(1—-29)P° —

on

(9_\IIP0

= (2.33)

and (1 —20)(1+20) =1—4¥2~ 1 and (1 — 2¥)(1 +20) ~ 1 — 2 + 2.

Inserting this and equations (2.28),

(2.29) and (2.15) into equation (2.32) we
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get
oy OGap P PP QPO ov po
27 Ozv PO a an
od Pipi
D pow
—HEQ )+ 222
Ha( )+a877
~(H =20 +20)+ 22) 21— 90 4 )
an /) a
p pov P p O
=H-(1-V)+=— —H=(1—-V) — =—
Ha( ) on Ha( ) a On
poV  pod
=-— —=—. 2.34
adn adn (2:34)

In the third line I have used that
(14+V—-20)- (1—-20+20)=1—-20 420+ ¥ —20=1—-T. (2.35)
Working now with the second term gives

Ouagua pepr _ 00 9900
oxb PO g ozh '
= ¢%g00.0P° + 9" goo.: P’

= — a2 (-2@(1(1 + 2\1’) — 2(1 8_77) P

e (—2@2 (N.) P

P8

a? ozt
_2HP0+26\PP°+28\PP1
on ox?
P p OV 8\I/p
=2HE(1—0) +25— +2 n' 2.
Ha( )+ o + 5 (2.36)

Subtracting equation (2.36) from (2.34), the right hand side of the Geodesic
equation (2.31) becomes

—2H§(1—@)———————2+—n'. (2.37)
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For the left hand side of equation (2.31) we have that

dP° d 1
= = (p1=-1)=
dn  dn (p( >a)

_ldp pdV¥ d (1
B adn(l v) a dn +r(l \Il)dn <a>
1dp (9\11 oV dz’ P
S G D < ~Pa-vw
adn( ) ( oxt dn a
_ldp po¥ pov .
B ad77<1 ) adn adxt a( —- DR, (2.38)

where in the last line I have used Cfi—f; =n'(1—®+ ¥). Combining equations
(2.38) and (2.37) we obtain

1dp po¥ pov . p P p oV
S gy PO PO P gy = —onPa—w) - 22T
adn( ) a on aaxzn a( JH Ha( ) a on
p 0P oV p
—=—— —2—=n", (2.39
a On dria (2.39)
which after rearrangement and multiplying by (1 4+ ) yields
1d od 6\11
S L VI (2.40)
pdn on " or

This is the geodesic equation for the photon, which is quite interesting to
study by itself. It describes the change in the photon energy in an expanding
universe boils down to three physical mechanisms. The first term quantifies
the loss of energy due to the expansion. The second term can be interpreted
as a shift in the energy because of a time varying gravitational potential,
while the last term is ascribed to a spatial variation of gravity due to matter
density variations, as photons lose energy climbing out of potential wells.
This is basically the first encounter with the Sachs-Wolfe effect [35], which
we will see many manifestations of throughout this work.

We will now continue with our work by combining our newly acquired equa-
tion with the Boltzmann equation.

2.1.3 The Boltzmann Equation

The evolution of the distribution function is given by the Boltzmann equation
(see appendix A)
df

o =clp) (2.41)
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where C[f] is the collision term with other species, mainly with the electrons
through Thompson scattering. In the absence of collisional effects, the above
equation is often referred to as the Liouville equation. Introducing conformal

time 1 we get
df _dndf _ Ldf

S e 2.42
dt dtdn adn ( )
Thus equation (2.41) can be written as
df
— =a-C|[f]. 2.43
T —a-clf (2.43)

We will now study only the left hand side of (2.43), including the collision

term in the next section. Recall that the distribution function is now a
af

function of x?, p and n’. Hence the total derivative an 1 expanded as

df 0f  da' Of dpdf _dn' Of

dn Oy dndxi  dndp  dn oni

(2.44)

Inserting equation (2.21) on page 23 and the geodesic equation (2.40) we get

af _of ,of Of 0® 0¥ dn® Of
dn_8n+n8xi pap H+8n+n8xi +d77(9ni

(2.45)

We can at this point simplify equation (2.45) by omitting the last term. In
the unperturbed universe, the distribution function f is a function of only
p and not the photon direction n’. Thus % is non-zero only for higher
order perturbations, i.e. 1.order or higher. In addition, the change in photon

direction, %—’5, is non-zero only in the presence of the potentials ¥ and ®.
Otherwise the photon moves in a straight line. Hence the product %% is
n on

at least of a 2.order term in the potentials thus rendering it negligible in our
linear setting[25]. This leaves us the expression

af _of _ ;o0f Of oe 0V
dn_0n+n8ﬂ p@p H+3n+n8xi : (2.46)

2.1.4 The Brightness Function
The Brightness function of the photon [28] is defined as

oT
T )
i.e, the fractional temperature fluctuation. Observe that we have defined ©
explicitly as a function of x, n, n and not of the magnitude of the momentum

0 =0(x,n,n) = (2.47)
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p. This will turn out to be a valid assumption, following directly from that
p is virtually unchanged through interaction with other species’, specifically
the photons through Compton scattering. The distribution function can now

be written as .

exp [m} -1

Observe that we have set the (zero order) temperature 7" as a function of time
and not space. In the zero order universe, the photons are homogeneously
distributed, rendering 7' to be independent of position x and direction n.
Since the perturbation © is small (of the order 1075), we can Taylor expand
the distribution function f to first order in ©. Defining

f(x,p,n,n) = (2.48)

fo= (2.49)

1
exp (%) -1’

as the zero order distribution function. Expanding equation (2.48) we obtain

faht 20 e
1 0
= W + aT (fo)-TO. (2.50)

We will be using equation (2.50) with Boltzmann Equation (2.46). It will
thus be handy to express the derlvatlve = by a derivative with respect to the

momentum p since the derivative a% is present in the Boltzmann Equation.
We can accomplish this by noting that
dfo 1 p p
7o _ . . <_> .
0" (eap(p) -1 T T
__exp(R)  p
- 2
(exp (§) —1)" T
dfo
= 2.51
P, (2.51)

We can use equation (2.51) to interchange derivatives whenever appropriate.
Hence we obtain
0fo

f=1Jo— (2.52)

We will soon insert this equation into the Boltzmann equation in section
2.1.6, but let us first investigate the zeroth order Boltzmann equation.
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2.1.5 Zero Order Temperature Scaling

We will now see that we can extract interesting information about our uni-
verse by just studying the Boltzmann equation up to zeroth order, which
will also serve as a consistency check for our work. To zero order, all in-
stances of ®, U and © will vanish. Thus the equation (2.46), the zeroth
order Boltzmann equation becomes

af _of . ;of  of

Ly s —aC 2.53

dn  On n o' papH aClfo, (253)
where I have now included the (zeroth order) collision term C[f]y. Insert-
ing the expression for the distribution, f = fy , and recalling that fy is

independent of z;, we get

Ofo  Of,,
W P r=aciyly. (254

The zeroth order collision term is 0, since we have set the distribution function

to a Bose-Einstein distribution where the photons are in equilibrium. Thus
the collision effects will by definition cancel [10]. Hence we are left with

fo  Of
— —p=—H=0. 2.55
o oyt (2.55)
Using equation (2.51), we have that
0fo _ 0fodT
on 0T dn
dT
_ _p0ofodl (2.56)
T Op dn
which gives
1dT dfo
—_ = — =0. 2.57
r5 % (237
This is equivalent to
1dT  1d
ot _raa (2.58)
Tdn adn
or simply
dl"  da
—_ = 2.59
= (2.59)
This implies that
1
T ~ = 2.
= (2.60)

which is exactly what we expect, a result previously obtained from heuristic

arguments in chapter 1. Hence the temperature of the universe T' scales as
-1

a”".
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2.1.6 First Order Boltzmann Equation

We will now continue our derivation of the Boltzmann equation of the pho-
ton, going now to first order in ®, ¥ and O. Inserting equation (2.52) for
the distribution function into equation (2.46) we obtain (recall that © is

independent of p)
0
- (0-150)
dp

v_2 (fo o)
dp
<f0 820 > X {H+g—i+n12ﬂ

dn

:%_ - 8f0® _|_nz'8f0_ ni%a@
9 fo dfo dfy [0D O
papH+p@ap {p ap} H Pap {877 +n W] (2.61)

The first and the fifth term cancel as shown in section 2.1.5 . The third term
is 0 since fy has no explicit position dependence. Thus

A _ 0 [ofhg] _ 0500
dn pan 8p Jp 0x*
dfo dfo , 0V
cren L [[2] 20 [0 00
Now we have that
o] _ o0 0f  3f00
o0 {ap @] =% Papon (2.63)
Inserting a temperature derivative and using afo = —%%—J;f, we get
9 0hgl _ _ gdT 0 0 0fo0O
877 op dn OT Op dp On
el 0 (kY _ 01,90
N T Op p@p ap an
__eda/dn 0 ( 0f) _ 0,00
N a Op p@p 8p on
B dfo 0 fo 00
- perg, (p ap) Pp oy (264)
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where I have used that dTédn = —daédn

(2.62) we get

. Inserting this result into equation

G o d (20 0000 006
dn p op p(‘?p p@p on b Jp Ozt
0 dfo dfy | 0P OW
— (p=2) —p2 | = i —|. 2.
+p@Hé’p (p 6’29) dp {6’77 +n8x’] (269)
which leads to
df dfy | 00 00 00 oA
o S i S i — | 2.
dn p(?p[an+n8xz+8n+n8xl] (266)
Thus we finally obtain
dfy | 00 00 0 oA
—p—=— | =— — + — — | = . 2.67
p@p [8n+n8x’+8n+n8x’} aC[f] (2.67)

This is the first order Boltzmann Equation, which we will spend a great deal
of time studying in the coming sections.

2.1.7 Fourier Convention

Much of the analysis in this work will be done in Fourier space. Hence
we need to state the Fourier convention to be used here. Firstly, the three
dimensional Fourier integral of a function H(Z) is defined to be

H(k) = / dBr e FEH(F) (2.68)
with inverse
H(7) = / &k R (F) (2.69)
) (@n)p '

The Fourier modes will be characterized by the wave vector magnitude

k=Vk-k Hence -2 — ik’. Note that k' is an Euclidian 3D vector,
so k' = k;.

2.1.8 Free Streaming with no collisions

As a short illustration of the meaning of equation (2.67), I will now study
the Boltzmann equation (2.66) when the collision term C[f] is set to zero.
This corresponds to a time right after recombination where the photons free
stream towards us. We get

00 .00 0P OV
— — = —n'—. 2.7
an n ox’ an " oxt (270)
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We now go to Fourier space (see section 2.1.7). We obtain
O+iku®=—d—ikud, (2.71)

where we have introduced .
k-n
= — 2.72
. (272

which is nothing else than the cosine of the angle between the wave vector
and the photon direction! n. The Boltzmann equation can be written as

) 0 /~ . B -
—ikun ikun\ __ .
e n (@e ) =—0—ikuVv, (2.73)

which implies

2 (éeik‘m> = —&)eik’m —ikp W ethmn

on
Lo ~ 0 ”
— —_Ppethrn _\p— (e” un)
on
2o Lo 0 /=~ ”
— _Petkrn 4 Jetkun _ < ol /m)
n
0 /~ =\ o /- .
-2 (qf - c1>) - (w’““?) . (2.74)
on on
In the absence of anisotropic stress, we have that U=—-0 (see section 2.3).
Hence after rearrangement we have
- o U
9 (@elk’m> + 9 <\Ife’k’”7> 0% it (2.75)
on on n

We can easily integrate this equation

/T:O % (((:) + ‘i) eik‘m> dn = /7:0 2%61‘16;”70{77’ (2.76)

where 7, is the time of recombination and 7 is the present time. Integration
yields

[(C:) + q’) eik’m} " /770 Q%eik’mdn, (2.77)
e Jn,

!'Note that for ;1 = 1, the photon is aligned with k thus traveling along a direction of
changing temperature. If ;= 0, the photon is moving along a direction of non-changing
temperature[10].
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which after rearrangement gives

10
Sm) + () = (B(1) + () ) vy e [T oZ gy

! (2.78)
Equation (2.78) represents the anisotropies in the CMB temperature field
observed today in terms of the anisotropies at recombination. The exponen-
tial factors represents phase shifts in the wave fronts which I will neglect at
this stage.
Overdense regions are signified by ¥ < 0, hence the observed temperature
fluctuations (the lhs of eq.(2.78)) at these regions will seem colder. This
corresponds to photons being redshifted as they climb out of potential wells.
Conversely, under dense regions will seem hotter. This is the Sachs-Wolfe
effect in a simplified form. In addition we see from the above equation that
there will be an additional change in the spectrum if the potential ¥ is chang-
ing through the free streaming, quantified by the integral. This is due to a
change in the photon energy as it passes through time-varying potentials.
This is the Integrated Sachs-Wolfe effect, hence the name.

2.1.9 The Collision Term C|[f]

We will now undertake the task of calculating the collision term of the Boltz-
mann equation in a 1. order setting. The collision terms must include scat-
tering with other species’. The main collision process for photons is Compton
scattering which schematically looks like

e(q) + (D) < e(d) + () (2.79)
where ¢ and p’ are the electron and photon momenta respectively. The colli-

sion term[10, 25] is

ClU) = 57 [DaDd D (22)'8* (5 47 = 7) - 1M

x 8(E(7) + E@) — E(W) — E(d))

< L)) = LD )] (2.80)

where f,(q) is the electron distribution function and
Dg= 11 2.81
" e 250

is the Lorentz invariant momentum space element. The delta functions in
the integral ensure energy-momentum conservation. |M|? is the Compton
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scattering amplitude which T will state soon. The electron energy E(q) is
non-relativistic, hence E(q) = m,+ q?/2m,. It is therefore correct to assume
that the electrons are (classically) thermally distributed about a bulk velocity
vp. The distribution function will thus take the form[25]
_(J_ meﬁb)2:|

2.82
2mT ( )

fo(q) = (27)*ne(2nm.T) "3 2exp {
with vy, ~ q/me..
At these epochs the kinetic energy of the electron is much smaller than the
rest energy, so in the division of E(q) we can set E(q) ~ m.. In non-
relativistic Compton scattering, very little energy is transferred between the
electron and thee photon, so E(q) — F(¢') must be quite small. To evaluate
the integral we will need to "Taylor’ expand the delta functions. We can thus
expand §(E(p) + E.(q) — E(p') — E(q')) with respect to (¢')?/2m. about the
zero order kinetic energy (¢)?/2m., remembering that delta function 'deriv-
atives’ are defined via integration by parts.
Before we expand the delta function, we can already do the ¢’ integral, the
effect of which will set ¢ = '+ §— p/ in the integrands.

1 [ dq &' . 1 )
VN = | Goyim: | e O oy M
% 8(B() + ED) — BY) = EG+7~ 1))
< [LE+T-DI0) - L@ID]. (283)

Inserting the values of the energies leads to
T 43 q d3p/
C = M
000 = gy | o [ iy M

2 2 S 2
s (pr 2 _ﬂ_XQ+p )
2me 2me

< L5 +T- D0 - L@FD)]. (289

Since 7 — p/ is of the order p and ¢ is much larger than 7, we can set f. (7+
q—p') =~ fe(q) which gives

Ol = s [ st [t M

~ 4m?p (2m)3p
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We now need to address the task of expanding the remaining delta function.
We can expand it

6<p+ i —p’—M) ~ 5 (p+ Eulq) — ¥ — Eu(q)

2m, 2m, Ec(q)=Ec(q')
+ (Ee(q,) - Ee(Q)) X
0
-z E —
55 Ol + Bela) =
- Ee ! 9
(q )]) Ee(q)=FE(q')
(2.86)

which yields

0 <p+ < o M) ~d(p—p)+ (Ee(q) — Ee(q))x

2me 2me
d[p+ Ee(q) —p' — Ee(q)]
8Ee(q/> Ee(9)=Ec(q')

We can simplify the electron energy difference E.(q") — E.(q) by noting that
since ¢ is much larger than p and p’, we have that

i+p—p)? ¢
E(d) - Eu(q) =\ _

2me 2m,
_ @ 20 0=p) v &
2m, 2m, 2m, 2m,
~ —me . .

We now need to [10] relate the obtained delta function derivative to a deriv-
ative with respect to p’. This can be accomplished by recalling the fact that
for a general function g(z,y) = f(z — y) we have that dg/0x = —dg/0y.
This can be easily seen by setting w = x — y and calculating 0 f/0u in two
different ways. First with constant y

of _of dr_0of

ou  Or du Ox (2.88)
and then with constant x
of of dy Of of
= . L= .(-1)= —=. 2.
Oou Oy du 0Oy (=1) dy (2:89)
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These two expressions must be equal. Hence

Of (x —y) of (x —y)

= — . 2.90
Oz oy (2.90)
We can use this result on the derivative of the delta function with z = —FE,.(q)
and y = p’ which gives
_0[p+ Ee(q) —p' — Ee(q')] _ 9lp+ Eelq) —p' — Ee(q)]
I—E.(q)) Ee(9)=FEe(q') o/ Ee(9)=Ee(¢)
dd(p—p'
_P=p) (2.91)

oy

Using this result, the full (1.order) Taylor expansion of the delta function
becomes

2 74+ N2 ) = —’__785 R
5<p+ q _p/_(q P p)>25<p_p)+q (P =) 3(p—1)

2m. 2m, Me op

(2.92)

Inserting this result into equation (2.85) we obtain

T d3/
U - 1 [ st [k
[ g (F—p)0dp— p)]

me op
() — ] . (2.93)

Compton Scattering Amplitude

We now need to consider the Compton scattering Amplitude |M|* in the
Collision integral. The Amplitude squared will in general have an angular
dependence, of the order 1+ cos?(7i - n ), in addition to a polarization de-
pendence, where a small fraction of CMB photons become polarized by the
scattering[25]. I will in this simplified setting omit these effects. Omitting
the angular part will infer a 1% error in the final results?. Thus in our setting,
the Amplitude squared is

|M|? = 8rorm?, (2.94)

2Ad£iing the cosine dependence would infer an extra factor of © in the final results,
where ©5 is the quadropole moment of the temperature contrast.
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where o7 is the Thompson cross section. Inserted into equation (2.93) we
obtain

clr) =22 [ L@ [l 56 - o)

X [5(p—p')+

Calculating the Momentum Integrals

We are now ready to complete the task of calculating the momentum integrals
in equation (2.95). For this we need to recall how to evaluate Gaussian
statistical integrals, since the electron distribution function f.(¢) is a normal
distribution. The following integrals will thus be useful

d3q B
/er(@ = Te (2.96)
/(;ZTq)gmiefe(q) = N0}, (2.97)

Using these results, we can go further in evaluating the collision integral

(2.95).

i) = 27 [ (1) - 1)

<[50-1) [ 4 ni@

dq L (F=p)0d(p—p)
+ [ Gt a ] (20

Using equations (2.96) and (2.97) to evaluate the ¢ integrals we get

Clr) = 22 [0 ) - 169)

X [neé(p—p’) + Nty - (p—p)M]‘

o (2.99)
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Inserting now the 1.order perturbation of the photon distribution function,
equation (2.52) on page 28, we get

Clrtp) = 22 [ ) — o)~ 95 00) + 2000

L L, =.00p—17p
X [5 (p—p)+v-(p— p’)—(gp, b q : (2.100)
When multiplying the brackets in the integral we will obtain

il =" [5Gl - ulo)

parm
+5(p—29’)[ /aj;(’) (n )+P%—J§ U}
i (7= D2 (o) — o)
+ 0 (P—p) 85(2(;}; )

x (—p’gﬁ? (') + %—J;)@(n))]. (2.101)

In the above integral, we can see that the first term is 0 when integrating
over p’. We can in addition neglect the last term since it contains a product
of two small quantities, v, and O, hence being of 2.order in nature. This
simplification yields

o) = [T (500 p) |- F200m) + 150w

L L = 00p—1yp
+Ub'(p_p/)%

(@) = folw))]. (2102)

The integral has an angular dependence through the terms ©(n) and oIt
will at this stage be convenient to introduce an angular integration. Recall
that p' = p'n’, hence we can set d®p/ = (p/)2dp/dSY, where dS is the solid
angle element. In addition

/ deY — dr, (2.103)
or specifically
NN 47r

and

/dQ’ = /dQ’n’ ninj, = 0. (2.105)
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Inserting d*p’ = (p/)2dp'd€Y into the collision term we obtain

NeOT .y , ,0fo d fo
Clf —p47r/dp/d9 pp[pa,(Ha—p@()}
i 5= 2 o) - )] 2100

For all integrands with no n' dependence, integration over solid angle yields
simply a factor of 4.

i) = [T -5 w5 [aem)

pamr
+4mé(p—p) pa—ﬁ@(n)
i 282 o) ~ o)
—@¥§ﬁ%mm—ﬁ@»/mmqﬂ

(2.107)

The last term in the above equation is 0 since v, is a fixed vector, a result
from vector calculus. We now define what is considered as the monopole part
of the perturbation ©(n’)

Op(x,m) = Oy = % /dQ’@(n'). (2.108)

As explicitly stated above, ©q is a function of position and time. It rep-
resents the deviation of the monopole at a fixed position from the average
temperature in all space. With this definition the collision integral becomes

C[f(p)]Zne;T/ooodp’p’[—é(p—p) ’af(,)@o+5(p P)p aﬁ (n)

i P2 ) — )] (2109)

Multiplying through by the integral sign we get

NeoT afO

i) =" [~ [t wPa - e

p
> / af()
d )
+/0 p' p'pd (p — p)a O(n)

w [ a2 00 - )] (2110)
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The first two integrals are trivially calculated to give

L) =" - e + e m)
+ [Carppa a2 ) - )] (2a)

As hinted on before, we solve the last integral by partial integration

/OOO dp’p’p?fb . ﬁ%};p/)(fo(p/) . fo(p)) _
[plpfb -1 0(p — ") (fo@) — fo(p))}zo
_/Ooodp/p”;'m(p_p)aa, ' fo@') = 0'fo(p)] . (2.112)

The first term on the left hand side is 0. This implies

v 2 G — o) -

o0 a /
—/O dp'pvy - o(p —p') X {fo(P’)*’Pl ];02(9?) —p'folp)| (2.113)

The right hand side of the integral is

Integral = —/ dp'pp’ vy -1 o(p — p,>3fo(p)
0 o/
= [ e w8t - ) Gole') ~ o)
0
_0 R
= i T 2 Galo) — o)
_0
= _p%, - 7 J;O; ), (2.114)
Inserting this into equation (2.111) results in
_neorf 20y L 20fog v e 20T(P)
Cl ] = "7 | = 17, 00+ 0m) — i ivg 2, (2115)
which finally gives
9fo I
Clf(p) =—-p o ——n.or [0y — O(n) + T - 7. (2.116)

This is the collision term of the Boltzmann equation. It quantifies the change
in the distribution function as the photon interacts with the electrons through
Compton scattering.
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2.1.10 The Complete Photon Boltzmann Equation in
Fourier Space

We can now write down the full first order Boltzmann equation for the photon
with the collision term. Recall that

df
= a Clf] (2.117)

Combining equations (2.66) on page 31 and (2.116) we get

af[00 00 9% 0] 8f

_pap 0n+n8xi+8_n+n8xi dp

+ Ty -it], (2.118)

which leads to

00,00 0d 00

a—n—i-naxi—i—a—n—l-n%:aneaT[@o—@(n)—i—Ub-ﬁ}. (2.119)
Going now to Fourier space we get
é—kik:,u(:)qLCi)—i—ik,u\if:aneaT[éo—(:)—l-,uf)b]. (2.120)

where we have assumed that the baryonic bulk velocity v is irrotational
(V x 4, = 0), which implies that it has the same direction as k leading to
Up -7l = Upp. It is now convenient to introduce the optical depth[25] T defined
as

10
7(n) E/ dn'ancor, (2.121)
n

which is related to the mean free path of the photon. Differentiating this
equation with respect to conformal time gives

T = —an.or, (2.122)
which when inserted into equation (2.120) gives
O+ikpu®+d+ikpl =—7[0g— O+ i), (2.123)

This is the sought after Boltzmann equation of the photon. It is the first of
the fundamental equations we will need to study the cosmic plasma.
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2.2 The Boltzmann Equation for Baryonic Mat-
ter

We will now in this section find the Boltzmann equation for the baryonic
species’ of the Universe, mainly the electrons and the protons. In cosmology
it has been common practice to refer to the electrons as baryons although
they are leptons. I will perpetuate this ’abuse’ of terminology in this work.
I will specifically need an equation for the baryon velocity v, introduced in
section 2.1.9 to be able to calculate the photon power spectrum, since the
Boltzmann equation of the photon explicitly depends on v,. We will thus
need to run through all the calculations as we did for the photon, but now in
a slightly different setting. For instance, the species’ we are studying now are
massive and a few more interactions must be included in the collision term.
But let us now proceed with the calculations, starting with the geodesic
equation of a massive particle.

2.2.1 The Geodesic Equation of a Massive Particle

Recall that the geodesic equation for a free particle is

7 a pB
G a124
For a particle with mass m and energy F we have that
P? =g, P'P" = —m?
E = +/p?>+m?2. (2.125)

To find an expression for the 4-momentum P*, we define again p* = g;; P' P’
which gives
goo(P°)* + g;; P' P = —m”
—a?(1 4 20)(P°)? 4 p? = —m?

(poyr = B
a?(1 + 20)
E 1-U
PP=—— _~F : (2.126)

w120  a

In finding the spatial components P’ we follow the same line of calculation
as in section 2.1.2 for the photon. Hence the 4-momentum is
1-v 1=

Pt =|FE ,pn . (2.127)
a a
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We will need the expression for dz’/dn in the Boltzmann Equation, this is
simply

det  P* pntt2
= == ¢~ -—n'(l—>+ V). 2.128
g~ P EEY B (1-@+¥) (2.128)
Some other useful expressions are
ipj 21“(1_@)2sz
in addition
PiPI (142B)  p?
i =2 ~-—(1—-20+ V). 2.130
R By Sap Y (2.130)

We will again only need the zeroth component of the geodesic equation

dP° 19gas P*P? 09, P*PP
dn 2 OQxv PO oxf PO

Starting with the left hand side of the above equation, we get

aPn_ 4 (E(l - q,)l>

dn dn a
— 2%(1 — V) — %% —EQ1-Uv)H
R T
_ é%(l_m_%%_S”iSji —E(1- )N, (2.132)

where in the last line I have used equation (2.128) and omitted the second

order terms.
Working now with the right hand side of equation (2.131), the first term is

1 4,005 P*P?

1 Ooagag peps
2 oxv PO 29 ox0 PO
1

1 pipi
00 0 00
= PO 4 —g%g; 0
59" G000 +29 91500
— gpo + 8_\ij0
a on

a o®\ _ Pipi
- (5(1—2q/+2q>)+8—77) O~ (2.133)
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Using equations (2.129) and (2.130) we obtain

1 o, 09as P*PP E Eov p? p? 0P
29 9z PO H a( )+ a on Ha ( ) aF On ( )

where we have again omitted all 2.order terms in the calculations. For the
second term of equation (2.131), the calculations are identical to the ones in
section 2.1.2 on page 25. Hence we obtain

99, P*P? ov ov .
o = = 2HP’ +2—P° + 2 —P"
oxf PO + on + ox?
E E oV ovyp .
=2H—(1 -V 2—— +2—=n". 2.135
H a ( )+ a on + or’ an ( )

Subtracting equations (2.134) from (2.135), we obtain the left hand side of
the geodesic equation

2 2
1—w) g gy - BV P 0% 0Up i g 3

E
—n adn aFE 0On orta

a

dE p?  prod OV .

— =-H—=——=———pn'. 2.137

dn E Eon 0x° pm ( )
This is the geodesic equation of a free particle with non-zero mass. Ob-
serve how similar it is to equation (2.40), the massless geodesic equation.
We obviously regain the massless equation by setting £ = p in the above

equation.

2.2.2 Baryonic Boltzmann Equation

We are now ready to write down the Boltzmann equation for the electrons
and protons. Each species will have an equation describing the change in
their distribution function f through phase space. The left hand side of the
Boltzmann equation can be expanded as

df Of da'0f dEOf dn' Of

dp— on ' dndx ' dnOE ' dn oni

(2.138)

The last term can be ignored by the same argument as in section 2.1.3. Using
equation (2.137), the geodesic equation, and equation (2.128) for the velocity,
we obtain

a _of , p0f Of

dn  On "Eosi  9E

2 2
p° po® oV
— + —=— -pn'| . 2.1
HE+E877+8£L‘an (2.139)
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Hence for the two species’ we are dealing with, we have two sets of equations
taking on the form

d fe(Z, q,n)

dn = aC’e[fe] (2140)
dfp(fv @7 n) _
WELD _ o) (2141)

where we have defined the electron and proton momentum as ¢ and Cj respec-
tively. The electron collision term C.[f.] will include Compton scattering in
addition to a Coulomb scattering term with the protons. The proton collision
term Cp[f,] will only include Coulomb interaction with electrons, hence ne-
glecting scattering with photons. The reason for this is that the cross section
for this process is much smaller than the Coulomb cross section[25], so we can
ignore the former completely. The tight coupling between the electrons and
the protons implies an equality of the overdensities of the respective species
0 _ 0
gzl fe L Py (2.142)
Pe Pp

where p? and p) are the zeroth order densities. We also have that the veloc-
ities of the two species’ are equal, i.e.

7, =7, = 0 (2.143)

The velocity 4 is the baryon bulk velocity introduced earlier. We will now
undertake the task of finding the governing equations for d, and .

2.2.3 Moments of the Boltzmann Equation

Recall that for the photon we proceeded at this stage of the calculations
to obtain an expression for the perturbed distribution function f and used
this in conjunction with the Boltzmann equation. We will not do this for
the baryons. Instead we will take the moment of the Boltzmann equation,
specifically the zeroth moment. Let us first recall some important integrals
involving the distribution function. Firstly, the number density n is given by

n = / (533 f (2.144)

and for the velocity v’ average

- 1 d3q . q |
i 2 29 9 2.14
v n/@ﬂngn (2.145)
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Observe then that the momentum average mv’ is simply equation (2.145) but
without the division of E. Working now with the left hand side of the electron
Boltzmann equation, taking the zeroth moment consists of multiplying the
Boltzmann equation with (gjr‘)l?, and integrate, recalling to do the same with
the collision term later. Using equation (2.139) with p = ¢ we obtain

[dud_oqde, o i
(2m)3dn dn) (27)3°° 02t | (27)3°°E,

0P d*q Ofe ¢°
%) [

0w [ty or
ozt ) (2m)3 8Een ¢

(2.146)

Using equations (2.144) and (2.145), the first two terms are trivial. We get

/ Bq df. _On, N d(n.v}) B {'H 8@]/ d*q Of. ¢*

(2m)3dny ~ dn dz’ N an (27)3 O, E.
oV [ dq Of. |
- / e aE " (2.147)

The last term is at least of a 2. order nature, since the integral is only non-
zero for the perturbed part of f, and is then multiplied by the g;lﬁ which is
at least of 1. order. We can hence neglect this term. Before we move on to

the third term, recall that since E? = ¢* + m?, we have that

2EdE = 2qdq, (2.148)

or

q
dE = Ldq. 92.14
7 (2.149)

This gives that 8% = Eaﬁ which we will use to interchange the E derivative
q 9q

with a g derivative. Working now with the integral in the third term we get
/ g @ 0 / g Ofe
Crp E. 0B~ | 3! o

4T o af,

= — dg > =2

(2n)? / g

47 |1 o 47 ee
= @) {Zqﬂ‘feh - (27)33/0 dq ¢’ f. (2.150)
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The first term is 0 since f — 0 exponentially as ¢ — co. Hence

d*q ¢*> 0O dr [,
/ (QW)SEa_&fE =-3 (27T)3 A dqq fe

B d’q
=3 [ Gt
— —3n,. (2.151)

Thus the zeroth moment of the Boltzmann equation becomes

d3q df. On. O(n.v}) 0P
He _ 4 .. 2.152
/ @rydy  dy | oz ’ {H i 077} ! (2152)

This equation looks very much like the continuity equation without a source
term, except for the last term which accounts for an expanding universe.
Note that this equation is equally valid for the protons.

2.2.4 Zeroth Order Moment Equation

As we did for the photon, let us now see what information we can extract from
a zeroth order expansion of the moment equation we found in the previous
section. To zeroth order in equation (2.152), the velocity term v} and the
term including the ® derivative will vanish. As for the photon, the 0’t order
Collision term is also 0. We are left with

on’
€ +3Hn =0 2.153
an + 3Hn, ( )
which gives
0
One _ 390 (2.154)
dn
Integrating gives
In(n?) <« —31Ina (2.155)

This implies that nY oc a=3. Hence the density of the electrons, or the baryons
in general, scales as a~3. Again a result previously anticipated in chapter 1.
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2.2.5 The Baryon Matter Density Equation

Going now to first order, we set n, = n2(1 + &) which is the first order
perturbation to the number density. Usmg equation (2.152) we get

[ e = 2 a4 a0) + 2 (a1 + )

+3 {H + a_cp} (n(1+ &)

on
_ 5;7:72 (1+0) + ng% + a(gofi’) (1+ 6)
+ % 008 + 3HN2(1 4 6,) + SZ—in (1+6).  (2.156)
The first and the fifth term cancel, as seen from equation (2.154). In addition
we will neglect all terms involving products of v and 8, or g—cb and dy, since

these are of a higher order. And since n? is independent of z* we obtain

+3——n!. (2.157)

/ dq df. 0% 0Ovp 0P
@mE dy ~ edn | eoxi " Cag e

For the full equation we will also need the collision term which we will handle
in section 2.2.7 .

2.2.6 1. Moment Of The Boltzmann Equation

In the previous section we found that integrating the Boltzmann equation
over g-space gave us eventually an equation for the matter density perturba-
tion dp. It will soon be clear that by taking the 1. moment of the Boltzmann
equation, we will obtain (eventually) an equation for the baryon velocity .
Taking the first moment consists of multiplying by %cj and integrating.
The first moment of equation (2.139) is then

@q odfe _ 0 [ dq o 0 [ g e
/< 27y L a?/(zw)sfeq” R / q”fﬁ”
0 d3q 6fe
- {ma_n“@w)?’q OE. E.
o d3q ofe .
_axi/(Qﬂ)3qn 8Eenq’

(2.158)
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which gives
3 3 3 2
/ g ﬁdfe—g/ aq g feqn a‘/—d 3fe—ninj
end iy ~ o) @) le()Ee

0P *q Of. ¢
- [7”8_77] / @np OE, B,"
ov dgq 8fe 2 1 ]
~ o /( 27)? @Eeq n'n (2.159)

We can neglect the second term since it is of the order q— The integral in

the first term is simply menevb. In the remaining terms we introduce again

%81 = é%. This gives
d3q ﬁdfe onev} O dq Ofe 5 .
/( np " oy _{ma_n“(%)?’aqq”
oV [ d3q Of. o
— 8xi/(27r)3 aquen n’. (2.160)

Working now with the integral in the second term, we get
*q Ofc 4 ; dQn/ [ ,0f.
= d
/ (2m) 9g 1" / <2w>3/0 "o
dQ2n? dQQn? [
= — . dg q®
[ e 005 =4 [ G | e
dQn’
=—4 dgq*f.
[ G [, i

‘4/<d3> Fear?

= —4men.vy. (2.161)

For the integral in the last term in equation (2.160), we get
d*q Ofe. / as . o[ 0fe 4
—qE.n nzn]/ dg q° E,
/ (2m)* Oq (27)? o 0Oq
o . 0
:/(%Jmﬂ ([qSEefe}o —/0 dg £, 2L =) )

4

)
Q. . [
— 1,7 2 kN
/(27r>3nn/0 dq fe. [3(] E6+E

e

} . (2.162)
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The ¢* term is completely negligible. Using the fact that in the solid angle
integral we can freely set n‘n/ = § /3, we get

dq Of » Q. [
— 1 Tl B nind = — ij 2p

[ d3q
Ry
6 / (27T>3 feEe

= —8men,. (2.163)

Using these obtained results with equation (2.160), we obtain

d3q dfe O(nev]) 0P A
_’ — S _ _4 J (]
/<2 E dT] =M, o {H—l— 37]1< MeNCVy) — aIZ( 8 mene).
(2.164)

Omitting the ‘g—q’ term since it multiplies the first order term 'UZ and n,, we
finally obtain the 1. moment of the Boltzmann equation

/ dq_odfe _ Onev;)
—m,

2r)3 " dn on

Note that this equation is completely of 2. order. Hence we need to linearize

it. We can do this by exchanging the perturbed number density n. with the
zero order density n?. This gives

oA\
J
+ AHmenev, + 07 MeNe. (2.165)

d*q dfe d(n%v)) ov
_) = e 4 Me Uz 0
/( 2m)8 dn =m an + 4Hm nvb—l—axmn
on? 00U} ov
meivb +menl—2L + 4Hm en vb + —meno

on “0On 0xl

J

ov
= menoi + Hmen? vb + —men?

“on xJ
oy ov
,Oea—n + Hpe (%8 —|— O ~ Pe- (2166)

Where I have used that Onl/dn = —3Hn? and set p. = m.nY. This equation
is equally valid for the protons, giving an equation of the form

d*Q ~d o] -
[ 59 G 28

2.1
2m)3 7 dn P om (2.167)

N
77

To go further now, we will need to address the collision terms of the Boltz-
mann equations and their moments.
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2.2.7 The Collision Terms Of The Baryons

We now need to work with the collision terms of the Boltzmann equation
of the baryons. It will now be convenient to introduce a functional notation
from [10], for the involved integrals by

d3p d3p/ dSq/
X /o= X 21
<X > / (2n)? / (2n)? / (2n)? (2.168)

Hence the collision term of the electron-photon interaction can be written in
this notation simply by < Cey >,y Where

Ce =(2W)453<ﬁ+§—p’—q’>- |
! E(p)E(r)E(9)E(¢)

—

< S(E() + E(@) — B() — E(d))
< LD W) = £ 1 )] (2.160)

We can thus write the unintegrated Boltzmann equations for the electrons
and the protons as

1L df.(q)

a dn =< Cep >qqqg + < Cev > pp'q’ (2'170)
1df,(Q)
a Zln =< Cep >4¢qs (2.171)

where the integrand C., is the Coulomb interaction term which otherwise
has the same form as C.,.

Complete Density Perturbation Equation

If we now study the zeroth moment equation again, recall that we obtained
in section 2.2.5 the right hand side of the zeroth moment of equation (2.170).
Using equation (2.157) we get
00, ovt 0P
R0 4 g0 2% 4 3070
dn ox’ an
Observe now that the integration measure of both collision terms are sym-
metric under the interchange Q — @' and ¢ — ¢/, and p — p’ and ¢ — ¢,
respectively[10]. The integrands C,, and C., are both antisymmetric under
this interchange. Hence the collision integrals must both be 0. Thus the
zeroth moment of the Boltzmann equation is
00, ov} 0P
0% 4+ 00

== —Lt13—pl=0. 2.173
ne dn ne axz + an ne ( )

a < Cep >0qrg'q ¥a < Coy >pprqrg - (2.172)
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dividing by n? finally gives

05, i 0D
o o e

= 0. (2.174)
We have finally obtained the density perturbation equation of the baryons.

Complete 1. Moment Equation

Going now to the first moment of the Boltzmann equation, recall that we
multiplied by q in the electron equation and integrated. Equivalently

we multiply Wlth (2752362 in the proton Boltzmann equation. Using equations
(2.166) and (2.167) we get

av ov

mpn _7] + Hmpn Ub + a_mpno =a< CGPQ >qq'Q'Q
menga_b + Hmengvy, + %meng =a<Ceq¢ >qqq+a < Cey ¢ >pryq -

Recall that m, > m,, thus by adding these two equations renders the electron
terms on the left hand side negligible. We then get

vl o 4
Py gy T MU g many = a < Cop (@ 4 0') >0,

m
+a < Oew qj >pp’q’q . (2175)

The first term on the right hand side is 0 because of the antisymmetry of the
integrand. Introducing the density p, we finally obtain

v j ov
pba—n + Hpbvb + 8_pb a < C’evq >p'dlq - (2.176)
2.2.8 Calculation of < Ce, ¢ >0

Since ¢ + p’ is a conserved quantity, where p’ is the photon momentum, we
must have that 4 '
< Cory (@ + 1) >ppraa= 0, (2.177)

since ¢/ + p/ = ¢ + p"”. Hence
< Cor @ >ppgq=— < Cor V' >parq - (2.178)

Recall that we have calculated < C,, >,/ 44 before, which is nothing else than
the photon collision term. We now only need to multiply this expression by
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%pj and integrate. It will now be convenient to go to Fourier space for
the remaining calculations. In Fourier space equation (2.176) becomes

pbz;)g + Hpbﬁi +ikUp, = —a < Cevpj Zpp'q'q - (2.179)

We have earlier assumed that the velocity field @g is irrotational , hence we
can write 0] = 0pk? /k. If we now contract with &/ in the above equation we
get

pytpk + Hpptpk + i k*Upy = —a < Coy Kiup >ppraras (2.180)
or simply

Uy + Hy + i kD = _pg < Coy 1D >pprgras (2.181)
b

where we have used that k - p = kup. Using the Fourier space version of
equation (2.116) on page 40, the right hand side becomes

a a d3p
_% < Cey 1P >pprqrq = _ﬁ / Wﬂp < Cey >pgq
a dp 5 0f - -
= — ——n.0r|0y — O U
Db (27_‘_)3/1’]7 ap n O-T[ 0 + 2 Ub]

:aneaT/ d’p 5 0f
PERACORSERT:

(60— O +pudy]. (2.182)

Using now that [dQ) = 4w ffl du/2 we get

_a _ aneor 1 4_*”1/1d_‘~ _E Y
o < Coy 4D >ppla'q o /0 5 5D 2 [@0 O+ ,uvb].
(2.183)

If we calculate the p integral first, we obtain

“dp ,0f [P, ]7 /°° dp 4
P AU 4 e
/0 om2? p 27T2f0 0 0 om2? Jo

< q
- —4/ L5 fo. (2.184)
0
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Inserting the expression for the distribution function we get

[T Ry e
0

dp—ot
on2! p 272 Jo Vit 1

_ 4 B2
22T 8 \1T
4 1/30

=53 %Xg (2m)* T

= —4 ”—2T4
15
= —4dp,, (2.185)

where By is the fourth Bernoulli number|[1]. Returning now to the p integral
we get

L ) Vdu - Ydu Ydu o,
/ —MM[QO—@JF/WIJ = —MM@O—/ —MM@JF/ —MMQUb
—1 2 —1 2 -1 2 —1 2

1 ~
- —/ g o (2.186)

1

6, =i ?“ué, (2.187)
~1

which is a clear generalization of the zeroth moment O, defined previously.
In chapter 4 we will generalize to higher moments, but for now we use this
definition to obtain

1 -
d ~ ~ ~ v
/ 7“#[@0—9+mb} :@@ﬁg”. (2.188)
-1
Hence we finally arrive at
a an.or = Up
——<C€ > gy = ———— X 4 X 10 —|——1
b vy HP Zpp'q'q o Py [ 173
e 4 pad ~
ek e [3z@1 + ub} . (2.189)
30

2.2.9 Baryon Velocity Equation
Combining equation (2.189) with equation (2.176) leads to

ancordp,

Oy + Hip + i kU =
300

[31'(3)1 + @b] . (2.190)
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If we now introduce the definition

1 4p,
— =1 2.191
R Pb ( )
The above equation becomes
Gy + H Ty = —i kU + }% [32'(3)1 + %} , (2.192)

were | have used that 7 = an.op. This is the governing equation of the
evolution of the baryon density. We will need this equation in the calculation
of the acoustic oscillations in the cosmic plasma in chapter 4.
This concludes the calculations of the Boltzmann equations for baryons and
photons. We have acquired almost all we need for an accurate description of
the perturbations in the cosmic plasma. However we still have not considered
the evolution of the potentials ¥ and .

2.3 The Perturbed Einstein Equations

We end this chapter by addressing one aspect of cosmological perturba-
tion theory, namely the Einstein equations of the perturbed metric 6G}, =

8mGoT), . These govern the evolution of the Bardeen potentials ¥ and ®. The
derivation is in principle straight forward but tedious, and unfortunately the
lack of time does not permit a full calculation here. See [25, 10, 2] for detailed
calculations. We will use the results from [10] in our work here. Essentially
the equations reduce to

k*® + 3H <§> — @H) = A1Ga? (pcdm5 + ppop + 4p7(:)0> (2.193)
* A1Ga? ~

d — a’H = Wika (pcdmv + Uy — 4ip7@1> (2.194)

KD+ U) = —321Ga?p,0,. (2.195)

These correspond to the time-time, time-space and space-space components
of the Einstein equations respectively and O, is the 2. moment of the bright-
ness function (see chapter 4 for details). Some comments are in order at
this time. First we have made the simplification of ignoring the neutrinos.
Their contribution is small in the time about recombination, so the error
we are making is small. Secondly the right hand side of equation (2.195)
constitutes what is called anisotropic stress, which in our case to the photon
quadropole Hence when setting anisotropic stress to 0 we are ignoring the
effects of ©,, thus obtaining the identification ¥ ~ —® we have used earlier.

3The neutrino quadropole will also contribute here in the massless neutrino setting.
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Chapter 3

Inflation

3.1 Introduction

In this chapter we will give a short introduction to the Inflationary paradigm
which was first introduced by Guth (1980) and has evolved considerably in
the last 20 years[39]. Inflation has become a well known part of the standard
cosmological model, where the quantum fluctuations at very early times set
the seeds for structure formation. I will here present the simplest model of
inflation, namely the single field description in which an analytic solution of
the primordial perturbations can be found. In addition we will not cover all
the the problems of the standard big bang theory that inflation solves, but
will mainly focus on the the Horizon problem.

3.2 A few words on Cosmological Scales

Let us start by examining some aspects of the relevant scales in Cosmology.
We will consider a flat universe. In a time increment dt, light travels a
comoving distance dx given by

dt
dr = —. 3.1
o= (3.1)

We can integrate this equation to obtain the total comoving distance light
could have traveled
tdt/
v = / @ (3.2)
0 @
The quantity x defines the comoving horizon. Regions that are separated a

distance larger than x could therefore not have contact. Observe that this
expression is precisely how we defined conformal time 7. Hence we have a
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physical interpretation of conformal time simply being the comoving horizon.
We can rewrite the above integral by recalling that

da

—~ —aH

at ¢

1
This gives
“da’ 1

= - . 4

" /0 a o H' (3-4)

The fraction (aH )™ ! is the comoving Hubble radius. This distance is a mea-
sure of the connection between particles. The difference between the comov-
ing Hubble radius and the comoving horizon 7 is subtle. Particles separated
by distances larger than (aH)™' can not communicate now, while particles
separated by 7 could never have communicated. If n > (aH)™' now, it is
still possible that that the particles could communicate at one time in the
past, if the comoving Hubble radius was much larger than it’s present value.

3.3 The Horizon Problem

Let us look now make an order-of-magnitude calculation of the casually con-
nected regions of the sky. First the comoving horizon at recombination is
simply 7,. At the present time the comoving size of the regions we observe
the CMB is 19 — .. For simplicity let us assume that the universe is matter
dominated the whole time from decoupling to the present. Then we have
from [32]

2 1
Ny o 333 (3.5)

1
t\?
0

The ratio of these two quantities is

2 1 1
& 33t 1o\ 3 10°
Be 2t (BT L (22 ) ~0.01 (3.7)
o — 7« 3to to 1010
This means that the casually connected regions of the sky subtend an angle
of approximately 1° [39]. This is of course inconsistent with the observed

CMB, being isotropic on the whole sky. It is this that we call the Horizon
problem.

W=
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3.4 Solution of the Horizon Problem

How does one come to a solution of the Horizon problem. One possibility
is that the comoving Hubble radius (aH)™' decreased in an early period of
time. Connected regions at one time would then cease to be in contact as
(aH)™! decreases. We will refer to the period as the epoch of Inflation. Hence
when inflation ends, and as the universe becomes radiation dominated, the
comoving Hubble radius starts to increase again. The connected regions be-
fore inflation will then gradually reenter the horizon as the universe expands,
thus explaining, in at this stage, a qualitative way the large scale isotropy of
the CMB. Let us now see what implications this simple assumption will lead
to.

3.4.1 The Accelerating Universe

We have defined the inflationary epoch as the era when (aH)™! is decreasing
(if possible). Let us see what this will imply. The assumption is equivalent

to
d 1
i <_H> <0

d( 1Y\ _,
dt \ da/dt

B d*a/dt? <0

(da/dt)?

d*a

dr?

Thus the universe must be in an accelerated state of expansion during infla-
tion.

> 0. (3.8)

3.4.2 Negative Pressure

The question now is what sort of substance can cause an accelerated expan-
sion. To answer this we must return to the unperturbed zero order Einstein

equations. These are
1da\> 87G

1d%a 1 /1da\?
20 2 22) = —4nGP 3.10
azdt2+2(adt) S (3.10)
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where P and p are the zero order pressure and density respectively. Com-
bining these two equations gives us

1 d?%a e
L) (3.11)

Demanding an accelerated state leads to
p+3P <0, (3.12)

or simply P < —p/3. Since energy density is by assumption always positive,
we are forced to conclude that the species responsible for inflation has a
negative pressure. Recall that baryonic matter has P = 0 and radiation has
P = p/3. Hence this substance must be completely different from what we
have already discovered. Before we move on to model this substance, let
us see how we can quantify the amount of inflation required for solving the
horizon problem.

3.4.3 The Amount of Inflation: e-foldings

Let us now see how inflation can account for the large scale homogeneity of
the CMB. To do this we will make an order of magnitude estimate comparing
the comoving Hubble radius at the end of inflation and at the present time.
The ratio of these quantities is

(Heae>_1 _ Han
(HOCLO)il Heae.

(3.13)

Here we have defined a, = a(t.) where ¢, is the time when inflation ends. For
simplicity we will assume that the universe is completely radiation dominated
after inflation until the present time. In a radiation dominated universe
p ~ a~* Using equation (3.9) we get

H~ \J/p~a? (3.14)

Hence H, ~ a_?Hy. Using this result (with ag = 1) gives

H()CL(] CLQHQ
o Gelle 315
Ha,  Ha, = ° (3.15)

The typical energy scale[27] at inflation is T' ~ 10*GeV. With Ty ~ 107%eV/,

we obtain
TO 10_4€V

~ ~ ~ 10728, 3.16
1015GeV  1015GeV ( )

Qe
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Hence for inflation to work the comoving Hubble radius must decrease by 28
orders of magnitude. We are dealing with large numbers here, it is therefore
convenient to define the number of e-foldings N(t) as the logarithm of the
inverse of the above ratio.

H.a,
Ha
This is a measure of the amount of inflation. The Hubble factor during infla-
tion varies much slower than the expansion factor a, hence we can take H to
be constant whenever it multiplies a. We will in fact use this approximation

a great deal in the calculations in the coming sections. The nearly constancy
of H has made it more common to define the number of e-foldings as

N(t) =In

(3.17)

N(t) =l = /ts H()dt'. (3.18)

With the estimation we have recently carried out, we would need N ~
In 10%® ~ 60 e-foldings to solve the horizon problem[10].

3.5 The Inflaton Field

In this section we will implement a scalar field ¢(Z,t) to try to describe the
substance responsible of inflation. We will use a field theoretical approach,
characterized by a Lagrangian density £ for ¢, which is often referred to as
the inflaton field. There are many different ways to describe the inflaton field,
we will opt for the easiest approach here, namely a single field description.
The Lagrangian of the single scalar field [27] is

1 nv a¢ a¢
~59 @%—V(gb). (3.19)

where V(¢) is the potential of the field ¢. We will at first be regarding a
field which is mostly homogenous in space leaving the study of first order
perturbation of the field to section 3.7.2 .

E:

3.5.1 Density and Pressure of the Inflaton Field

As an introduction to the study of the field, let us determine its pressure and
density. We will then need the energy- momentum tensor of a classical field
[27].The energy-momentum tensor is given by

oL

H agwj I ( )
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Inserting the expression for £ leads to

0 9 1,206 90
T = g g [0 e e V)] G2

Recall that the simplest form of the energy-momentum tensor is the one
with mixed indices whose components is T = diag(—p, P, P, P). Raising
an index in the above equation leads us to

0p 0 1 0p 0¢
TH — gha 2 27 gt | ZgoP 2 Y Ly '
v =9 graarr T [29 Jz® OzP +V(9)

We want to find an expression for the pressure P and the density p in terms of
the field variables. We are at the present studying the zero order homogenous

part of the field where the spatial derivatives vanish, and we will be using

(3.22)

the unperturbed metric g, = diag(—1,a?, a?,a?). Since T = —p, we get
96 96 |96 96
T0 _ 00 Y 0 |z B
0= 9 ox® OxV 9o {2g o0x® OxP + V(¢)]
96 96 [l . 96 06
_ 009¢ 09 |1 o 0P 0P
7 929920 {29 029 0x° V)

)l e
_ ! (@)2 _V(6). (3.23)

2\ ot
Hence the field density becomes
1 (9¢\>
== ) .24
=3 (%) +ve (324

We find the pressure in a similar way, calculating T% which is equal to P.
Choosing T, we obtain

0¢p 0¢ 1 0¢p 0¢
7 10 1 |1 ap v
! 0x0 Oxt ! {29 Ox® OxP (¢>}

- [—% (g—f)2+vw>

_1 (a¢)2 _ V(o). (3.25)

“2\ ot
Hence the pressure of the field is
1 /0¢\°
P==-=] —V(g). 2
;(5) -ve (3.20

We will return to the study of these in section 3.6.
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3.5.2 Field Equations

We will here find an expression for the field equations of the homogenous
inflaton field. We will use the Euler-Lagrange equation [10] given by

o ( oL \ oC
o (a(am)) -5 =0 (3.27)

We will however make no assumption of spatial independence in the below
calculations as the resulting equation will be useful when finding the first
order perturbations of ¢. It will in addition be most useful to obtain the
field equation in conformal time, hence we will take the metric to be g, =
a*diag(—1,1,1,1). Using equation (3.19) we obtain

oL
oL ,

This leads to

0 oL 5 ,
a. ( ) = ,ugu al/¢ - gu a,ual/¢
00 L1,
= =0y o+ 90— =5V
a a
a. 1. 1_,
= 2$¢ + ?¢ - ?V . (3.30)
The Euler-Lagrange equation becomes
a - 1. 1
2;625 + ﬁqﬁ - ?V% +V'(¢) =0
é+22¢ + a?V'(¢) — V2 = 0. (3.31)
a
Using that @ = a>H, the homogenous equation of the inflaton field becomes

b+ 2aHd + a®V'(¢) = 0. (3.32)

This is the equation describing the dynamics of ¢. Given a potential V', we
could in principle solve this equation, although not many analytic solutions
are known. We will in the next section study the slow roll approrimation
of inflation which has become an integral part of inflationary theory. For
this we will need the above equation with respect to ordinary time. This is
simply|[27]

d*¢ do

a2 + 3HE + V/((b) =0. (3.33)
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3.6 Slow Roll Inflation

Let us revisit the negative pressure criteria we found in section 3.4.2. This

condition gives
1 /8\*
P=—-|—| —V(¢) <O. 3.34
(%) -ve (3.34)
This corresponds to a field configuration with more potential than kinetic
energy[39]. In a sense the field is trapped in a local potential minimum, also
known as a false vacuum, where the global minimum is the true vacuum.
Sooner or later the field must reach its’ true vacuum state, but if the field
is trapped, it must change very slowly with time. This is the basis of the
slow roll approrimation, where we demand that the field “rolls slowly” from
its’ false vacuum state to the true global minimum of the potential. Moving
too fast may violate the negative pressure condition. There is also the notion
that the field quantum mechanically tunnels to this state, but I will not cover
this here. Since ¢ varies very slowly, equation (3.9) becomes
81

H2:—3 p

~ ?vw) (3.35)

This also shows that H varies very slowly during inflation. We can also omit
the ¢ term in equation (3.33). This gives
do

BH— ~ —=V'(9). (3.36)

3.6.1 Slow Roll Parameters

It has become customary and useful to define two parameters to quantify
slow-roll inflation[27]. The first of which is

d (1 1 dH H
=ula)-ma -am (337

This quantity is related to our work in the following way. Recall that during
inflation we require d?a/dt? > 0, thus
1d?a dH
——— =—+H">0. 3.38
adi? At (3.38)
This gives
1 dH

- .
g < (3.39)
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Hence during inflation, € < 1. Many inflationary models use ¢ = 1 as an
inflation ending criterium. We also see that e is always positive during infla-
tion since dH/dt is negative. For a slowly rolling field we require € < 1.
The second parameter we will use is defined as
1 v
0= ———. 3.40
8rG V (3.40)

Observe that this parameter is more commonly referred to as n in the lit-
erature, which we cannot use since this is our conformal time symbol. We
require |0] < 1. One may also express € in terms of the field potential V' (¢)
in the following manner. Firstly if we differentiate equation (3.35), we get

dH d
Using equation (3.36) to solve for d¢/dt we get
dp  =V'(¢
o 3}; ), (3.42)
This leads to I Vi)
Dividing by the square of equation (3.35) we get
18241 (V")
it _
This leads to .
o V) 3.45
CH?2 167GV (3.45)
Hence we obtain )
1 %4
=1 (V) . (3.46)

We will in the upcoming calculations express encountered quantities by the
slow roll parameters. It turns out that this will simplify our work consider-
ably.

3.7 Cosmological Density Perturbations Dur-
ing Inflation

We will in this section find the equation for the perturbations in the inflaton
field. This we will accomplish by splitting up the field into a zero order
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homogenous part and a first order perturbative part d¢, and use the field
equation we found in section 3.5.2 to find the equation for the perturbations.
The perturbations in d¢ are thought to be partially quantum mechanical in
nature. We will thus define the power spectrum of these fluctuations and see
that they are directly related to the metric perturbations, which are believed
to set the seeds of the large scale structure in the universe.

3.7.1 Rescaling Conformal Time

In this framework, anisotropic stress is completely negligible, hence ¥ = —.
Recall also that & = 27w /A, where A is the comoving wavelength of a given
k-mode. If the ratio kn is much less than 1, the mode in question has a
wavelength larger than the horizon[10]. Equivalently kn = 1 corresponds to
horizon sized modes and kn > 1 translates into sub-horizon modes. Observe
also that of all cosmological epochs, n undergoes the greatest increase during
inflation. It has thus been customary to redefine n by subtracting off the
primordial part 7,,». This implies that

— ! 1 /
n= /te a(t/)dt' (3.47)

where t. is the time when inflation ends. The comoving horizon has now
become 7,,;m + 1. One can also see that 7 is negative during inflation. Since
H varies very slowly during inflation, we can get a rough estimate of n. We
will later refine this estimate to include the slow roll parameters.

t
= dt’
! / a(t')

E - —] | (3.48)

Since a, > a we get

N ——. (3.49)
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3.7.2 Perturbative Inflaton Equation

We will now find the equation of the first order perturbation of the inflaton
field ¢ — ¢ 4+ d¢. The complete field equation for ¢ is

¢ +2aHo +a®V'(p) — V6 =0. (3.50)
Observe that this procedure will give a slight error in the resulting equation
since we are in principle neglecting the effect of the metric perturbation ¥ on
d¢. We could account for this by going to the perturbative Einstein equation
0GH, = ArGOT*H,, which would give us a set of coupled equations for ¥ and
0¢. It turns out that this rather tedious approach will give us roughly the
same equation for d¢, give or take a factor proportional to € d¢. This will in
turn infer a slight modification in the spectral index n to be defined later.

Hence the error we are making is quite small with our approach. Thus let us
set ¢ — ¢ + d¢ in equation (3.50). We get

b+ 060 + 2aH () + 60) + a>V'(¢p + 6¢) — V(¢ + 6¢) = 0
b+ 20Hd + a®V'(¢ + 6¢) + 66 + 2aHIp — V35¢ = 0. (3.51)

The derivative of ¢ can be expanded to first order as
V(¢ +00) = V'(d) + 00V (9). (3.52)
This gives
¢+ 2aHo + a®V'(¢) + a*V"(¢)0p + 0¢ + 2aHép — V36 =0.  (3.53)

The first three terms add up to zero by virtue of the zero order equation. We
then obtain

0p + 2aHp — V266 + a?V"($) 66 = 0. (3.54)
Going to Fourier space, we finally get
0¢ +2aHop + (K> +a*V") d¢p = 0. (3.55)

This is the equation of the perturbations induced by the field.
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3.7.3 Solving the Perturbation Equation

We will now solve the perturbation equation obtained in the previous section.
First, we redefine the field[39] by h = ad¢. Differentiation gives

h
8 = E (3.56)
A
6 =———h (3.57)
- h a. a a2

Inserting these into equation (3.55) leads to

h _a. a? a(h a 5 9o B
- —2Eh— ?h+2$h+2a (5— ?h) + (K +a’V )5 =0. (3.59)
This gives
h i\ h
=+ (k2 +a?V’ — 9) — (3.60)
a a a
Multiplication by a finally leads to
b+ (k2 +a?V’ — g) h=0. (3.61)

We can simplify this equation further by introducing the slow roll parameters.
First we can note that

d 1 1 d
=)= = (aH
dn (aH) a?H? dn (aH)

1 /. :
= (aH+aH>
a H

d% (GLH> —e—1. (3.63)
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. . . . . 1 a
We can use this equation to approximate the d/a term. Since — = &, we
obtain
d
2=
dn \a
aa
1— = e—1
2
a” ..
2—¢e= ﬁa
1 a
2—€= - 3.64
‘T 2H?q ( )
Thus we get )
S ?HY2 o). (3.65)
a

We could now have approximated a?H? ~ n~2 as suggested in section 3.7.1,
but refining this approximation will give us a less erroneous solution. As-
suming a slowly varying €, we can integrate equation (3.63) to obtain

1
 —nle—1
gy =ne—1)
1
o =
1
g (1 — 2€) . (3.66)
which gives
1 1
H = ———— ~ —(1+2€). 3.67
¢ n*(1 — 2e) n2< ) (3.67)
Combining this with equation (3.65) leads to
a 1 1
- —(1+2¢)(2—¢€) = —(24 3¢). 3.68
" nQ( +2€)(2—¢) 772( + 3e) (3.68)
Working now with the a?V” term, we have to first order
%4 3H2 V" 3 30
2 2 ~ 2 — Q2728 ~ ~

where T have used 87G ~ 3H? (valid only in the slow roll limit). Inserting
the above results into equation (3.61) gives

. 30 1
h+<k2+ﬁ—ﬁ(2+3€)>h20

.. 1
h+(k2—?(2—35+3e)>h:0. (3.70)
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Defining 2 = § — 38 + 3¢ we get

ﬁ+(k2—l—%(i—u2>)h:0. (3.71)

Assuming now a slow variation of v, the general solution of this equation
can be expressed by the Hankel functions H,El)(—kn) and H,EQ)(—k:n) of the
1. and 2. kind[6], see section C.1 for details. Hence our general solution is

h=/=n [ H"(=kn) + e HP (—kn)] | (3.72)

where ¢; and ¢y are integration constants, To find these we can first note that
—kn > 1, in sub-horizon regions, equation (3.71) reduces to the well known
quantum mechanical oscillator equation[39]. The solution in this limit must
6\_/;]:. Studying the large valued limit of the Hankel
functions, we see that this automatically excludes HﬁQ)(—kn) which is of the

thus take on the form

order ~ ¢, Hence ¢, = 0. The large valued limit of H,Sl)(—kn) is

2 1 } A x
HD (—kn) =~ \/; me_%_w“ : (3.73)

For h we now have

—ikn
h=v—neHV(—kn) = “—. 3.74
neid, ( 77) m ( )
Combining equation (3.73) with the above condition gives
\/—_7761\/2 L itngmitihy 2 € (3.75)
T/ —kn V2k
Solving for ¢; leads to
= gei(”é)g . (3.76)
Thus our solution becomes
B YT h e DE O (g (3.77)

2

To go further, let us study the super-horizon limit of the above expression,
i.e. when —kn < 1. The Hankel function at this limit reduces to

v

HO (k) & 2 D) (~hn) ™ (3.78)
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This leads us into

_ ei(”_i)gki_”(—n)i_”F(V). (3.79)

Recall that to a first approximation, —n ~ (aH)™! , and I'(v) ~ I'(3/2) =
\/7/2 since € and 0 are quite small. This gives

T3 (&%) o : (3.80)

where in the last line I have approximated 2"~ ~ 1. Thus the inflaton
perturbation d¢ is given by

He-2)5 (| \27
L . 81
o= (am) s

We will in the coming section only be interested in the amplitude |0¢| of the
inflaton perturbation. This is

H [ k\*"
|5¢|:¢2_k3<ﬁ) : (3.82)

We will now see how these fluctuations relate to the curvature perturbations
which are responsible for the large scale structure in the universe[39).

3.8 Primordial Metric Perturbations

We will now define the power spectrum of the metric perturbation & = —W.
It is defined[10]as

< UM > = (27)* Py 8% (k — )
= (27)%| W25 (k — k). (3.83)
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Here ¥ is viewed as a quantum mechanical operator. The appearance of
the delta function is a consequence of the independent evolution of different
k-modes. We can in a similar fashion define the power spectrum Ps4 for the
inflaton perturbation

<6606 > = (20) By 8°(k — )

= (21)%|0¢ 0% (k — k') . (3.84)
Observe that some authors include an extra factor of k* in the definition of
the power spectrum like in [16]. We will now undertake the task of relating
Py = Py with Ps4. Later in this chapter we shall relate Py with the matter

power spectrum P(k) defined as
< SHE)O(K) > = (2r)*P (k)& (k — k). (3.85)

where ¢ is the matter density contrast of the total matter component of the
universe defined earlier in chapter 2.

3.8.1 The Curvature Perturbation (

A straightforward way of relating U to d¢ that might seem strange at first is
to define a function ¢ by
ik;0T% H

(= TR+ P) v, (3.86)

where 07 is the °,-component of the perturbed energy-momentum tensor.
It turns out that ( is in fact a gauge invariant quantity, first identified by
Bardeen [4] which is a constant in time. We will take this as given at this
time, leaving the proof of this to section 3.8.4. Let us see what this fact
implies.
For modes at horizon crossing (aH = k), ¥ is completely negligible[39]. In
addition we have that .

¢

Pip="5. (3.87)
To find 6T we can use equation (3.22)

o) ¢ 1 0y 0¢
0 _ 00Y%Y YY 0 (Z a8 77 ~F
=y 0zY Ozt 9 2g 0zx® 0xP *

¢ 09

a3 Oxt

V(o)

(3.88)
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This is of course 0 for the homogenous part of the field. Letting ¢ — ¢+ d¢
leads to

O+00 06 d+ 09050
a3‘ oxt ‘a3 ozt
TO’_@@gﬁ_ﬂ@&é
boad3oxt a3 oxt

Subtracting off the zero order part and retaining only the 1. order term, we

obtain )
¢ do¢
6T = - ——.
‘ a3 0x’
In Fourier space this expression becomes
ikip 0¢

a3

T° +67° = —

(3.89)

(3.90)

0T =

(]

(3.91)

Using this result equation (3.86) reduces to

ik (502
(=~

- T (3.92)

Observe that this expression should be evaluated at the time of horizon
crossing. Let us now see what happens to ( as inflation ends.

3.8.2 Perturbed Energy-Momentum Tensor for Radi-
ation
As inflation ends, the universe becomes dominated by radiation. We will

now evaluate ( at this epoch, and for this we will need the expression for the
energy-momentum tensor. In general it is given by[10]

dPldPdeg _lPuPV
T — g, [ 22008 gy
A

where f; is the distribution function for species i. For the photon, g; = 2.
We are interested in T, for which the above expression reduces to

fis (3.93)

d3
7%= 2@/ ﬁpif, (3.94)
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where p; is the photon momentum. We shall now perturb the above expres-
sion to obtain 7% . In chapter 2 we saw that the first order perturbation of
the distribution function is

(9fo

= f 3.95
f=f-p50 (395)
This gives
" +5T0.:2a/ﬁ -f—za/ﬁ g (3.96)
1(0) ) (27T)3p1 0 (27T)3ppl ap . .
Subtracting off the zero order part we get
d®p 9 fo
6T = —2a | ——p*n;——0O. 3.97
Recalling that k;n; = pk, we can contract with ¢k; to obtain
dp ., 0fo
k0T = —2ak ——0
O ¢ / (2m)? o " op
8]‘0 / ds?
= —2ak dpp ©
! /0 P op =i ) et
*dp 40fo 1 / dp
= —2ak — 1O . 3.98
¢ /0 27r2p Op —i 2 M (3.98)

We have calculated the momentum integral before, it is simply —2p,.. The
angle integral is by definition the dipole ©;. We thus get

ik 6T, = 4akp,©; . (3.99)

3.8.3 The Metric Power Spectrum

Obtaining a result for ik;07% at the end of inflation allows us to find an
expression for ¢, which we can compare to the one we found in section 3.8.1.
Using the fact that when radiation dominates, P+p = 4p, /3, equation (3.86)
becomes

_4ak;pr@1H
T
3(1@1H

= — - v 3.100
; (3100)

-V
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A result obtained from [10] is that for adiabatic initial conditions we have
that ©; = 6’2—‘1;{. This gives us
1 3

=—VU-U=—-V, 3.101
(=3 y (3.101)

Since ( is constant in time, we can finally relate ¢ to ¢ at horizon crossing.
This is 5 5 oI5
a
UV=——-(=-— ¢
3 3 ¢
where I have used the result of equation (3.92). We have thus obtained a
relation between the post-inflation metric perturbation with the inflationary
perturbation at horizon crossing. This implies again that the metric power

spectrum is given by

: (3.102)

Py = Py — ga;ip

Using the result from equation (3.82) we get
4a?H* H? [k \*

"9 g 2kP (ﬁ)

_ 2 (aHN o (kT
9k3 \ ¢ aH

STGH? [k \*%

|6¢]2 . (3.103)

Py

where in the last line I have used that (aH/¢)?> = 47G/e. We can simplify
this expression further by recalling that since v = 9/4 — 3§ + 3¢, we get

3 4 4
O B T S
v 2\/ +< 35—1—36)

=S _G+e. (3.105)

Hence the exponent of the k/aH term becomes
3—2v =25 — 2. (3.106)

Defining now the spectral index n as n — 1 = 2§ — 2¢ we obtain

stG H? [ k \"'
Py = ~- (= . 3.107
Yok e (aH) (8-107)
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We will need this expression later when we calculate the CMB power spec-
trum in chapter 6. In our representation of the power spectrum, a spectrum
is called scale invariant if k*Py(k) is independent of k. This is in fact the
case if we require n = 1 in equation (3.107). This is equivalent to the well
known Harrison-Zel’dovich-Peebles spectrum. We will see in chapter 6 that
a scale invariant power spectrum will give rise to a nearly flat Sachs-Wolfe
plateau in the CMB spectrum for low multipoles. Recent measurements from
the ongoing WMAP experiment seem however to indicate a deviation from
the flat spectrum at very large scales.

Recall that we have obtained our result here without making use of the Ein-
stein equations (equations (2.193)-(2.195)). If we had done that equation
(3.107) would actually remain unchanged[27]. The difference being in the
spectral index which would become

n—1=25—6e. (3.108)

Hence our approach gave an error of the order 4e.

3.8.4 Proof of the Constancy of (

We will now set about to prove the constancy of ¢, the curvature perturbation
function first introduced in section 3.8.1. Recall that it was defined as

ik, 6TCH

T TRGpEP)

(3.109)

With a bit of handwaving we used this function to relate the scalar pertur-
bations set up by inflation with the perturbations to the metric.
We begin with the equation of the conservation of energy-momentum given
by

., =1%, , + 1", 719 -1 15 =0. (3.110)

Vip

The metric is now
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We will need the Christoffel symbols. These are

ow
[0 = En (3.112)
I, =% =¥, (3.113)
ow

, 1
oo = ;\I’,i (3.115)

; 0P
[Mjo = 035 (H + 5) (3.116)
Fijk = 0;P.x +0ixP,; =0, P, . (3.117)

We will now split the perturbed conservation equation into a zero order part
and a perturbative part by letting 7%, — T* + §T*,. Observe that we will
only need the °-component of the energy-momentum equation, and that we
as usual will only keep 1. order terms in the perturbations.

We thus get

0 o |
57 (To+0T'%) +— (T + 6T%)

+Fua,u (Tao + 6Ta0) - Faou (TMQ + 5T“o¢) =0. (3118)
Starting with the third term, we obtain
", (T%+ 6T%) :I‘NOM (Too + (5T00) + Fum (Tio + 6T )
ov 0P
=|—+3|H+ — T% + 67
{815 * < + at)}( o +0T%)

ov i i i
+ {% + ij} (T, + 6T7%) . (3.119)
In the last term, recall that the zero order energy-momentum tensor is diag-
onal, hence T% = 0. We are then left with two first order terms multiplying
the first order expression 677 . Thus we can set the complete product to 0

in our approximation. We are left with

N N oV 0P
I, (T + 6T°%) ~ [E +3 <H + E)} (T + 6T%,) . (3.120)

Moving now to the last term of equation (3.118), we get
—I%, (T, +6T%,) = =T%, (T, + 0T°,) — T, (T, + 0T",)
ov 1 0¥
=—2 (T% + 6T%) — PP (T°% + 67%)
— U, (Tl +6T%) — Iy, (T +6T%) . (3.121)
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We can as mentioned before ignore all non-diagonal parts of the zero-order
energy-momentum tensor (being 0), in addition to all second order terms.
We thus obtain

A . ‘ .
—I%, (T", + 6T")) ~ _ETO0 -1, (T; + 5le)
ov . ob . .
= —— 7% _3HT: —3—T" — H§T". 3.122
at 0 7 at 7 1 ( )

Here I have used the expression for the Christoffel symbols. Observe that in
the last term the sum over ¢ is implicit.
Putting it all together, equation (3.118) becomes

0 0 0 A 0P

—T% + —6T% + —0T% + —T°% +3HT® +3—T1°

gr 0T g0t ot gt ot oS o
U . o .

+3HSTS, — é)—TOO — 30T — 36—T@ — H6T: =0.  (3.123)
ot ot
Rearrangement gives

0 0 0 . 0P .

—T°% +3HT® — 3HT" + —&T" 5T + 3— (T% — T

o0t 0 ittt ot gttet at( 0 )

+3HOTS, — HST', = 0.

(3.124)

The first three terms of the above equation add up to 0 by virtue of the zero-
order equation 7%, = 0. It will also be convenient at this stage to return to
Fourier space. We are hence left with

%(W% + ik, 0Ty + 3HOTS, — HOT", = —3%—(1) (T -1T%) . (3.125)
If we now make the following substitutions
% = —p, T. =P, d=-V, (3.126)
we get
D o i 0 ; ov
50T + ikid T + BHOT — HOT, = =3——(p+ P) . (3.127)

Now that we have acquired the conservation equation, let us see where it will
lead us. First of all in our setting we are interested in large scales. We can
thus omit the term ik;6T"%, since we already calculated 7% in section 3.8.2
and discovered that it is of the order k . Hence the term we are neglecting is
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of the order k2, which is an acceptable approximation at this level. We are
now left with

%&FOO +3HSTSy — HOT', = —308—\1/ (p+P). (3.128)

To go further we will need the perturbed Einstein equations. From [10], these
are given by

0P k*®
—3H§ +3VH? — — = 47 GOTS, (3.129)
(0D 0
ik; i HVY | =4nGk; 0T, . (3.130)
If we contract with k; and rearrange a little, the last equation becomes
0P 127 Gik; HST®,
3H - — 3UH" = — m Zz@ L (3.131)
Combining this result with equation (3.129) gives us
) 12nGik; HOT®,
—= = 4mGOT, — T sz P (3.132)

Recall that we are working in the large scale regime. We can thus neglect
the term on the left. This gives us

127 Gik; HOT®,
4rGOTS, = e (3.133)
\
ik HOTS  6T%,
L = . 134
12 3 (3.134)
This enables us to simplify the expression for ¢ in the following manner
¢= ik; HOT®,
 K2(p+ P)
6T%,
=——— VU, 3.135
3(p+P) (3.135)

Solving for ¥ and inserting the result into equation (3.128) gives us (working
with the right hand side)

3% o Py =3+ P (e 200

ot ot o+ P)
ac o [ T
_ % i
o+ P)gr +(p+ Pm (p—i—P)
- o o, oI [(dp OP
=3(p+ P)5 + 56T —rla ) (3.136)
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Comparing this result with the left hand side of equation (3.128), we can
already see that the 9 (§7%) /Ot term cancel. The full equation is reduced to

: oc 6T (dp OP
HOT) — HOT', = —= - —20
3HOTY, 0T, = 3(p +P)8t (at 8t)

(3.137)

Our equation can be simplified even further. The homogenous continuity
equation from chapter 1 (equation (1.5)) is given by

)
9P _3H(p+P). (3.138)
ot
This gives us
: ¢ 6T P
HOT — HST'. = P)= +3H§TY, — 0 —_ 1
3HOTY, 6T =3(p+ )at+350 P (3.139)
y
o¢ 0T dP .
3(p+ P)= 5= i P — HoT". (3.140)
Y
¢ 1 dP ‘
= =_—— (679 = — H(p+ P)oT" ) . .
ot 3(p+ P) <5 ogp e+ P ) (3.141)

We can use equation (3.138) again to obtain

aC 1 (5T0 dP 5TZ@) |

ot 3P\ 0w T3 w

(3.142)

Observe that we can interpret 479, as the density contrast —dp, and §77%/3
as the perturbation to the pressure 0 P. We can hence write

¢ 1 P dp
%6_ P .
ot~ 3(p+ P)? ( a0 dt) (8.143)

Notice that for adiabatic perturbations we require[10]that

opr

=2 144

S

where ¢, is the sound speed defined earlier. An alternative definition [37] of

the sound speed is
dP 9
— = 145
o= (3.145)
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This implies that dpdp = dpdp. Inserted into equation (3.143) gives us

o _

5 =0 (3.146)

We have thus finally proven that the function ( is indeed a time independent
quantity, hence justifying our previous assumption.

This concludes our work on inflation. Now that we have an understanding of
the early universe, we shall return to the Boltzmann equations we acquired
in chapter 2 and study these in detail.
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Chapter 4

Perturbations in the Cosmic
Plasma

4.1 Introduction

In this chapter we will undergo the task of calculating and explaining the
dynamics of the CMB power spectrum. We will use the tools devolved in
the previous chapter to study this phenomenon in upcoming chapters. The
equations describing the CMB spectrum are an infinite set of coupled dif-
ferential equations, where analytical solutions are impossible to obtain. We
will hence make some approximations, specifically the so called tight coupling
limit, where the baryons and photons are so strongly coupled by Compton
collisions that they act as a single fluid[25]. This will simplify matters a great
deal, leading us into studying the acoustic oscillations of the cosmic plasma,
where the peak locations of these oscillations have direct consequences for
the full CMB power spectrum.

4.2 Initial Conditions

We start by dealing with the problem of initial conditions [19]. As we saw
in chapter 3, our model for inflation sets an initial non-zero spectrum for
U, hence setting the seeds for structure formation. We want to see how
this initial excitation of the gravitational potential W effects the temperature
perturbation © in the large scale [40] limit. Returning for simplicity to cosmic
time ¢, we have that 7'~ a~! we have that

or _ da

== (4.1)
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_2 )
Since a o t30+%) | we obtain

2 4t
O =3yt (4.2)

The perturbation dt/t can be viewed as a time-dilation effect from the varying
gravitational potential ¥, and since ds = /1 4+ 2Wdt ~ (1 4+ V)dt, the time
perturbation is simply W. We thus obtain

2
0= 31" (4.3)

Since the observed temperature fluctuation is © + ¥ we get

14+ 3w
O+ V= v, 4.4
+ 3+ 3w (4:4)

In a matter dominated universe with w = 0 the above equation reduces to
© + ¥ = U, This is again another manifestation of Sachs-Wolfe effect[40],
which we will study more in section 6.4. For now it is suffice to know that
inflation sets a non-zero value for the initial perturbations of © and W.

4.3 Boltzmann Hierarchy

4.3.1 Multipole Expansion ©,

In the previous chapter we saw defined the zeroth and first moment of the
temperature perturbation ©(u,n), where 71 - k = u/k, as

&, — / W& () (4.5)
6 =i [ Lué), (4.6)

which we refer to as the monopole and the dipole respectively. We will now
generalize this into defining the I’th multipole moment of ©(u,n) as

& — ﬁ / 1 W P1w) O(n). (4.7)



4.3 Boltzmann Hierarchy 85

where P, is the ['th order Legendre polynomial. The Legendre polynomials
are a complete set of orthogonal functions. To name the first polynomials

Py(p) =1 (48)
Py(p) = p (4.9)
Py = 2 (4.10)

An important property of the Legendre polynomials [1] is the recurrence
relation

(L + 1) Piya(p) = QL+ DpPi(p) — 1B-1(p). (4.11)

We will be using this equation in the next section to obtain the Boltzmann
Hierarchy.

4.3.2 Multipole Boltzmann Equations

We will now revisit the full Boltzmann equation obtained in chapter 2 and
combine these with the definitions of the previous section. Recall that the
photon Boltzmann equation was

O+iku®+®+ikpl =—7[0y— 6 + i), (4.12)

Observe now that all perturbations that are indexed will have no u depen-
dance.If we now multiply by %“Po(u) and integrate, we obtain

Ydu - Ydu - Vdu :
— ) —k —
/1 29“/1 2 “@+/1 2
ld,U/ B 1d,u~ ld,u~ ld,u
) — kuVU = —7 —0 — — — Uy .
+Z/l2 g T[/12@“ /12(9+ L2
(4.13)

In addition, the gravitational perturbations ® and ¥, and the baryon velocity
Up, are independent [10] of . We then get

G0+ kO, +®+0=—7[0y— Oy +0], (4.14)

which gives
Oy +k6, =0 (4.15)
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Taking now the 2. moment of the Boltzmann equation, i.e. we multiply by
z'%“Pl (1) and integrate, we get

i FRwei [ Funwal. )

The third term on the left hand side and the first term on the right hand
side both integrates to 0. In addition we have that

WP() = 1 = S Po(i) + 5 Pol). (4.17)

Using this result we get

- 2 [td - 1 [td - k- - 0
@l—kg/ —“PQ(M)@—/@E/ —“Po(u)@—gxy:—f'[—@lﬂ%},
-1 _

2 12 3
(4.18)
which gives
< 2 ~ 1.~ k ~ A Up
@1 — gk@Q — gk@o — g\If = T[@l — Zg} . (419)
Rearrangement leads to
2 2k ~ k ~ k- Up
@1 — ?@2 - g@o = 5‘11 + T[@l — Zg] . (420)

We can see a pattern emerging, for each moment of the Boltzmann equation
we take, we get a coupling of the given multipole with the higher multipole
and a lower one. Let us generalize what we have done to all higher moments
[ > 2. We can then multiply by ﬁ%“ﬂ(y)

L/ d—”B(u)éJr(_SlH/ LT — /d—uf-pl(l‘)‘i”r

(=i)t )y 2 1 2 (=i)t )y 2
k L du - 1 Ldu - 1 L du ~
W/1 73(#)#‘1’ = _T[(—z’)l /1 73(#)@0— (—i)! /1 73(#)@
-1 du
Ty /ITPI(M)M] (4.21)
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Because of the orthogonality of the Fj(u) , the two last terms on the left
hand side in addition to the first and third term on the right hand side are

all 0. The first term on the left hand side is simply ©, and the remaining
term in the bracket on the right hand side is —©;. We thus obtain

X 1 d/l/ ~ o~
&+ [ Mup)6 =46, (4.22)
-1

[+1 l
= PlH(N)_QZ—i—l

Bia(p) - (4.23)

Using this relation, the remaining integral becomes

k m ~ [+1 1 Ldu ~
(_Z-)H_l /1 7M-Pl(:u’) O = k%—H (—i)l+1 /1 7-Pl+1(/'t) ©

l 1 Ldu ~
ke lp

20 + 1 (=) /1 y Fa () ®©

[+1 - l

=k—— —k——06,_,. 4.24
TR (4.24)
Inserting this into equation (4.22) finally gives
< [+1 ~ I - -
O+ B — kB, , = 16, (4.25)

20+1 20+1

This equation, together with equations (4.15) and (4.20), is called the Boltz-
mann Hierarchy. They are an infinite set of coupled ordinary differential
equations for the temperature perturbations ©,. We will later see that the
CMB power spectrum is directly related to these mutltpoles in a relatively
simple way, hence the challenge is to calculate the ©;. One can use numerical
tools to calculate the power spectrum, like the installation CMBFasy which
uses the CMBFuast code for the calculations, but has a graphical interface
where one can easily vary cosmological parameters. In these codes one obvi-
ously has to set a cutoff value for [. This cutoff value must not be set too low
because roundoff errors will propagate down to the lower multipoles. The
codes typically[28]recommend a cutoff at [ ~ 1500 — 2000. I will later in
chapter 7 use these codes to show some examples of CMB power spectra.
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4.4 Tight Coupling Approximation

It is quite hard to obtain analytic solution of the Boltzmann Hierarchy' in
it’s fullness. It is however possible to obtain approximate solutions in certain
cosmological eras. Before the time of recombination 7,, the very large amount
of free electrons drastically reduces the mean free path of the photons ~ n/7,
which corresponds to a very large optical depth 7 > 1. This implies that the
photons behave very much like a fluid, tightly coupled to the electron-proton
plasma. Returning to the Boltzmann Hierarchy for [ > 2, let us make an

order of magnitude analysis of this equation. Firstly, the term @z is of the
order ©,/n. Similarly, 70, ~ 70;/n , k(I +1)/(2l + 1)O41 ~ kO;41/2 and
kl/(20 +1)0,_1 ~ kO;_1/2. Hence equation (4.25) becomes

O, k- k ~ -
=4 ~O1 — =61 ~ %@l- (4.26)

Since 7 > 1, we can neglect the first term on the left hand 31de . We thus

get
~ Q1 ~
O — O, ~ ez (4.27)

The equivalent equation for a higher muthpole is

~ 2T ~

@l+2 - @l ~ ]{j_®l+1 (428)
So the order of él+1 is
_ kn - _
@H_l ~ 2—<@l+2 - @l) . (429)
T
Inserting this into equation (4.27) gives
kn ~ kn ~ ~ 2T ~
— 00— —60,—0,_; ~—06 4.30
5y D2 T 5O -1 kn l- ( )

Horizon sized modes have kn ~ 1. Hence we can neglect the two first terms
on the left hand side. Thus we get

@l ~ —T@l_l . (431)

Hence in the tightly coupled limit, |©;] < [©;_,|. This implies that all higher
multipoles other than the monopole and the dipole are highly suppressed.

Tmpossible ?
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Thus we will only need the first two moment equations, omitting O, in the
latter. We have thus gone from a setting with infinitely many equations to
a set of three coupled first order equations

O+ kO, = (4.32)
x k ~ kE~ = Uy
@1 — g(")o = g\I] + T[@l - Z§:| (433)
N =~ R =
Uy = —310; + = [vb +Hop+1 k\II} , (4.34)

where the last equation is the baryon velocity equation obtained in chapter
2. This approach was first formalized in [22].
4.5 Acoustic Oscillation Equation

We want to turn the above equations into one equation for one of the vari-
ables. Firstly we can make a simplification in the velocity equation (4.34).
The second term is of the order ~ 77!, hence to lowest order we can set

oy ~ —3i0, . (4.35)
Inserting this value into equation (4.34) we get
~ R 3 ~ ~
Ty = —3i0; + [—32'@1 —3iH O, +i k\If] . (4.36)
T

Combining this expression with equation (4.33) gives

O, — géo - g\y ++[él - % (—3¢é1 + g [—3@'@)1 — 3iH 6, +zk\1:]> }
- gti’—i-j'[él — 0+ g[él 4:7-((:)1 - %H
- % ~ RO, — RHO, + R% , (4.37)
or simply
(1+R)O, + RHO, —%éo - (1+R)%. (4.38)
Division by (1 + R) leads to the following equation
biin B ook g KT (4.39)

1+R 31+R) ° 3
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We can now eliminate ©; by rewriting equation (4.32) as

.6, @
= _ 4.4
©, ko (4.40)
= (:)0 &)
0, = T T (4.41)
Inserting these expressions into equation (4.39) gives
O @ R [ 6 o koo kU
_ — +H— - R
ko k 1+ R ko k 3(1+R) 3
R R k2 - K
@ i @ Oy=—"7". 4.42
0 SR Qo R e gy %0 = T (442)
Rearrangement leads to
R : k2 s k20 R :
o O+ -—7——6=—P—-—-—H——9. 4.43
TR T 3 R 5 Mgt G48)

This is an equation for a damped harmonic oscillator with a driving force
F(k,n) defined as

Flkn) = —& -~ —H—"—& (4.44)

The O, can be interpreted as a damping term, thus we can already see
that a high baryon number will dampen the oscillations, in addition to the
expansion of the background space, quantified by H. We can simplify this
term by noting that

d ( 3pp ) _ 3 Popr — popr _ 3 =3Hpopr + 4Hpop,

T \dp,) 4 p2 4 P2
_ 3H popr
4 0
=HR. (4.45)
We can in addition define the sound speed ¢, as
1
e — 4.46
“=301+R) (4.46)
Using these last results and definitions we finally obtain
5 R I3 ~
@0 +— @0 + kQCi@O = F(]i], 7]) . (447)

1+ R
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I will now obtain a semi-analytic solution of this equation by first solving
the homogenous counterpart, i.e. with no driving force, utilizing the WKB
approximation.

4.6 WKB Solution Of The Homogenous Acoustic
Equation

In solving the full oscillator equation (4.47) we will be using a Greens func-
tion method consisting of finding the Greens function which is a solution
of the homogenous equation[22]. Then we use this function to induce the
inhomogeneous solutions which we will do in the next section. Let us first
solve the homogenous equation

5 R 2 ~
@0 + H—R @0 + ]{?26590 =0. (4.48)

Let us now assume a solution of the form
Oy = Ae'? (4.49)

where A and B are functions of conformal time 7. Differentiation gives

O = Ae'P + iABe'® (4.50)
éo = Ae'® + 2iABe™® + iABe'? — A(B)%'P . (4.51)

Inserting this into equation (4.48) gives

AeiB 1 2iABEP 1 iABeE — A(B)2e'® + (AeiB n z’ABeiB>
+k2c2AeP = 0.
(4.52)

1+ R

Gathering the real and imaginary parts we get two equations for the unknown
functions A and B

. R . :

At —— A4+ kA - AB)? = 4.

o pATRe (B)?=0 (4.53)
AB+ - AR+ 2iB—0. (4.54)

1+ R
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The assumption now is that the function B changes much more rapidly than
A. We can thus neglect the first two terms in equation (4.53). Assuming
that A # 0, equation (4.53) becomes

k2 —(B)?=0

B=ke, (4.55)
Integration gives (with B(0) = 0)

o n
/ dn'B = k:/ dn'cs(n)
0 0
n
B= k;/ dn'cs(n') = kry(n), (4.56)
0

where we have defined the sound horizon rg(n), which I will find an explicit
expression for in section 4.9 . We can now use equation (4.54) to find A.
First note that

BB = k*c,é, (4.57)
3 ..
by = —502’}%. (4.58)

Combining this with equation (4.54) we get (after multiplication with B)

AkPeyé, + iA k2 + 24K 2 = 0

1+ R
3 ) R .
——A ——A+2A=0. 4.
5 CSR+1+R + 0 (4.59)
Inserting the expression for the sound speed we obtain
. 2R A
2
B el
3R N 1
R A
——— =4—. 4.
1+ R A (4.60)
Integrating on both sides leads to
4InA=—1In(1+ R)
A=(1+R)7. (4.61)

Hence the two linearly independent solutions of the homogenous oscillator
equation are

Op(k,n) =(1+R
Of(k,n) = (1 + R

(4.62)
cos(krs(n)) . (4.63)

N— SN—
| I
= =
w0
—
B
S
oyl
<

V)
—~
33
SN—
SN—
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The solutions are as expected sinusoidal with a varying amplitude (1+ R)™1,
where the role of R becomes more apparent as a damping factor, as higher
R decreases the amplitude.

4.7 Solving The Inhomogeneous Acoustic Equa-
tion

Now that we have a semi-analytic solution of the homogenous equation (4.48),
we can embark on solving the full acoustic equation. Before we do that, we
can simplify equation (4.47) a little by noting that ® appears in almost the
same manner as ©,. Hence we can write

S = R < R : ~ = kz\i] F
b+ —— — O+ kP KD = ——— + k2D
O + +1+R@O+H1—|—R + k“c;O0 + k“c; 3 + R°c;
Got b+ (By+ ) + 42 (80 +8) = X (320 - )
‘ 1+R \° s \70 3 \7C% )
(4.64)
which gives
KL e 1 N § a0 (465)
dr ' 1+ Rdp s L T3 |1+R ‘ ‘

Note that the homogenous version of this equation is exactly the same as
equation (4.48). Hence the solutions found in section 4.6 will be equally
applicable for this equation. As a first approximation, we can assume that
R <« 1, thus we can omit occurrences of R in the expressions, except in the
cosine and sine functions for obvious reasons. Physically this is equivalent to
saying that we have very little dampening. We can thus write down the two
homogenous solutions of equation (4.65)

Si(k,n) = sin(kry(n)) (4.66)
Sy(k,n) = cos(krs(n)). (4.67)

The general solution of equation (4.65) is thus[10]

(1) + & (1) =D1S(k, ) +DQS2<k: )
_/ i | )] (1) S2(n) = Si(m)S2(n')
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where D; and D, are integration constants. Observe that I have set the
factor (14 R)~" of the ® term to unity.

To find the integration constants we will need knowledge about the initial
conditions of the perturbations. For our purposes we will only need to know
the main implications of inflation, which is that on early times, the pertur-
bations ©y(n) and ® are constant and non-zero[10]. This will be enough
to determine the constants D; and D, in this simplified setting. In fact by
differentiating equation (4.68) and setting n = 0 we get

6o(0) + ®(0) = D, . (4.69)

Since the perturbations are constant at early times, D; = 0. This again
implies that Dy = ©¢(0) + ®(0). Our solution then becomes

Oo(n) + () = [éo<o> + <i><o>] cos(k (1))

+_ dn <i> iy )} S1(0)52(n) = S1(m)Ss (1) -

(4.70)
In addition we have that
S1(n')S2(n) — S1(1)Sa(n) = sin(k ro(n)) cos(k ()
—sin(krs(n)) cos(krs(n'))
= —sin (k(rs —rl)) , (4.71)

and the denominator in the integral is

S1(0)Sa(n') = S1(n')Sa(n') = —kes(n) sin®(krl) — kes(n) cos?(kry)

N ——. (4.72)

Using these results we obtain

Su(n) + B(n) = [éom) + é(oﬂ cos (ke rs(n)

/ dn (I> —U(n )] sin (k(rs — 1)) . (4.73)
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We can now commence in finding the dipole ©;. Recall that equation (4.32)
says that

kO, = — (éo + é) . (4.74)

Differentiating equation (4.73) with respect to n leads to
So(n) + B(n) = = |60(0) + B(0)] ke, sin(kr ()
k K P& (o T (0! /
+ ke [ a [B01) = )] os (k(r = 1)
~ [@o< )+ <o>} sink 7,(n)

+ i dn <1> qr(n')] cos (k(rs — ")) . (4.75)
Then the dipole becomes

61() == [60(0) + 8(0)] sin(i (1)

k" ~ -
-t / af [80) = B0r)] cos (k(ro —10) . (4.76)
0

We will analyze these results in section 4.10, specifically about the location
of the peaks in the CMB spectrum. Let us now look at a specific case of the
acoustic equation where we can obtain a semi-analytic solution.

4.8 Inhomogeneous Solution for a Constant
o
We can now simplify our solution somewhat by going back to our acoustic
equation (equation (4.65)) and assume from the beginning that the gravi-
tational potential is approximately constant. The time variation of the po-
tential ® is quite small compared to the monopole and dipole in the matter
dominated era [10], hence we will make this approximation at this time. We
will thus commence in finding a solution for the dipole and the monopole in

this setting. Working with the monopole, recall that the WKB solution of
the homogenous equation was

[éo(n) + é]Hom = (1 + R)ii CA COS kTS. (477)

where C,4 is an integration constant. Since the right hand side of equation
(4.65) is now taken to be constant, we can find a solution by adding an
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unknown constant to our expression above, i.e

[©0(n) + &) = [O0(n) + Dlriom + A(K). (4.78)

Inserting our above guess into equation (4.65) will lead to a cancelation of
the homogenous solution. We are left with

2 1 . .
E*cCA(k) = % [H—Rq> - \11} : (4.79)
Recalling that ¢ = 1/(3(1 + R)) we obtain
Ak)=d — (14 R)T. (4.80)
We can hence write down the full solution
[©o(n) + ®] = (1 + R) % Cacoskrs + & — (1 + R)V, (4.81)
which we can simplify as

Oy(n) = (1 + R)fﬁ Cycoskry — (1+ R)W. (4.82)

This form is quite satisfactory as it actually tells us a great deal about the
nature of the perturbations. First we can observe that the zero point of
the oscillations is displaced by an amount of (1 + R)\i’. Since the sound
speed is given by ¢ = 1/(3(1 + R)) , the effective mass of our oscillator is
approximately (1+ R). Hence an increase in R increases the effective inertia,
dampening the oscillations, which one can see from the appearance of the

(1+ R)_% factor. For the dipole we obtain

©1(n) = i Casinkrg. (4.83)

We will in chapter 6 return to these expressions when studying the small
scale temperature anistropies.

4.9 The Sound Horizon

We defined the sound horizon as

ri(n) = == / = R,, (4.84)
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where all the primes from now on denote quantities that are functions of 7’.
If the sound speed is constant, the sound horizon is simply r; = ncs. This
is not a very realistic scenario, requiring either the baryons to be completely
dominant, or that the baryon to photon ratio is constant, which in fact should
be of the order ~ a. In the tightly coupled limit, the universe is dominated
by both matter and radiation, so I will take this assumption to hold here. I
will however make no presumption on whether matter-radiation equality has
occurred or not. It is however generally assumed that recombination occurs
long after the era of equality 7., . I will now calculate an expression for r;
in this setting. We will first need the expansion factor for a matter-radiation
dominated universe. This is given by
2

1= o [V o= ] (489

where a., = a(ne,), Ho is the Hubble rate presently and €, is the matter
density. One way to calculate the integral in equation (4.84) is to change the
integration measure dn’ to dR’. This can be accomplished by recalling that
in section 4.5 we proved that

R=HR. (4.86)
Hence p
dR = ZQR. (4.87)
This implies that
InR=Ina+c
R=\a (4.88)

where ) is a constant which we could in principle find, but we will not actually
need it. This result is of course expected since p, ~ a2 and p, ~ a™*
Returning to equation (4.85) which after differentiating becomes

B 1 da
VO HE AT Geq

which when combined with equation (4.87) gives

da

a

= M/QnHE\/a + ae, dn

= /AU HE /R + Reg ., (4.90)

dn (4.89)

dR = —R = \da
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where I have defined R., = R(n,,). Hence we obtain

1 dR
dn = . (4.91)
VAQHZ /R + R,
Thus the expression for the sound horizon becomes
() ! / Car ! (4.92)
rs(n) = — : )
7 V3L, HE Jo VR + RegV1+ R

This integral is analytically solvable. Performing the change of variable

w=1In [\/R' F Reg+V1+ Rf} (4.93)

2du = dr : (4.94)
VR + RegV1+ R

we get

=t [
re(n) = —m—— U
! V3L, HE Juo)

2

2 VER+ Ry +VI+R

|
AN HE 1+ Rey

We can make additional adjustments to the above expression. For reasons
that will become clearer later, it is convenient to define the wavenumber of
the mode k., which equals the comoving Hubble radius at matter-radiation
equality, i.e when k., = a.,H (ae,). The Hubble factor at equality is

(4.95)

2H2 (),

3
€q

[2H2Q),,  [2HZQ,,
kg = GogH (aeq) = Geq GOT = ao : (4.97)
eq €q

The above definition leads to

H?(11eq) = Hy Qior = (4.96)

This gives

1
5/\ Geghly = NHFQ, | (4.98)
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which gives

2v2 R+ Ry +vV1I+R
rs(n) = V2 In v otV (4.99)
Fegrn/3 Aaeq I+ /Ry
Thus the sound horizon of the baryon-photon fluid becomes
2 6 R+ Reg+vV1I+R
rs(n) = n v YV (4.100)
3 keq Req 14 A/ Req

We will see in chapter 7 how the changing some cosmological parameters,
mainly €2,,0 and €, effects the sound horizon.

4.10 The Acoustic Peaks

Let us now return to our description of the photon monopole and dipole and
see what information we can obtain on the acoustic peaks. Observe that
have neglected diffusion damping effects in the plasma for time being. First
if we omit the integrals in the expressions we are left with

Bo(n) + (1) = [Go(0) + &(0) | cos(k 7, (n)) (4.101)
6. () z% [(1)0(0) + <i>(0)] sin(k (1)) (4.102)

Already we can spot the locations of the peaks. For the monopole these are

ko="2  p=01,2.. (4.103)
TS
and for the dipole
b= (ntl) 2 ~0,1,2 (4.104)
1=1n 9 27‘8 n=~u,l1,2.... .

Observe that the dipole and monopole are out of phase. This will obviously
have an effect on the final CMB power spectrum as higher multipoles will
be out of phase with the lower ones. As we will see the peak location of the
monopole is the most significant one, the higher multipoles being suppressed
[22]. If we in addition include the effects of gravity through ¥ as we did in
section 4.8, there will be an alteration in the hight of the peaks [20]. We will
study more of these effects in chapter 6 where we finally introduce the CMB
power spectrum.
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4.11 Free Streaming Solution

We have up to now seen how in the tight-coupling limit the perturbations
in the cosmological plasma induce acoustic oscillations that have well de-
fined peaks. The peaks of the monopole Oy will as we will see correspond to
the peaks in the total CMB anisotropy spectrum. As the universe expands
cooling will naturally occur. The photon-baryon plasma will be tightly cou-
pled as photon mean free paths are quite low ~ 7! the temperature reaches
T ~ 6—"T000k. At this stage stable hydrogen can exist, and we have reached
the era of recombination 7,. The acoustic state which the universe was in at
this time will then have been frozen into the radiation emitted. The photon
mean free paths drastically increase, the universe becomes transparent.

In this section we want to study how the perturbations ©, evolve as the
photons free stream towards us from the last scattering surface. In section
2.1.8 we already calculated the effects of free streaming in the absence of
collisions with other particles. Though this approach is inherently flawed, it
hinted towards what effects we might expect, as we encountered the Sachs-
Wolfe effect and the integrated Sachs-Wolfe effect for the first time. We will
thus find an expression for the perturbations at our time 7y , using a simi-
lar procedure as in section 2.1.8, bearing in mind that scattering effects will
complicate matters to a certain extent. First let us introduce a function that
will turn out to be quite useful in our calculations.

4.11.1 The Visibility Function

In the cosmic plasma, photons are continuously colliding with other particles,
creating an effective pressure effect. The mean free path of the photons
is quite small, but as recombination occurs the photons can travel further
and further before encountering other particles. We will now define[10] the
wisibility function as

gn)=—1e 7, (4.105)

where 7 is the optical depth introduced earlier. Recall that at early times, 7
is very large. Conversely, 7 is very small at n = ny. This implies that

1o 10
/ g(n)dn = —/ e Tdn = [e‘ﬂgo = 1. (4.106)
0 0

Thus g can be interpreted as a probability. It is the probability that an
observed photon last scattered at time n, thereby retaining the information
of it’s last scattering as it free streams towards us. In [10] , Dodelsen shows
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that g is quite small for times prior and after recombination. The reason for
this is that 7 is quite large at early times, and that —7 = on.a decreases
rapidly after 7, . In fact g is strongly peaked[25] about n = n,, at least
compared to Oy(n) and ®(n). We will use this to our advantage in the
calculations in the next section.

4.11.2 Calculation of ©;(n)

We will now undertake the task of finding out hoe the perturbations at early
times evolve as the photons free stream towards us. For this we return to
the Boltzmann equation which was

O+ikpu®+d+ikpl =—7[0g— O+ i) (4.107)
We can rewrite the above equation as
O+ (ikp —#)0 = -0 —ikp¥ — [0+ pi) = S, (4.108)
where we have defined the right hand side as a source term S with
S =—®—ikp¥ —#[Og + i), (4.109)
The left hand side of equation (4.108) we can write

. 0 [/~ .
—ikun+1 ikun—T1
e o (@e ) , (4.110)

as we did in the collisionless case. Equation (4.108) thus becomes

a% ((:)eik"”_7> — ¢ihun-rg, (4.111)

Integration from 1 = 0 to n = 7y gives

[éeik“’?—T] " / " dne™-T S
0

0

O (1) ekrmo=m) _ §(0)e~") = / dne™n=Tg, (4.112)
0

Recall that 7(0) is very large, hence the second term on the left hand side
tends to 0. In addition 7(1) is completely negligible. We thus obtain

~ . 770 .
O(ng)e*rmo = / dne* =g, (4.113)
0
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which when multiplied by e~*#m Jeads to

70
O(ny) = / dnettrn—m)=1g (4.114)
0

We would at this stage like to find an expression for the multipoles ©,. To
obtain these we need to multiply by duP;(n)/2(—i)" and integrate over all
i, ie. from p = —1 to p = 1. If we do this to equation (4.114) , the left
hand side is trivial, it is simply ©,. But the right hand side is a completely
different matter, as the source function S has an explicit i dependence where
our formulas of Legendre functions do not seem to apply. We can circumvent
this problem by noting that for a function f = f(n)

d ikp(n—mno)—T / etkr(n=mo)
/0 1 e [ = dn f5— T 877( )

_ feiT ikp(n—mno) " _ 1 nod ikp(n—mno) 9 (f —T)
BT o ik )y T° oy V€
e~Tlmo) 1 [ . 0
— _ ikp(n—mo) = -7
fmo)— = [ dne 3 (fe)
flno) 1 /”0 e(n—no) O _
— i dn etkrn—mo) . 4.115
ik ak ), “° an<f€ ) (4.115)

The first term here has no yu dependence. It will become 0 as we integrate
over  for all [ > 0. Only [ = 0 will be non-zero, but this will contribute
to the only non-measurable part of the perturbations, namely ©,. We can
hence omit the first term[10]. The above equation then becomes

" d ikp(n—m0) __1 " dn et*rn=m0) —_ 0
e PHITTI0)TT f — e’ 0 e ). 4.116
/0 " d ik /0 7 on (f ) ( )
We see that each occurrence of p can be replaced by — = —g in our calculations.

Returning to equation (4.114), the right hand side becomes
70 . 70 B B 5 '

| dnetrormres — [T an(-d it < #(8, -+ pa et
’ Ono . ~ A

0

— [uw B + 70, e—f] eiku(n—no)]
0 B N )
= / dn [(_cp — 7'—@0)6—761@(77—770)
0

4 eik#(ﬁ_no)% <\11@—T + %iﬁb e_T) ] (4.117)



4.11 Free Streaming Solution 103

It is now appropriate to insert the visibility function ¢ = —7e¢™7, introduced
in section 4.11.1. This gives

~ o X - 0 - D .
Slm) = [ an[~ e +g8y+ o (e ) et
0

0 . ~ . R o /it '
= / dﬁ[ —Pe "+ g0p+ Ve T —VUie T + — <@) }e’k“(”’no)
0 on \ k
no
= / dnSelknn=mo) (4.118)
0
where we have conveniently set
o < P _ ~ ~ 8 Zﬁbg
S=(U-0)em+ |0+ 0| g+ (7). 4.119
e+ |B+V| g+ an \ % ( )

As one can see, we have with the above calculations effectively removed the
p-factor from the integrand. We are now ready to proceed with the task of
finding ©;. We have now that

- o _
O(ny) = / dnSe*rmn=mo) (4.120)
0
Multiplying by duP;(1)/2 and integrating gives

1 5 10 B 1 A
/ %Pz(u)@(%) = / dnS / %B(M)e’k*‘(”‘"‘” (4.121)
—1 0 -1

I
- 10 1 .
(—i)l@l(ﬁo)Z/ dnS/ %B(u)e’k“(n_m). (4.122)
0 -1

It turns out that we can use the our knowledge on spherical Bessel func-
tions to calculate the u-integral on the right hand side [1] , as we have that
f_ll duPy(p)e™ = 2j5,(x)/(—i)' , where j;(z) is the I'th spherical Bessel func-
tion. We thus obtain

&1(m) = (1)’ / " S (k(n — o). (4.123)

where I have used that (—i)!(—i)" = (—i)* = (—1)!. Taking in addition, the
formula (—1)'j;(z) = j(—x), into account the above equation reduces to

&1(m0) = / " dn S (ko — ). (4.124)
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Let us now write out the full expression of the integral. We find that
- 70 - - )
O1(m0) = / dn g(n) [@o + \If} Ji (k(mo — 1))
0

+ /0770 dn(% (me9> g1 (k(no —m))
n / " ane (F— &) i Getm — ) (4.125)

It is at this stage where the visibility function comes in really handy. Because
of the strongly peaked nature [25], at least compared with ¥ and @, and the
fact that prior and after it’s peak g is effectively 0. The function g will in
fact mimic a delta function behavior centered about n = 7,. The integrals
involving g will be greatly simplified. The first integral is simply

[ angto [Butm + ¥ i (ktm = ) = [Butn) + ¥
<kl — ). (4,126

The second integral of equation (4.125) will require a little more work, but
not much. Firstly, integration by parts gives (recall that ¢g(0) = g(ny) = 0)

" an 2 (Y G ko — ) = [0 gy — )]
/0 377( k‘) { k

0

)
- /0 " dn wbz(n) %jz (k(no —m))

= — /0’70 dn @%jl (k(no —m))

(4.127)

Using that di; = ji_1 — Bl with z = k(n — n.) gives

[ g (kg) 5t~ =~ [V 5 e )

— %ﬁ (k(no — n))}
~ i Ty(n,.) [jl—l (k(no —n))
[+ 1

o= (k(mo — 1)) } (4.128)
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At recombination 7 is very large [10]. We can hence use as we did before
that v, >~ —3i0; in the above expression. Putting it all together we finally
obtain

Gu(m) = [Oo(n.) + ¥(n.)| j (klno = 1.))

#3011 i1 (Km = 1)) = =i (ko — )
+ /O P dne (xif _ <i>) i (ko — 1)) (4.129)

This equation is a very important to our work and is the basis for the CMB
power spectrum we are going to study in chapter 6 . The above equation
is somewhat similar to equation 2.78 in chapter 2 , although with a higher
degree of accuracy. It draws a clearer picture of the effects influencing the
perturbations. First we see again that the temperature perturbations ob-
served today are not only affected by ©y(n,) and ©;(n,), but also W. This is
what we expect as photons lose energy by climbing out of gravity wells. This
is of course another hint of the Sachs-Wolf effect, which we will calculate
in section 6.4 . In addition, the last term quantifies the Integrated Sachs-
Wolf effect, which describes the changes in the photon energy while passing
through time-varying potentials.

4.12 Silk Dampening

There is one important aspect of the CMB anisotropies that we have not
discussed yet, namely diffusion dampening [24] of the anisotropies. We will
treat this with the same detail as we did for the acoustic oscillations in
section 4.6, but we will present here the basic facts and ideas developed in
the literature, extracting what we need to treat the CMB power spectrum in
a more precise manner. Recall that in our tight-coupling approximation, we
argued that the photons are tightly coupled to the baryon plasma through
compton scattering of the electrons, which effectively reduced the mean free
path of a photon to 0. This would be correct if the scattering rate was infinite,
which of course it is not. Hence a fraction of the photons will free stream
an amount before scattering. This will cause dampening of the acoustic
oscillations, which is called Silk dampening (Silk 1968).

We can imagine the photons scattering of the electrons generating a path
as a random walker. The mean free path of a generic photon being 77! =
(neor)~t. During a Hubble time H~! the photons scatter an amount 7- H 1.
Thus the total distance Ap traveled by a random walker is the mean free



106 Perturbations in the Cosmic Plasma

path times the square root of the scattering rate [22]. This leads us to
Ap = (neor) 'VneorH L = 1/v/n.orH. Hence a relevant dampening scale

would be
k’D = \/ neaTH. (4130)

This means that the modes with wave number k£ > kp should be damped in
some fashion. This is of course a very rough estimate which we will improve
upon in the next section.

4.13 The Effect of Diffusion Dampening

There are two main diffusion effects [24] , viscous dampening from the
quadropole ©, and heat conduction from the relative photon-baryon velocity
30, /i — vp. Recall that we set the latter quantity to 0 at the end of sec-
tion 4.11.2. We thus need to incorporate Oy in our work. We would now
have to return to the Boltzmann Hierarchy (equation (4.25)) and include an
equation for O, in addition to the ones we had for 6, and ©; in the tight
coupling approximation. Solving the resulting equations is a straight forward
calculation (see [10]), where we basically obtain the following solutions

~ 2
Og ~ exp (ik/cﬂn) exp (—k—2) (4.131)
kp
~ ]{;2
O, ~ exp (—z’k/csdn) exp (_k_2> ) (4.132)
D

As one can see, we recover the same solutions as in the tight-coupling limit,
but with an additional exponential dampening factor, where there is basically
no dampening for £ values smaller than kp. This was expected from the
previous heuristic argument in section 4.12. However the dampening scale is
now changed to

1 I dn’ R? 8
S = —/ d { + —} . (4.133)
kh(n) 6 Jy (1+ R)neora(n’) [1+R 9
An estimate for kp is given in [10] where one takes the pre-recombination

limit where are the electrons are free. The calculation leads to

v -1
kp? ~ 3.1-105Mpc®a® 2 fp(a/aeq) (h?) (1 — é’) (Qmoh?) ™12, (4.134)

Here Y), is the mass fraction of helium with Y}, ~ 0.24. fp is a function we do
not need as f; — 1 when a/a., becomes large. However this expression is not
entirely correct at recombination, we will thus use a different approximation
to kp in our numerical work in section 7.2.
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4.14 Finite Duration of Recombination

We end this chapter with a discussion of including the effects of diffusion
dampening and the fact that recombination most probably was not an in-
stantaneous process. The latter is often abbreviated by the finite thickness
of the last scattering surface.

To include the diffusion effects we would in principle add a factor of exp (—]’:TQ)
D

in equation (4.125) and repeat our steps onwards. But because of the peak
in the dampening factor about n = 7,, our delta function argument would
no longer apply, leaving us with a complicated integral to solve. But thanks
to Hu in [24] there is a way out of this dilemma. Recall that the visibility
function g(n) is basically a filter peaked about n = 7,, where the width of
the peak is proportional to the thickness of the last scattering surface. In
[24], Hu. et. al showed that including the finite thickness of the LSS would
be accomplished by changing the dampening factor

k)= [ dngta) - (4.135)
D(k :/ dng(n) exp (——) . 4.135
0 /f%(n)
Thus we multiply equation (4.125) by the above factor instead of exp (—]’;—22) ,
D

now accounting for both effects.
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Chapter 5

Growth of Inhomogeneities

5.1 Introduction

We will in this chapter investigate in a limited fashion some aspects of how
the primordial inhomogeneities generated by inflation evolve to the large
scale structure observed today. We will introduce some key aspects that has
become convention in this field of study. But bear in mind that the treatment
of this subject will be quite superficial, concentrating largely on concepts we
require to increase our understanding of the CMB.

5.2 The Primordial Potential

As we saw in chapter 3, the quantum fluctuations in the Inflaton field gave
rise to fluctuations in the potential (ID(E, n). We will refer to the primordial
value of the potential as <I>p(lg). Our aim is to see how this value relates to
the potential ® at later times. Observe that right after inflation ends, most
modes k lie outside the horizon only to gradually re-enter the horizon as the
universe expands. But as this happens the universe eventually goes from
being radiation dominated to matter dominated after a.,. Hence modes that
re-enter the horizon prior to equality grow differently than the ones entering
after. Once most modes are inside the horizon they all evolve equally, inde-
pendent of wavelength.

We see that there are two distinct types of evolution, a wavelength dependent
growth at “early” times, and a wavelength independent growth setting in at
“late” times, which we refer to for the time being as a;q. It has thus become
convention to separate these two growth patterns. The potential @(E, a) can
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be expressed by @,(E) by
Ok, n) o ®, (k) x [Growth function (k)] x [Growth function (a)]. (5.1)

The wavelength dependent growth function is called the Transfer Function,
denoted as T'(k). Following convention, it is defined in such a way that it is
1 at large scales. This means that

T(/{) . @(/{;.alate)

= _\Wdlate) 5.2
q)LfS<k7 alate) ( )

where ®;_g(k, ajqe) is the large scale solution of the potential at aj,.. We
will in section 5.3 give explicit expressions for the transfer function .
Moving on to the wavelength independent growth at later times. It is defined
as
®(a)

(I)(alate) .
This function is simply known as the Growth factor. The growth factor is
the matter perturbation §, D(a) = 0, when most scales are well within the
horizon, i.e. when a > aqe (see [13, 10]). Our potential now looks like

D(a)=a

(5.3)

D)

a

(k. 1) oc B, (k)T ()

(5.4)

Concerning the proportionality factor, it is in fact 9/10, which follow from
detailed calculations of the evolution equations for ® on the large scale level.
Indeed, it is the factor that the potential decreases as the universe becomes
matter dominated. See [10] for details on the calculations. Hence we have

B(F,n) = =, (7 (k) 2L

10 " (5.5)

5.3 The Transfer Function

In the light of our recent discussions a natural question arises. When does
the Transfer function regime end to leave D(a) in charge of growth ? This
brings ke,, the mode with the wavenumber entering the horizon at equality,
which we introduced in chapter 4, under a new light. It gives us a relevant
scale at which T'(k) is dominant. Thus for & < key = aegH (ae,) we set
T(k) ~ 1 and use D(a) for studying the evolution of ®. It has thus become
natural to express the transfer function as a function of k/ke,.

To calculate T'(k) and the growth factor D(a), we would in principle have to



5.4 The Growth Function 111

solve the full set of Boltzmann equation for the photons, matter and neutrinos
coupled with the Einstein equations for ¥ and ®. The equations in question,
reproduced here for convenience, are

O+ikpu©+®+ikpV=—7[0)— 0O + v (5.6)
by + gvb = kT + % 360, +v] (5.7

Oy + ikvy = —3d (5.8)

O+ Ho = —ik¥ (5.9)

o +ikv = —3d (5.10)

(@ + W) = —32Ga’ [p,02 + p, N2 (5.11)

2
H
2 ® — 47 Ga® [pmdm + 4 (p,O0 + puNp)] = 12rq [1pmUm + 4p,O,]

k
(5.12)
N +ikpN = —& —ikp¥, (5.13)

where p, = p, + p, and ©, = ©, + O,. There are many ways of attacking
this problem, one way being to solve the full set numerically by ignoring the
baryons as dark matter is dominant. One solution obtained by Bardeen et.al,
known as the BBKS! transfer function[3] given by

In(140.171z)

T p—
(z) 0.171z

[1+ 0.284z + (1.182)% + (0.3992)° + (0.490z)*] "

(5.14)
where © = k/k.,. But one can also obtain a semi-analytic solution by study-
ing different extreme limits of the equations. Dodelsen does this in [10]. A

small scale solution which we will use is

Tk—legql i 5.15
() =125 (- ). (515)

valid for k > k.,. We will see this expression reappear in chapter 6 when
studying the small scale CMB power spectrum.

5.4 The Growth Function

As mentioned earlier, after most interesting modes have entered the horizon,
each wavelength k evolves in the same fashion [10]. A widely accepted time
when this occurs corresponds to z ~ 10 which is approximately a ~ 107!,

!Bardeen, Bond, Kaiser and Szalay.
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We will in this section find an expression for D(a) valid for a > a.,. At these
times p, is negligible compared to pg,, and 7 is small. In addition as most
modes are well within the horizon, we can take the small scale limit of the
equations quantified by "“QkH < 1. The equations we are working with reduce
to

o+ Lo = ko (5.16)
a
0+ ikv = =30 (5.17)
E*® = 47Ga®pm. (5.18)
We have also set ® = — WU as anisotropic stress is small, and we are ignoring

the baryons which is natural in this setting. We can set about to solve the
above equations. We will do this by eliminating ® and v from the picture to
obtain one equation for . First we note that

4G pgm =~ ATGpy, = ATG perQmoa™

3H?
= 47TG87TC0;'Qm0a_3
3
= 5 ngga%. (519)
This leads to
.a ,
v+ —v=1 :
+ kP (5.20)
a
o+ ikv = =30 (5.21)
3
Ed = §H§Qmoa_16. (5.22)
If we differentiate equation (5.21) we get
o+ ikt = —39. (5.23)

Using equation (5.20) to eliminate © gives

5+ ik (z‘kzcb _ ﬁu) Y

a

§— 120 — Likv = -3 (5.24)

a

We can eliminate the velocity term by assuming that v > ® in the small
scales we are studying here. This leads us to conclude from equation (5.21)
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that § ~ —ikv, and implies that

§— K20+ 25 = —30

a

5+ 26 = —30 + k0. (5.25)
a
Since @ is of the order ®/n* ~ ®/(aH)?, we can completely ignore it as k*®
is much larger in this small scale setting. Joined with equation (5.22) the
above equation becomes

5+ 25 = gHngoa‘lcS. (5.26)
a

We have successfully eliminated ® and v and are left with a second order
equation for §. Observe that our equation involves some factors of a, hence
a natural way we can simplify our problem is to change variables from 7 to
a. To do this we need the differential operators

d dad d 9. d

o T sl 2H—= 5.27
dn dnda ada ¢ da ( )
d? 9. d d d d d?
— =d’H— (*H— ) =a*H— (a®*H) — + a*H*— . 2
dn? “ (a da) “ («H) da Ta da? (5.28)

Changing the variable to a turns equation (5.26) into

d 3
a*H*" + azH% (a’H) &' + a®H?0' = §H§nga‘1(5
1 d 3HZO
11 “ 2H / —lgr _ 04" &m0
) +_a2Hda(a )8 +a"'o —2H2a55
1 dH _ 3H2Q,,

Observe that primes indicate differentiation with respect to a. This new
equation does not seem any simpler then equation (5.26), in fact quite the
contrary. But this form will in fact allow us to find an analytical expression
for D(a). We start by guessing a solution of equation (5.29), then using this
solution to find the interesting one, a standard approach in solving D.E.’s.
The simplest guess being § = H.

5.4.1 Proof of the D(a) = H Solution

We will now assume that § = H is a solution of equation (5.29) and prove
that this is indeed the case. Inserting this assumption in equation (5.29)
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gives
3HZ Qo

W. (5-30)

1 dH
H// Eaiheaintl 3 -1 H/:
—l—(H o + 5a )

At late times we can assume that the Hubble factor is of the form

H = Hor/Quoa + Uy, (5.31)

where we have in addition to a mass term a cosmological constant term. We
are not excluding a possibility of dark energy by this assumption, as long
as the change in wg, is smaller than the change in a. Differentiating with
respect to a gives

dH 3 Quoa™ 3 HiQumo
- _°H S 5.32
da 2 a2+, 2 d*H (5:32)
d*H 3. 5 a® at 3 H3Qmo aH’
= a0 (1 ) =5 g (1) 6

Inserting these results into equation (5.30) gives for the left hand side

3 H2Q, H' H' 3 H2Q,,
LHS : == ”(4+“ )—(—+3a_1)._ 0°°m0

2 Hab H H 2 a*H
3 HZ Qo aH' aH'
=2 4 _
e () - (7 )]
3 HZ Qo
—— .34
2 Hab (5.34)

The right hand side of equation (5.30) is indeed this factor, which proves
that 6 = D(a) = H is a solution of equation (5.29). But is this the mode
we are looking for 7 A solution that grows as the Hubble factor is really not
that interesting [10]. We will thus proceed in finding another solution.

5.4.2 Solving the Growth Equation

We will now find a different solution of equation (5.29) than the one found in
the previous section. We start by introducing a new variable the u = §/H.
Differentiation gives

8 =uH +uH' (5.35)
" = u"H + 20 H +uH". (5.36)
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Inserting these into equation (5.29) leads to
H' 3H2Q,,
u/,H—i—?u’H,—}-uH"—i—(ﬁ_}_ga—l) (u/H—i—uH’): 2](3]a50

H 2Hab

'

H 3HZQ,,
W'H+3uH +3a "W H+ (H” + <— + 3@‘1) H’) u— 207tmo

3H2Q
=220-"m0 o eq.(5.30)

2Hab
SH20,0  3H2O
u = u
2Ha® 2Ha®>

W' H+3uH +3a "WH +

(5.37)
which leads to
W' H+3WH +3a'WH =0
Hl
u” +3 (ﬁ + a1> u' = 0. (5.38)

We have obtained an equation that we can readily integrate. Integration
gives

Inu' = —=3In H — 3lna + const

u = ¢

~ (aH)?

\

a da/

=C | ———= 5.39

= || Gy -39
Recalling that D(a) = 0 at late times by construction, we get
a da//
=CH —_— 5.40
) =CH || Gty 40

In (ref) it is shown that when matter is completely dominant , D(a) = a is
a solution of (5.29). This corresponds to a constant ®. We can use this to
find the integration constant C

a dal

da
—CH
/ /HO /Q) a/ 3)3
= CHOPH® / a's da

= —OHQ 32H a3, (5.41)
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This is supposed to equal a. We get the equation

- OHQ S 3ar =a
5

= C = 5Qmohrg (5.42)

We hence obtain the growth function

5

D HXH

(a) = 2 mo / ’H
5

29"“’ H, J, (a’H(a’) THy)? (5.43)
We have now found a formula describing the clustering of matter at times
after recombination. One can now readily calculate the growth function for
different cosmological models. Of particular interest is of course the A\CDM
model with §2,,0 = 0.3 and 2, = 0.7. We will calculate the growth factor for
this cosmology in section 5.5, although we must do this numerically since in
this case the above integral is a hypergeometric function not easily analyzed?.

5.5 The Growth Function for some Cosmolo-
gies
In this section we will find the growth function for a flat ACDM model with

Qo = 0.3 and ), = 0.7. For a matter-dark energy model the Hubble factor
is

H = Ho\/Qoa—3 + Qgea—30+), (5.44)
The growth function then takes the form
5 H “ 3
D(a) = 5mo (o) / P (Qunor ™ 4 Qaer ) 2 dr (5.45)
A cosmological constant universe has as we know w = —1. Unfortunately

the above integral cannot be expressed in elementary functions, so we must
turn to numerical techniques to solve this problem. It will also be instructive
to compare our results with other universe models, like a completely matter
dominated one and some dark energy models with different values of w.
Appendix B.1 shows a simple numerical integration code written in Python
used to produce the different graphs shown below. Figure 5.1 shows the

2Curiously enough, the case with w = —5/6 is analytically solvable.
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Figure 5.1: The growth factor for a ACDM model with ,,0 = 0.3 and
Q) = 0.7, compared to a cosmology with €2, = 1.

growth function for a ACDM compared to a completely matter dominated flat
universe with €2,,0 = 1. We see here how at later times structure formation
is damped a little by the presence of a cosmological constant.
We can also note in figure 5.2 the difference between a dark energy model
with w = —0.5 compared to the other two models considered.

5.6 The Matter Power Spectrum

In the end of this chapter we will see what our recent development has
implications to our previous work, specifically regarding the matter power
spectrum we defined in chapter 3. How do we relate this to the primordial
spectrum P generated by inflation. The formal definition [10] of Pp was

< @, (k)®:(K) >= (2m)°5(k — k') Py (5.46)

Recall that from chapter 3 we found that

STG H? [k \"!

We want to relate this to the matter power spectrum < J§(k)d*(k') >=
(27)30(k — K')P(k) at late times, i.e. @ > . To do this we start by
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Figure 5.2: The growth factor for a ACDM model with €,,0 = 0.3 and
Qy = 0.7, compared to a cosmology with €2,,0 = 1 and a dark energy model
with w = —0.5.

defining the Scalar Amplitude

52 = 3G <ﬂ) " (HD(‘ZO))Z. (5.48)

me \aH %Qmo

It has become convention to include the growth function into the definition
of the scalar amplitude, the presence of H and €2, renders the last factor
dimensionless. Inserting this definition into equation (5.47) gives

5002 [ B\t 02
Py = — yA—_. 4
® 7 ok3 <H0) D2 (qq) (5-49)

We need a relation between @ and § at late times. The natural choice is to
use the sub-horizon equation we used before

E® = 47Gpnad = gHngoalé, (5.50)

which when solved for § gives

2ak?

0= ——09o.
3HZ 0

(5.51)
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Using equation (5.5) we get

2ak* 9 T D(a)

L IR
SR, 100 My

_ R ) D(a) (5.52)

= 5H2 0o “%p ‘

Taking the variance on both side’s leads to

9k4
506 >=——__ T?(k)D? o, OF .
< > BHI (k)D*(a) < ®,®5 >, (5.53)

which when combined with equation (5.49) gives

Okt 50 R\, 02
PO = g, 000 55 (1) S
J
kn D(a) \?
_ 262 2
P(k) =27 5HH3+3T (k) ( D(ao)) . (5.54)

This is the matter power spectrum in it’s final form. We can see that the
addition of D(a) in the definition of § gave the power spectrum a symmetric
form. Although there are many ways in the literature to define the power
spectrum and no clear standard have arisen at the time of this writing ( see
[8, 31, 16] for alternative ways to implement this). The physics is after all the
same, so it boils down to taste and convenience. We have chosen the present
approach as it is most suited for our work on the CMB power spectrum.
Indeed as we will discover soon, equation (5.54) will play an integral part in
chapter 6.
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Chapter 6

The CMB Power Spectrum

6.1 Introduction

In this chapter we will investigate how our previous theoretical work can be
turned into something measurable, namely the CMB power spectrum. We
have referred to it numerous times throughout this work, it is thus time to
deal with the concept in a quantitative manner.

Returning to first principles, we imagine that the temperature field of the
universe 7'(Z, 7, n) being uniform in the largest scales. As we did earlier, we
expand the temperature into a zero order homogenous part and a first order
part 07

T(z,m,n) =T(n) [1 + (6.1)

The temperature field is mostly uniform, where the deviation from homogene-
ity is of the order %T = O ~ 107°. We can visualize the CMB-temperature
field as defined on points on the spherical sky. It will thus be useful to expand
O in spherical harmonics, being nothing else than functions defined on the

sphere. This procedure will be analogous to a fourier expansion of the field.

6.2 The Power Spectrum

Although we have talked a great deal about it through this work, we have not
really defined the CMB power spectrum. That is the aim of this section. We
start by expanding the temperature contrast © in spherical harmonics[10].

[e.o]

O, n,m) =Y > amYim(n) (6.2)

=1 m
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This equation defines the spherical coefficients a;,, = ap,(Z,n). These are
in principle stochastic random variables originating from the quantum fluc-
tuations set by inflation. We are also assuming that the fluctuations are
Gaussian, like most inflation models predict. Hence the mean value <
a;m >= 0. One non-zero quantity we can extract! from the a;,’s is the
two-point correlation function, or simply the variance. This is given by

< almaf,m, >= 5”/5mm/05. (63)

This equation defines the much talked about Cj, the CMB Power Spectrum.
It is the sought after link between the theoretical and observational matters

of the CMB.

6.2.1 Cosmic Variance

We must note however that there is a fundamental uncertainty when in mea-
suring the C;’s which has been called Cosmic variance. The cosmic variance

[12] is given by
AC, [ 2
= 4
C 20+ 1’ (6-4)

where AC; is the variance of the difference between observed C; and theo-
retical Cj. This means that for low | (large scales) our measurements will be
inherently uncertain. This stems from the fact that we are observing only
one sample of all the possible ). Having access to more universes would
undoubtedly reduce this problem. But as we can see the cosmic variance
reduces for higher l-values. Let us proceed in extracting an expression for C;
in terms of quantities acquired in previous chapters.

6.2.2 Spherical Expansion of a;,

To find C} we will need first to isolate a;,, from our given expressions and then
square it [16]. Returning to equation (6.2), we can multiply it by dQQY}* (n)
and integrate to obtain

[ i mew.nm =33 [ 0¥ @i

= Qm- (65)

IThere are others, but beyond the scope of our work.
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Recall now that our analysis of the © has mainly been done in Fourier space.
We can imagine that we have an expression for © in Fourier space and want
to relate it to it’s value in real space, i.e. we need to invert the Fourier
transformed value. Hence in our Fourier convention we get

A3k P . N
Ay = e [ dQYr (n)O(k, 7, n). (6.6)

(2m)?
The complex conjugate is simply
: —/ @k —i“/my ()0 (7, 7, ) (6.7)
ay,, = (27r)36 m (7 T, M). )

To obtain an expression for C; we must square a;,,,. This gives

Cl =< alma;“m >

_/ﬂeiﬁf/ﬂe—u}'.f
) @n)p (2m)?
X / Ay (7)) / dQY,, (7)) < ©(k,7)

The subtlety now is to incorporate the matter power spectrum from chapter
5 into our setting. We rewrite © = ¢ - % where 0 is the dark matter density

contrast[10]. This allows us to write

(o}

(k' n) > . (6.8)

< Ok, )0 (K, 1) > =< 0(k)o* (k) > ——

(6.9)

Here we have used equation (5.54) from chapter 5 for the matter power
spectrum. Inserting the above equation into equation (6.8) gives

G = / Th iz / &K' T (K — K)P(k)
IR

« / AV (7) / 4O (7) 6<
_ A3k P(k?) VE (R DOk O (k. !
_/(27r)3 |(5(19)|2/dQ Y )/dQYzm( )O(k,n)O*(k,n'), (6.10)

where we have evaluated the k'-integral with the help of the delta function.
Using the multipole expansion of © given by

o0

O(k,n) = (—i)'(2l + 1) P(k - n)O(k), (6.11)

=0
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we obtain
d3k " -
q:/( P IQZ 20 +1)(21" + 1)6,6;,
l/l//
X /dQ’Yl;‘n(n’)B/(k-n’) X /dQYlm(n)Pl,,(k-n)
eq. (C.20) 3

Bk P(k) -
= Ul / " *
- - 2l 1 2l 1 @/ "
| G R S D+ Do

[ PR e
= [ GO (6.12)

Inserting d*k = dk k%dQ) we finally get

Gi=citn =2 [ api| S0
== /0 " kP (k) (?((:)) 2

since the last integral is 1 by orthogonality. Observe I have here written the
explicit time dependance of C} just to remind us that it is a time varying
quantity.

We have now found an expression for the CMB power spectrum that can
be used in numerical calculations. All one needs to do is to calculate the
multipoles given by the Boltzmann hierarchy in chapter 4, coupled with a
reasonable expression for the dark matter contrast §(k). This is what is
in principle done in CMBFast and other numerical codes, but they include
much more of the more of the details like reionization and neutrinos, effects
which I have not discussed here. What we will now do is to see how much
information we can obtain from an analytic approach. Let us see how we can
link the obtained expression with our previous work.

Q| Yi (k)|?

(6.13)

6.3 The C}’s

In the previous section we proved that

Ci() = —/oodkk273(k)‘@l(k) , (6.14)

T Jo (k)
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where P(k) is the matter power spectrum and §(k) is the matter density
contrast. Recall that in chapter 5 we found an expression for the matter
power spectrum which is

P(k) = 27°63 H]iHTZ(k) (5((;))) , (6.15)

where 0 is the scalar amplitude set by inflation, T'(k) is the transfer function
and D(a) is the growth function , all of which where introduced in chapter
5. We can insert this expression into equation (6.14) to obtain

it =2 [ oo (505) (50

0

— 1%7135;, ( 5 ((;)))2 /O h dk k2T (k) C;l((k;)‘ (6.16)

We are measuring the power spectrum at n = 7y, we hence get

Oulk, o) ‘ (6.17)

2 - 2+nT2
Cr = Ci(mo) = H"+35 /0 dk k M%)

In the upcoming sections, we will see how we can find an expression for Cj,
where the solution depends on what scales we are looking at.

6.4 Large Scale Solution : Sachs-Wolf Plataue

The large scale domain is characterized by small wavenumbers k£ < 1 which
corresponds to large spatial dimensions. We must hence seek the small k limit
of equation (6.17). The following calculation can also be viewed as a warm
up exercise for the upcoming small scale calculation awaiting us in section
6.5. In the large scale limit [16], only the monopole term contributes in the
free streaming solution we found in chapter 4 . This means that equation
(4.129) reduces to

Gu(mo) = |Oo(n.) + ()] ji (ko = n.)). (6.18)
Equation (6.17) thus becomes

s [T 2imrpzy i [Oo(ne) + W ()]
C, = H”*Sé /0 dk KT (k) o0k, a) gt (k(no —n.)) . (6.19)
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We need to find an expression for the large scale monopole at the time of
recombination. We can do this by going to the small k limit of equation
(4.32) on page 89 which is simply

O(n) +d(n) =C. (6.20)

Since we are considering adiabatic initial conditions, we have that 0(0) =
®(0)/2. This allows us to find the constant C above. We obtain

0(0) + ®(0) =C
@ +o(0)=C
C = 3&)2(0) , (6.21)
which allows us to write
Oo(n) = —®(n) + @ : (6.22)

From [10] we obtain that the large scale solution of the gravitational potential

is given by ®(k,n,) ~ %&0). This means that

Bolk.n.) = —d(k, ) + 220

_ —ﬁ)(’;’ 1) (6.23)

We are interested in the quantity ©g(n,)+ ¥ (n,). We are still ignoring setting
anisotropic stress to 0, hence we get

Bo(n.) + W(n,) = 22:1)

= ——®(k,n.) (6.24)

- (i)(]{?, 77*)

This equation is often referred to as the Sachs-Wolf effect. We have seen many
different manifestations of this effect during our work, but we are finally in
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a position to see what implications the Sachs-Wolf effect has on the CMB
power spectrum.
Returning to equation (6.19), our new information leads us to

1d(n,)?

@A AT 2 (=) (629

An additional simplification comes from that the transfer function 7'(k) = 1
at large scales. We are thus left with

47

CZZW

47

CZZW

% Mﬁ%ﬁ%ﬂ%yﬂmm—m». (6.26)

Observe now that the times which the gravitational potential ® and the
matter contrast 0 are to be evaluated are different. One easy way of solving
this is to use the growth function from chapter 5 to relate the potential today
(ap) with the potential at recombination (a.). From equation (5.3) we get

d(ag) = %f(ao). (6.27)

In addition, the matter perturbation d(k, ag) is related with the gravitational
potential by

]{2(13(&0)(10
0(k,ap) = ——. 6.28
(ha0) = "3 (6.25)
Taking these two equations together we obtain
1 1 (I)(ao)ao
“®(q,) = -~V
3200 = 3 Day)
_ 1 a 3 20(k, ao)
" 3D(ag) 270 k2ag
1Q ng
) 6.29
2k2D(a0) (k, ao)- (6:29)
Using the above result with equation (6.26) we get
1 QmoHo
4m 4 kK*D?(ag) | (K, ao)[*
C, = 52 dkk2+n 0) 2 k —n,
I — Hn+3 /0 |(5(l{7 CL0>|2 Ji ( (770 n ))
T2,
:—’”52/ dk k" 257 (k \ 6.30
Hglez(a(]) H 0 ( (770 n )) ( )
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Changing the variable to x = k(19 — 7.) and using the fact that ny > 7, we
get

7'('92 o] xn—?
Cl = ni—mﬂ 52 / dej2(1'>
H, 1D2(%) . 0 Mo e
T2,

- Gt [ e i) (6.31)

We are left with an integral that is in fact analytically solvable . Most integral
tables are tabulated for ordinary Bessel functions than the spherical bessel
functions, we need a transform formula between the two. This is simply

i) = oy @), (6:32)

where the J, +%(av) is an ordinary Bessel function. Using this result gives us

7TQ2 0512;1 o0 27T/2 )
— m d n—27/4 1
= WHomoy—D%(a0) /0 22" == (2)
20005 e,
- 2(Homo)"~*D?*(aq) /0 drz Jl+%<£) (6.33)

Referring to the tables given in section C.3, the above integral can be written
in terms of gamma functions in the following manner

w020 TE-mL+3 -}

CLS — .
Y 2(Hono) D (ag) 22T - 5 + 3)

(6.34)

We have finally obtained an expression for the large scale power spectrum,
valid for low values of [. Equation (6.34) becomes particulary simple if the
spectral index n is 1. This would lead to

crs _ oy DT+ 53— 3)
' 2D%(ag) 22T2(3)I(1 -1+ 3)
_ ™00 T
~ 2D?(ag) 4-inT(142)

_ 00 (1 1)!
~ 2D%(aq) (I +1)!
T2 .0% 1

= 2D%(ay) 1+ 1) (6.35)
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It has become convention to display [(I41)C; in the literature, mainly because
if we multiply the above equation by [(l 4+ 1) we get

02,57
(1 +1)Cfs = T omoin

= D) (6.36)

Observe that this is a constant, hence the main contribution of the Sachs-
Wolfe effect is to create a plateau in the CMB power spectrum|25]. The
figures below shows [(I+1)CES for a ACDM model. This concludes our work
on the large scale power spectrum. The next section we will investigate the
behavior of the small scale anisotropy which will be more computationally
challenging than the large scale treatment we have done here.

6.5 Small Scale Solution

In smaller scales, both the monopole and the dipole have a significant effect
on the spectrum. In chapter 4 we found the free streaming solution of the
temperature perturbation ©;(ny) given by

Gu(m) = |©o(n.) + ¥(n.)| j (klno = 1.))

+ 3640 s (Ko — ) = -

n E(o — )
+ /O dne ™ (= @) ji (k(mo — ). (6.37)

Ji (k(no — 77))]

We will use this result with equation (6.17) above, but we will at this stage
simplify matters by omitting the integrated Sachs-Wolfe effect, i.e. ignoring
the last integral. Setting j; (k(no — 1)) = j; for simplicity, we get

Outm)|” = |[Bu(n) -+ ¥(3.)]i + 3000 s ~ g —iil|
= [Oo(m.) + ¥ (1.)] 52 + 601 (1.) [Oo (1) + ¥ (1.)] [iji—1 — ﬁjﬂ
9810 i1 ~ 2o + i) (639)

We will from now onwards ease the notation by omitting the explicit time
dependence in the perturbations. This will not create any confusion as long
we remember that the perturbations are to be evaluated at recombination.
Recall that also in chapter 4, we solved the Boltzmann equation for the
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monopole and dipole in the tight coupling approximation. These were given
by

O+ = (1+R)_% C4 cos kry + RP (6.39)

. (1+R)"
6= —x

Recall that at recombination, we can [24] approximate R®(1,) ~ R®(0) T'(k)
where T'(k) is the matter transfer function which we will write down in a
moment. We will not include the effects of diffusion dampening at this time,
leaving the treatment of the subject to section 6.6. In addition we shall at
this time omit the cross term between the dipole and the monopole as this
term will not contribute to our expression (see Appendix C.4 for justification
of this). Squaring the above equations gives us

Casinkrs. (6.40)

O+ U = (1+ R)fé C3 cos® kr
+ 2R (1+ R) ™7 Cy4 cos kry®(0)T(k)

+ R2®(0)2T2(k) (6.41)
s 1 -3
07 = %Ci sin? kr,. (6.42)

Reverting now to the initial conditions, in [42] it is shown that the small
scale adiabatic initial condition is ? C4 = 3®(0)/2. Inserting this into the
above equations gives us

(60 + U]? = Z&DQ(O) (1+ R)_% cos® kr

+302(0)R (1+ R) ¥ cos kr,T(k) + 2@(0)232#(/@) (6.43)

3
- - 1 —3
0?2 = %@2(0)% sin? kr,. (6.44)
Inserting the above into equation (6.38) gives
4164 (o) |* s 4
|9(£+7Z(()))>‘ = (14 R) ™2 cos®(kry) ji + gR (1+ R)fi cos kr T (k)ji + R*T*(k)j}

+3(1+ R)fg sinQ(kTS)
[+1 (1+1)2*

— -1+ 55— |- 6.45
k<n0 N 77*)][]1 1 kQ(T/O _ n*)z.]l] ( )

X [j12—1 -2

20bserve that this means we are setting up initial conditions in the radiation dominated
era.
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Returning now to the integral of equation (6.17), we see we need an expression
for the dark matter density perturbation at n,. We can do the same as we did
in section 6.4 for the large scale case, i.e by relating the matter contrast at
no with the gravitational potential at recombination. Using equation (5.22)
from chapter 5 and ®(ag) = ®(a.)D(ao)/ay we get

k2
d(k,ag) =~ —=P(ag)a
(h.00) = 35—l
K -
= +——=P(a,)D(a
g 20Dl
K*
~=——-&0)T'(k)D(a 6.46
o O (D) (6.40)
Inserting this into equation (6.17) implies that
dr o, [ 2 (0, k
C= ——5% / dk K T2 (k) - Oc(1h: 1)
Hj 0 2 Qg <I>2(0)T2(k:)D2(ao)
dr - Q2 o 4@ (770 k)
— 05y | dk kT 6.47
H" Hr L D2(a0) /0 992(0) ( )

We can make further simplifications to the above integral. Since ng > n,, we
can set the Bessel function argument to kny. This leads us to introduce the
variable x = kny into the integral. This substitution gives

47 02 e
C, = m0 (52/ dr 2" 2 x
"7 (oHo)" D2(ag) 1 J,

(1+ R)™% cos®(xry/m0) 7

+ %R (1+ R)_i cos(@rs/10)T(/10) 57

+ RAT2(x/10)j7 +3 (1 + R) % sin®(ar /1)
[+1 (+ )
]l} )

Jiji—1 +
(6.48)

where we have inserted the expressions obtained for the monopole and dipole,
and we have as mentioned earlier omitted the dipole-monopole cross term.
To be able to calculate the above integrals, we will first need to relate the
spherical Bessel functions to ordinary Bessel functions as most integral tables
give only formulas for the latter. The relation between a spherical function
Ji(x) and an ordinary Bessel function J,(x) is given by

X [j12—1 -2

i) = 2 @) (6.49)
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We can easily see that using this relation with equation (6.48) will infer an
extra factor of 7/(2x) throughout the entire integrand as each term includes
products of two Bessel functions. We thus obtain

27’(’2 QZ [e’e]
C, = mo_ 52, / dr x" 3 x
"7 (o Ho)" D2(ag) ' J,

4 1
+ 2 R(1+ R) "% cos(ars/no)T(x/nm0) JE 1 o

(14 R)™2 cos*(zrs/mo) JIQH/Q

3
+ R¥T%(2/10) 21 )5 + 3 (L + R) ™2 sin® (ar, /o)
[+1 { +
x [J12_1/2 —2 Jl+1/2Jz 12 + ( D’ Jl+1/2}
(6.50)

Before we move on to calculate the integral we can make one additional

simplification. Recall that the angular scale [ corresponds roughly to x = kng

in our flat cosmology. At small scales (large x), the Bessel function J12+ 1 (2)
2

fluctuates much faster than the sine and cosine functions. Hence we can,
at least as a first approximation take sin®(zrs/ny) and cos®(xr,/n) to be
constant with the identification x — [. We can therefore set

/ dx 2" 3 cos®(xrs /o) J? [+1 = cos (lrs/no)/ dxx”’3Jli;, (6.51)
0 0 2

in our integral, with equivalent approximations for all the occurring trigono-
metric functions®. Using this simplification leads to

C ~ 2 ing 5 / " an x (1+ R)™% cos(Iry/mo) J2, /2
(noHo)" ' D2(ag) ™ /g
PSR R cos(iram)T (e /) R
+ BT (2/00) J1js + 3 (1+ R) ™2 sin®(Iry /o)
x [ Sy — oLt 1Jl+1/2Jl 1/2 + (l+ 1> " Jl )
(6.52)

For convenience we will define

272 0?2
Y—l _ mO0 52 )
o)1 D2(ag) (6:53)

3We will make a similar approximation for the logarithmic terms appearing in the
transfer function.
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just to ease the notation. In addition ,we will for the spectral index n make
the natural choice of n = 1 , corresponding to the Harrison-Zeldovich spec-
trum. We are thus left with

QY ~ / dra™? x | (1+ R)_% cos®(Irs/mo) J12+1/2
0

4 _1
+ 2R (14 R) " cos(lrs/no)T(x/10) JE 11 o

3
+ R2T2(m/'r]0)Jl2+1/2 +3(1+ R)_% sin®(Ir/no)
[+1 [+1)
X (I —2 Jiv121-12 + %Jﬁrm] :

(6.54)

6.5.1 Matter Transfer Function

As we can see from equation (6.54), the expression for the C;’s include the
matter transfer function 7'(k). We need a transfer function that includes the
effects of Baryons as well as dark matter. A reasonable way to do this is to
split up the matter transfer function into two distinct parts

T(k) = <1 _ QQ—W’;) T.(0) + Tk, (6.55)

where T.(k) is the (cold) dark matter transfer function and T,(k) is the
baryonic transfer function. We have already introduced the small scale dark
matter transfer function in chapter 5 which is given by

2 k
T.(k) =~ 1275 1In <8k6q> (6.56)

For the baryonic transfer function we turn to the expression obtained by
Eisenstein et al in [13]. This is
3 ke
Ty(k) ~2.07(1+ R) * - sin(krs)G D;. (6.57)
Here, D, is the diffusion dampening term which we will obtain later in section
6.6. The term G in our notation is given by

S+ 241
6= —6,/1+Z*+(2+3“*)1n Y ). (6.58)
eq

Qeq Qeq 1+ g* —1
eq
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The appearance of the ’sine’ term is a direct manifestation of the so called
velocity overshoot effect. As recombination occurs, the baryons are released
from the photon-coupling and move kinematically according to their veloc-
ity. This generates additional perturbations which are proportional to their
velocity v, ~ (:)1.

We shall now use these expressions with equation (6.54). To ease the nota-
tion we will set 0 = 1 — o and v = 2% and define lo, = kegno. We will

Q m0 Qn'LO
thus need the following expressions

l2 l
T(x/no) = 120 2In (S:ZU ) +2.07v (1 + R)fg % sin(zrs/no)G D, (6.59)
eq

l4
T*(x/n) = 1440”4 In” z
8ley

l3
+49.68(1+ R)~ Tov g In ( v ) sin(xrs/no)G D,

8oy
2

5 1
+4,284902 (1 + R) ™ xi sin?(xr, /n0)G* D} (6.60)
Inserting these expressions into equation (6.54) gives
Yy ~(1+ R)_% cos?(Irs/mo) / dx x_QJl%rl/Q
0

4 _1 o 12 x
+12-R(1+R) * acos(lrs/no)/ dx Jl+1/2 In [ —

3 0 8leq

4 _ leg .
+ 2.07§R (1+R)™" cos(lrs/no)V/ del2+1/2_§ sin(zrs/n0)G D,
0 x

l4
+ 14402 R? / Aty I’ (87 )
0 eq

l3
+49.68R (1 +R)‘iay/ Aty 4 In (

L sin(xrs/no)G D,
sl

3

+4,2849°R? (1 + R) 2/ d$J1+1/2 v sin?(xr, /n0)G* Dy
l +1

+3(1+R)” 2sm lrs/no/ drx ™2 Jl 12— JZH/QJl 1/2

+— (H— b ‘]l+1/2} (6.61)

We can again simplify our problem bit further by noting that for large x, Inx
and In® 2 are approximately constant (as d1n™ x/dx — 0 for large x). Since
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the Bessel functions oscillate much more than the logarithm, we will set

/ dzaIn(z)J? 1 ~Inl / doa ™ J7 (6.62)
0 0 2

+3

as we did for the trigonometric function case. Using this approximation we
obtain

CY ~(1+ R)_% cos?(Irs/no) / dx x_2Jl2+1/2
0

4 1 { > lz
+ 12§R (1+ R) 1 ocos(lrs/mo) In (SZeq) /0 dx Jl%rl/Qx—Z

4 o0
+ 2.07§R (14 R) " cos(lrs/no)vsin(lr/ny)G D, / defH/Q—
0
2 21 2 ! OOd 2 l;lq
3

: > I,
)sm(lrs/no)GDl/O deZQH/Qx—g

+49.68R(1+ R) 1 ovin (SZ

leg
2

%0 l
+4,28490°R? (1 + R) ™7 sin?(Ir, /o) G2 D? / de i
0

[+1
x

+3(1+ R)fg sin?(Ir, /o) / drx~? [Jl2_1/2 -2 Jiv1/2d1-1)2
0

[+1)?
+ (TJfH Ja)- (6.63)

We are now in a position to be able to find an expression for C;. But first
we will need to know some Bessel integrals.

6.5.2 Calculation of C

We have now all the tools we need to calculate Cj. All the remaining inte-
grals in equation (6.63) correspond exactly to the ones given in section C.3.
By refereing to these equations we can easily write down the values of the
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integrals
i -1
2212(3/2)(1 + 1)!

OY ~(1+ R)fé cos?(Irs/no)

+ 12§R (1+ R)" o cos(lrs/mo)lc, In (8leq) 2412(5/2)(1 + 2)!
AT(I — 1/2)

“19311IT(1 + 5/2)

4
+ 2.07§R (14 R) ™" cos(lry/no)vsin(lr, /no )G Dil

l 51(1 — 3)!
szeq) 26T2(7/2)(1 + 3)!

+ 1440° R?I}, In® (

+49.68R* (1 + R)_% Uulg’q In (8[;) sin(lrs/no)G Dy 2;;1;‘(1{(;_?_/;/)2)
+4,28490°R? (1 + R)_% sin®(Irs /10) G212, D} 24F2?)(!5(;2_)(2l)—!i— )
+3(1+ R)™2 sin®(lry /1)
11(1 — 2)! 2(1+ 1)21(1 — 2)!
[22r2(3/2)u ~ 2T(5/2)0(3/2)(1 +1)!
(1+1)231(1 — 2)!
AT (T T 2)!]. (6.64)

We are as in the large scale case interested in displaying (I 4+ 1)C) instead
of simply Cj;. We can hence sort out all the factorials by using the Gamma
function relations I'(x + 1) = zI'(x) with I'(1/2) = /7. In addition we
multiply equation (6.64) by wl(l + 1) and go the large [ limit. We are left
with

l(l+1)CY ~(1+ R)_% cos?(Irs/no)

+ QR(l +R)7iacos(lr / )gln :
3 KPR T

le
+0.697R (1 4+ R) ™" cos(irs/no)vsin(lry/n)G Dqu

+ 76.80—2}22@ In? :
14 8leq

l :
E ) sin(lrs/no)G D,

2 -3 lg’q
+9315mR*(1+ R) *ov—In 3
eq
2 2 -3 n2 2l§q 2
+2.8556v°R° (1 + R)™ 2 sin“(Irs/no)G l—2Dl

+ (14 R)™7 sin®(Iry /no). (6.65)



6.6 Small Scale Diffusion Dampening 137

We have almost reached our goal. The only thing remaining to account for
Silk dampening.

6.6 Small Scale Diffusion Dampening

Recall that in chapter 4 we quantified the effect of diffusion dampening and
the finite thickness of the LSS by the inclusion of the function

D(k) = [ dngtmey (—k,;fn)) . (6.66)

Hence we would have to include this factor in the calculation of the C)’s
earlier. The natural thought one might have is to make the projection to
l-space by setting © — [ as we did earlier. It turns out from [24] that the
dampening effect can be approximated in [-space by

Dy =exp [—(I/lp)™™], (6.67)
where [p = kpng and
m = as(Qh%) [1+ (Qh%)5]° (6.68)
az = 1.03(Q,0h?)003% (6.69)
ay = —0.0473(Q0h?) 7009, (6.70)

which are parameters obtained in a best-fit power law estimation. Plugging
in the numbers for a ACDM model we obtain m =~ 1.2 which is slightly less
than the expected m = 2 by a kng — [ projection. This is due to the finite
thickness effect we included by virtue of the visibility function that serves
to smooth out the dampening. Thus we only need add a factor of D; in our
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acquired expression for the C;’s . The final expression we obtain is thus
mnl(l+1)CY ~ (1 + R)_% cos®(Ir, /no) D}

B R eos(irm) B () b
37 s/ 1o 2 8. !

leg

+0.697vR (1 + R) ™" cos(lrs /no) sin(lry /10)G D? ;

+ 76.80—2}32g In? :
14 8leq

5 I3
+9.3157vo R? (1 + R)fﬁ —Z1n (

l :
E ) sin(lrs/no)G D,

8leg
2

_3 e

+ (1+ R)~7 sin®(Ir, /no) D2 (6.71)

We have finally reached our goal. This is our approximation for the CMB
power spectrum at small scales. In chapter 7 we will outline how to simulate
the graph of C} and see what we can learn from it. Recall that all the
functions on the right hand side are to be evaluated at n = n, .



Chapter 7

Discussion and Conclusions

7.1 Introduction

We will in this chapter study the implications of our previous work, focusing
mainly on the small scale CMB power spectrum obtained in chapter 6. Al-
though our somewhat limited model for the C)’s have been approximate at
the least, we will see that our results are mostly in accordance with the power
spectrum obtained from numerical codes such as CMBFast or CMBEasy. Re-
call that we have omitted the Integrated Sachs-Wolfe effect (late and early),
neutrinos and Reionization into our approximation. We will mention some
of the effects that occur with the power spectrum towards the end of this
chapter.

7.2 Numerical Assumptions and Relations

We will in this section outline the numerics necessary to plot the small scale
C;’s. To clarify what we need we can insert the explicit time dependencies
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back into equation (6.71) from chapter 6. This gives
ml(l+1)CY ~ (1+ R(n*))fé cos?(Iry(n.) /m0) D}

32 - e l
+§ﬂRm»u+Rmm‘%%W%mV%h§m<& )&
eq

+0.697vR (1 + R(n.)) " cos(lry(1.) /no) sin(lr (n.) /no) G Dflch

5 l
8o2R2(1.)-<2 1?2
+7680R(7])l4 n L.

l3
+9.315mv0 R (1) (1+ R(n,)) "1 <2 1n (

3 l ) sin(lrs(n.)/no)G D,

8l
3 12

+ 2.85561° R*(n.) (1 + R(n.)) 2 sin®(Irs(n.) /770)02%05

+ (14 R(n.))" sin(Iry(n.) /no) D, (7.1)

where Y was defined as

vyt = o2 o g 7.2

We need to calculate the baryon-photon ratio R, the sound horizon r,(n)
and the Growth function D(a), where most of them are to be evaluated at
1 = 1. Firstly for the epoch of recombination we will use the expression
obtained for the conformal time in chapter 1

= G [V ¥ oy = ). (73)

where a, ~ (1101)7! is the scale factor at recombination, and the scale factor
at matter-radiation equality is

(g = 4.15 - 107 (Qoh?) " (7.4)
For the time conformal time today we will use

V' da
770 - 77* + /a* CLQH((I) . (75>

Here H(a) is the Hubble factor given as

H= [{O\/gzm()a_3 + Qdea_3(1+w)' (76)
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We are thus assuming that dark energy did not play a major role at early
times, but we are including it’s effect in determining the conformal time
today. Recall that we are employing units of ¢ = 1, hence the value of the
Hubble constant is

Hy = 100h Mpc'kms™" ~ 3.33 - 10~*h Mpc . (7.7)

Recall that o, = kegno, where ke, is the wavelength of the mode entering the
horizon at equality. In chapter 4 we showed that it is given by k., = Qmoflg

Geq
which we can simplify

Qo H? Qo H?
hog = 4| 22220 — e =0.073Mpc 1 Q,0h%  (7.8)
Qeq 4.15-10-5 (QmOhQ)

This gives us a value of ., >~ 150 — 160 for a standard ACDM model. We
now turn to the Baryon-Photon density fraction R, which is given by

3
R="°2 (7.9)
4p,
where the densities are
op = Qpera™ (7.10)
2471075
pr =P (7.11)

where p., = 1.88h% x 107%gcm ™ is the critical density. These equations
can be used to simplify the expression for R as

R_%Pb 3 Qa?

- 4p_7 T4 2.47}50—5 R
= 3.0364 - 10*Q,h%a. (7.12)
At recombination the typical value for R for a standard ACDM model is
R(n.) ~ 3.0364 - 10*Q,h*a, ~ 0.676. (7.13)

Once we have the value for R, = R(n,.), we can calculate the sound horizon
of the baryon-photon fluid which is

2 R+ Ryt VITE
ra(n) = 6, |V otV (7.14)
Bkeg \| Reg 1+ /R,
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For the spectral amplitude dy we will use from [13]
O = 1.94 - 107°Q, 07857005 mo, (7.15)

and from the same article find that the silk dampening wavelength can be
approximated by

kp = 1.6(2%h*)"%%(Qyoh®) "™ [1 4 (10.4Q,,0h*) %] Mpc ™, (7.16)

which gives kp ~ 1600 for a standard ACDM model.

This concludes our discussion of the numerics of the issue. We now have
all we need to plot the small scale ;. To do this we have written the code
caclPowerSpec.py for a user friendly plotting procedure. A typical usage of
the code is

python calcPowerSpec.py --omegab=0.07 --omegam=0.4\
--omegaw=0.6 --1min=300 etc...

The default values of in the code coincides with those of a standard ACDM
model, hence supplying the code with no command line arguments will plot
the power spectrum of a standard ACDM model with €2, = 0.05, 2, = 0.7,
Qo = 0.3, h=0.7 and w = —1. We will now move onwards to see what we
can extract from our model.

7.2.1 Accuracy

We will not dwell too much on the question of accuracy at this time, but
one thing is worth mentioning. The transfer functions we utilized in our
method are strictly not valid for intermediate to large scales, i.e. they are
only valid for k£ > k., which translates into angular space to approximately
[ > l,; ~ 160. We therefore expect our solution to diverge around [,.
Unfortunately the first acoustic peak is not far from this value, so we expect
the first peak to be blurred out from the occurring divergencies appearing
from the transfer functions. The natural way to fix this would of course be
to use a transfer function valid on all scales. There does exists [13] a transfer
function for baryons and cold dark matter valid on all scales, but these are
quite complicated which will yield a corresponding raise in the complexity
level in the final expression for the CMB. For our purposes, the gains in
transparency in our model far outweigh the need for the inclusion of the first
peak. A great deal of work has been done in the litterateur on the first peak,
so we will concentrate on the other peaks instead.
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Figure 7.1: CMB power spectrum with £, = 0.05, Q, = 0.7, Q,,,0 = 0.3,
h =0.7 and wg, = —1.

7.3 Peak Locations

In chapter 4, we discussed the possible locations of the peaks of the CMB
power spectrum. These corresponded to the locations where cos(kry(n.)) =
41, which in angular space would be

lP = ”7”70/7”3(77*)- (717)

This would be entirely true if the the projection from k-space to [-space,
kno — | was exact. This is because the spherical Bessel function j;(z) does
not peak exactly at = = [, but at a slightly lesser value. For instance[10], the
function ji0o(z) peaks at approximately = ~ 90. As a first approximation we
could then set [ — [/0.9 in our code to see the result. This turns our to be
in a good correspondence with the power spectrum obtained by CMBFast or
other codes. Hence a better approximation to the peaks would be

L, = 0.9n7n0/75(ns ). (7.18)

Figure 7.1 shows the power spectrum for a standard ACDM model. In a
flat cosmology, the distance between the peaks is more or less constant. The
peak locations are sensitive to €,,0 and 2, and to some extent 25 (which



144 Discussion and Conclusions

changes the value of 79). From figure 7.2 we can see how the position of the
second peak shifts to lower [ as the matter content increase and to slightly
higher [ with increasing €2,. Observe that this graph also includes a change
in Q4 through €,,0 =1 — Q4.

Peak Position
660 : : :

2,-0.05
2,=0.07
640 [\ R

270.910/75(1.)

Figure 7.2: Location of the second peak in terms of a changing €2,,0. The
two curves represent two models with a differing baryon content of €2, = 0.05
and €, = 0.07 respectively .

7.3.1 Peak Heights

We can first observe from figure 7.1 that where we would expect the C;’s to
be zero (where cos(Irs(n.)/mo) ~ 0 ), we see a trough instead. The reason
for this is quite simply the effects of the dipole. Although smaller than the
monopole, the dipole contributes the most to the C;’s where the monopole is
0. This changes the zero’s of the CMB to a trough.

Concerning the peak heights, we can clearly see that our solution is a bit
underestimated when comparing figure 7.1 to figure 7.4. The reason for
this is twofold. Firstly we have assumed that only the highest peak of the
spherical Bessel contributes to our integral. This is not entirely correct, as
j#(x) has many peaks before z ~ [. Although these peaks have a much lower
amplitude than the one at x ~ [, they do contribute a minute amount to the
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final expression for the CMB.

The second reason for the underestimation of our solution is the concept of
Radiation driving. It is caused by the decay of the gravitational potential
® in the transition between radiation-dominated to matter-dominated epoch
(see [37]). A decay of the gravitational potential causes the perturbations to
rise in power, hence being called Radiation driving. This effect would give
a rise in the power of the C;. We have for simplicity ignored this effect in
our derivation of the CMB, hence we have a noticeable lack of power in our
result.

7.4 Baryon Signature

We can imagine the perturbations of the baryon-photon plasma as an oscil-
lator with an effective mass of (1 + R) in our tight coupling approximation.
The zeros of Qy is shifted by an amount of of (1 + R)® (see equation (4.82)
), and we can see that even and odd peaks get increased and suppressed
respectively. This effect creates a characteristic effect in the CMB power
spectrum known as Baryon Suppression. The effect would be non-existent in
a cosmology with no baryons and therefore makes estimation of the baryon
content easier than other cosmological parameters [14, 13].

As we can see from figure 7.3, the second and third peak get suppressed
and increased respectively. There is also a slight shift in the peak locations
due to larger baryon fraction. But observe that this dampening effect oc-
curs only in these two peaks as Silk dampening becomes more significant
at higher [-values, although we can see the fourth peak get’s slightly more
damped. See [5, 38] for more details on cosmological parameter dependence.

7.5 Integrated Sachs-Wolfe Effect

In our treatment here we have simplified our problem by not including the
integrated Sachs-Wolfe term in the calculation of the CMB power spectrum.
We will here mention some of the aspects of the ISW, without going into too
much of the details. Recall that that the effect was quantified by the integral

OIsW ~ /0710 dne™” <\I/ — é) Ji (k(no — n4)) (7.19)

The ISW quantifies the shift in energy of the photons from time varying
gravitational potentials after recombination. In the standard ACDM model
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Figure 7.3: Recovering baryon signature from the CMB. The two curves
represent two models with a differing baryon content of €2, = 0.05 and 2, =
0.07 respectively .

there is a slight decay of W because of the remaining radiation after last scat-
tering, in addition to a change induced by dark energy at later times. It has
therefore natural to split up these effects into an early ISW and a late ISW.
The early ISW effects the higher multipoles[10] [ and can be approximated
roughly by

SIS 2 9 (1) — Do)t (o) (7.20)

which adds coherently with the dipole and monopole, since they have the
same bessel function dependence. This gives a slight increase in power at
higher [-values[21]. This also explains some of the under-estimation of our
analytic model.

The late ISW is sensitive to the dark energy[9] component of the universe.
Since A domination is a recent event, only modes entering the horizon at
later times are affected, i.e at large scales. These modes will get a boost
in power, tilting the SW-plateau from section 6.4 to some extent[7]. The
interested reader can in [11] see more about the effects of more exotic dark
energy models on the CMB power spectrum.



7.6 Conclusion 147

6000x10°

5000x10°].

4000x10°|

3000x10° |

2000x10°].

1000x10°|.

250 500 750 1000 1250 1500

Figure 7.4: The CMB power spectrum obtained from CMBEasy. The curve
is for a standard ACDM model with €, = 0.05, €2,,0 = 0.3 and Q, = 0.7 .

7.6 Conclusion

In the previous sections we have seen how our simplified model works to
reconstruct the small scale CMB power spectrum. Considering all the ap-
proximations we have done throughout our calculations, our model is in good
accordance with the CMBEasy result. As mentioned earlier, the lack of in-
clusion of the first peak comes from the Transfer functions utilized which
diverge when | — [, . Hence a first improvement of our model would be to
use a Transfer function valid on all scales, which one can find in [13]. Another
rectification of our work on small scales would be to include the effects of
the decay of o during radiation domination. This would increase the ampli-
tude on intermediate to small scales[24], an effect that comes from the fact
that radiation inhibits clumping. Adding a decaying ® in our setting would
mean to return to the formal solution of the monopole (equation (4.73)) and
split up the integral into a radiation part (from 1 ~ 0 to n ~ 7,.,), and a
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Figure 7.5: The full CMB power spectrum obtained from CMBEasy for all
[. The curve is for a standard ACDM model with €, = 0.05, €2,,0 = 0.3 and
Qrn=0.7.

matter part (from 7 ~ 7., to n >~ n,). For the gravitational potential during
radiation domination we would use from [37]

d(0)
(csn)?

But of course, for realistic models including effects such as reionization and
neutrinos, we would have to solve our problem numerically. To complete
the picture we have drawn of the CMB anisotropies we would also have to
include the effect of polarization which we unfortunately did not cover. For
a review of CMB polarization see[23].

With the work we have done in this thesis we are able to understand much
better how the "black box” numerical codes work. But more importantly
we have developed the tools necessary to write codes for non-standard cos-
mological models like anisotropic and inhomogenous universes. By the time

D,pg~3 [sin(csn) — csncos(csn)] (7.21)
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of this writing [26] seem to indicate an anisotropically expanding universe.
Hence to get an accurate description of the power spectrum in this setting
we would have to return to the Boltzmann equation from chapter 2 and redo
much of our calculations.

The present work represents an effort to present in a physically transparent
manner the theory of the anisotropies of the Cosmic Microwave Background
radiation.
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Chapter 8
Epilog

Some final comments are in order at this time. As mentioned earlier I have
presented the current cosmological paradigm on the CMB temperature fluc-
tuations. Omne might ask if what I have added to our field of research.
Through out this work I have tried to find alternate ways (from the lit-
erature) on doing things. In chapter 2, I opted to do the full calculation of
the Boltzmann equation in conformal time, where in the literature this is
done in cosmic time and conformal time is introduced at the end. In chapter
3, I made an interesting discovery that one can obtain the expression for the
perturbation to the gravitational potential from inflation without using the
Einstein equations. And maybe more importantly, the small scale solution
of the CMB power spectrum in chapter 6 is new. But as mentioned in the
conclusion there are many ways to improve this model. In future work I
would especially like to do a full calculation of the CMB power spectrum for
an anisotropic universe.
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Appendix A

The Boltzmann Equation

A.1 The Boltzmann Equation

We will in this section derive[17] the Boltzmann equation which is an integral
part of a detailed study of the CMB fluctuations. We begin by defining
the distribution function in phase space f(t,r,v) for a monoatomic particle
ensemble consisting of N particles. The phase space here is the configuration
s pace coordinates r = (x1, T9, x3) and the velocity field v = (v1, v, 23). With
the time parameter t, the distribution function is a function of 7 variables,
which we assume to be independent.

Let d®r d®v be the volume element in phase space cantered about position 7.
The number of particles in the volume element at time t and velocity in the
range v and v + dv is given by

dN = f(t,r,v)d*r d*v. (A.1)

In this derivation we are assuming that the acceleration a(¢,r,v) imposed
on the molecules by external forces are divergence free in velocity space, i.e.
Vy -a(t,r,v) = 0. This is the case for most (external) force fields including
gravity and the Lorentz force.

Assuming (for now) no intermolecular collisions, we let t — ¢ =t + dt with
dt < 1. Thus we will working in the linear regime in dt in all the following
calculations. The particles in the original phase space element would now be
found in thee volume element d3r’ about the spatial location ' = r + vdt.
They would acquire new velocity in the range v’ = v+a(t, r,v) dt and v'+d>v’.
The number of particles in this phase space element would now be

dN' = f(t +dt,r + vdt,v + adt)d’r’ d*v'. (A.2)

We want to find a relation between the new phase space element dr’ d*v’ and
the original one d3r d®>v. Recall that volume elements between two coordinate
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systems are related by the Jacobian of the transformation by
&' d*' = |J|dPr dv, (A.3)

where |J] is the determinant of the Jacobian Matrix given by

O 0vi | | [6dt] (655 + Ouaidt]

Ov; Ov;

oz, O]
/ / 1 A
J — 8(T 7U ) — [ax]’ axj

Ov; °
indicated elements. Calculating the determinant of J up to linear terms in
dt gives

Here, 0; = % and 0,, = 2 The brackets denotes a matrix with the
J

3
|J| =1+ Zavjai dt + (...higher order terms... ) . (A.4)
i=1

Remembering that the acceleration field is divergence free in velocity space,
we get
|J|=1.

Thus the phase space volume element remains unchanged throughout the
displacement in phase space. In the lack of collision effects, the particles in
d3r d®v at time t, would be found in d®r’ d3v’ at time ¢ + dt. Hence

dN' = dN (...no collisions... ) . (A.5)

If we now add scattering effects, the number of particles in the phase space
element may change,

dN" — dN = dN_yision (...with collisions... ) , (A.6)

where dNoision 18 the net flow of particles in/out of the phase element.
Inserting equations (A.1) and (A.2) in equation (A.6) we get

of(t,r,v)

[f(t +dt,r +vdt,v + adt) — f(t,r,v)] d*r d*v = drd*vdt, (A7)

where we have defined

Sf(t,r,v)

chollision = 6f(t, r, U)dsr d3U = 5t

dr dPv dt . (A.8)

The expression (Z’;’”) is at this point just formally introduced, which at a

later time will be replaced by an integral (collision integral).
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Equation (A.8) is valid for all phase space volumes d®r d®v. Hence, after
division by dt we obtain

ft+dt,r +vdt,v+adt) — f(t,r,v)  0f(t,r,v)

= , A9
dt ot (A.9)
Recall that the LHS is the (total) time derivative of a multivariable function
, thus we get
df _0f(t,rv)
— ="l = Al
G ALY _ oy, (A10

where the RHS is often referred to as the collision term. By the preceding
line of argument we have proven

df
— =C|f]. A1l
= =l (A1)
This is The Boltzmann Equation, which is valid in both equilibrium and
non-equilibrium conditions, and serves as a basis for our work.
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Appendix B

Numerical Codes

Here I will present some of the computer codes used in this thesis. For
some of the simulations I have opted to use the Python scripting language
as numerical schemes are easy and fast to implement in this language. For
efficiency I have used either the NumPy or the mathlibplot package which is
included in most python installments or can be acquired for free.

B.1 The Growth Function

In chapter 5 we encountered the growth function which was defined by an
integral. The following code implements a numeric scheme (specifically the
Trapezium rule) to integrate the function given by equation (5.45).

#!/usr/bin/env python

#calcNumericlInt.py

# Code for calculating functions defined as a function multiplied by
#an integral,writing the result to file .Function is of the form

#F (xmax)=factor (xmax) \int_xmin~xmaxfunction(x’) dx’

import sys, re, os from NumPy import *

try:
factor=sys.argv[1]
func=sys.argv[2]
text=sys.argv[3]
interval=sys.argv[4]
dx=float(sys.argv[5])
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except:
usage="Usage: %s ’factor(x)’ ’function(x)’ ’header text’ \
’ [xmin,xmax]’ dx " % sys.argv[0]
print usage; sys.exit(1)

intervalpattern=r" ([+\-]17\d\.\d+[Ee] [+\-1\d\d?| [+\-]1?\d+\ . ?\dx*|
[(+\-]17\.\a+)"

numbs = [ float(x) for x in re.findall(intervalpattern,interval)]

xmin=numbs [0] xmax=numbs[1]

def funct(x):
return eval (func)

def funct2(x):
return eval(factor)

def trap(min,max):
n=40
h=(max-min)/(n-1)
x=[ (min +zx(h)) for z in range(0,n)]
x=array (x)
#print x
#print funct(x)
integral = (h/2* ( funct(x[0])+funct(x[n-1]) +
2xsum (funct(x) [1:n-1]1)))
#print integral
return integral

h2=int ((xmax-xmin) /dx)

xv=[(xmin +dx*num) for num in range(0,h2+1) ] xv=array(xv)
yv=[(funct2(xv[i])*trap(xmin,xv[i])) for i in range(0,h2+1)]

filen=text+’.dat’ ofile = open(filen, ’w’)
ofile.write(text+"\n")
for i in range(0,h2+1):

ofile.write("%f %f \n"% (xv[il,yv[il))

ofile.close()
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This next code plots data output from calcNumericInt.py script and saves
the plot to a ps file. The plots in figure (ref) is created by this program.

#!/usr/bin/env python

# plotNumlInt.py

# Code for plotting sets of data and saving output
import sys, re, os,time

from NumPy import *

import Gnuplot

filename=sys.argv[1]

ifile = open(filename, ’r’)#open file for reading
file=ifile.readlines()

ifile.close()
x=[]
y=[]

filename=file[0] [:-1]#strip new line
file=file[1:]

for line in file:
line=line.split()
x.append(float(line[0]))
y.append(float(line[1]))

if (len(sys.argv)>2):
filename2=sys.argv[2]
ifile = open(filename2, ’r’) # open file for reading

file=ifile.readlines()

ifile.close()

x2=[]

y2=[]
filename2=file[0] [:-1]
file=filel[1:]
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for line in file:
line=line.split()
x2.append(float(line[0]))
y2.append(float(line[1]))

if (len(sys.argv)>3):
filename3=sys.argv[3]
ifile = open(filename3, ’r’) # open file for reading

file=ifile.readlines()

ifile.close()

x3=[]

y3=[]

filename3=file[0] [:-1]

file=file[1:]

for line in file:
line=line.split()
x3.append(float(line[0]))
y3.append(float(line[1]))

g = Gnuplot.Gnuplot(persist=1)#,debug=1)
#persist=1: let plot remain on the screen
#g(’set pointsize 2’) g(’set data style lines’)
dl = Gnuplot.Data(x,y, title=’%(filename)s’ % vars())
if (len(sys.argv)==3):
d2 = Gnuplot.Data(x2,y2, title=’%(filename2)s’ % vars())
elif (len(sys.argv)==4):
d2 = Gnuplot.Data(x2,y2, title=’%(filename2)s’ % vars())
d3 = Gnuplot.Data(x3,y3, title=’Y(filename3)s’ % vars())
if (len(sys.argv)==3):
g.plot( d1,d2,xlabel="Expansion Factor a’,
ylabel=’Growth Function D(a)’)
elif (len(sys.argv)==4):
g.plot( d1,d2,d3,xlabel="Expansion Factor a’,
ylabel=’Growth Function D(a)’)
else:
g.plot(dl,xlabel="Expansion Factor a’,
ylabel=’Growth Function D(a)’)
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g.hardcopy(filename=’case.eps’, enhanced=1,
color=1, fontname=’Times-Roman’, fontsize=28)
time.sleep(3)

B.2 The CMB Power Spectrum

In this section we present the code used to simulate and plot the CMB power
spectrum , specifically equation (6.71) from chapter 6.

#!/usr/bin/env python
# calcPowerSpectrum.py

# Code for calculating the CMB power spectrum

import sys, re, os,getopt,time
from scipy import integrate

from pylab import *

alpha=1.0

Imin=150 1max=1500 omegam=0.3 omegab=0.05 omegaw=0.7

w=-1.0 h=0.7 arec=1.0/1101 case=’powspecl’ approx=1 Yp=0.23

def setDefault():
return 0.3,0.05,0.7,-1.0,0.7,1.0

options, args = getopt.getopt(sys.argv[1l:],
»2 [’xsi=’,’phase=’,’beta=’,’alpha=’,’1lmin=’,’1lmax=’,’omegam=’\
,’omegab=’,’omegaw=’,’w=’,’h=’,’arec=’,’case=’,’approx="])

for option, value in options:
if option in (’--alpha’):
alpha=float(value)
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elif option in (’--1min’):
lmin=float (value)

elif option in (’--1lmax’):
lmax=float (value)

elif option in (’--omegam’):
omegam=float (value)

elif option in (’--omegab’):
omegab=float (value)

elif option in (’--omegaw’):
omegaw=float (value)

elif option in (’--w’):
w=float (value)

elif option in (’--arec’):
arec=float(value)

elif option in (’--case’):
case=value

elif option in (’--approx’):
approx=int (value)

elif option in (’--beta’):
beta=float (value)

# The baryon to photon density ratio
def R(a):
return (30364.0*omegab *pow(h,2)*a)
# The Hubble factor without H_O def H(a):
return (pow(omegam*pow(a,-3)+omegaw*pow(a,-3.0*(1+w)),0.5))

keq=0.073*%omegam *pow(h,2) aeq=4.15%pow(10,-5.0)/(omegam *pow(h,2))
eta_rec=6000.0/ (h*pow(omegab,0.5))*(pow(arec+aeq,0.5)-pow(aeq,0.5))
eta_eq=6000.0/ (h*pow(omegab,0.5))*(pow(aeq+taeq,0.5)-pow(aeq,0.5))
#The integrand of the conformal time integral
def f2(a):

return (1.0/(axaxH(a)))
eta_O=eta_rec+3000.0/h*integrate.quad(f2,arec,1) [0]

leg=eta_Ox*keq

k_D=1.6%*pow (omegab*h*h,0.52) *pow (omegam*h*h,0.73)\
* (1+pow (10.4*omegam+*h*h,-0.95))

1D=k_Dxeta_0 a4=-0.0473*pow(omegam*pow(h,2),-0.0639)

a3=1.03*pow (omegam*pow(h,2),0.0335)
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m=a3*pow (omegab*pow (h,2) ,a4) *pow (1+pow (omegab*pow(h,2),1.8),0.2)
Reg=1.2060106*omegab/omegam
l=arange(lmin,lmax,1.0)

# Growth function
def Gf(a):

return (5.0/2.0%omegam*H(a)*\

integrate.quad(lambda x:(1.0/pow(x*H(x),3)),0.0,a)[0])

#Silk dampening function D_1
def D(1):

return (exp(-pow(1/1D,m)))

# The modified sound horizon

Zr=2.0/3.0*pow(6.0/Req,0.5)*(Log(pow(1+R(arec),0.5)+pow(R(arec)+Req,0.5))\
-log(1+pow(Req,0.5)))

# Estimation of the spectral amplitude d_H from C_10 from COBE

dH=1.94*pow(10,-5) *pow(omegam,-0.785-0.05*1og(omegam) ) /pow(25,0.5)

clconst=2%2.7*2.7*xpow(10,12) *pi/2.0*pow (omegam*dH/Gf (1) ,2)

arec/aeqx*(-6.0*pow(l+arec/aeq,0.5)+(2.0+3.0*arec/aeq) *\
log((pow(l+arec/aeq,0.5)+1)/(pow(l+arec/aeq,0.5)-1)))

#The power spectrum

def Cl(x):
x=x/0.9
sigma=(1-omegab/omegam)
nu=omegab/omegam
g=Ds (x) *arec/aeq* (-6.0*pow(l+arec/aeq,0.5)+(2.0+3.0*%arec/aeq) *\
log((pow(l+arec/aeq,0.5)+1)/(pow(l+arec/aeq,0.5)-1)))
part11=Ds(x)*Ds (x) *pow(1+R(arec) ,-0.5) *pow(cos (alpha*x/leq*Zr) ,2)
part12=(Ds(x)*R(arec)*pow(1+R(arec),-0.25)*\
4.0/3.0*xcos(alpha*x/leq*Zr))\
*(12.0*sigmax*2.0/3.0*pow(leq/alpha,2)/ (x*x)*1log(betaxx/(8*leq))+\
1.0/4.0*pi*pow(leq/(alpha*x),1)*2.07*nu*pow(1+R(arec) ,-0.75)*\
gxsin(alpha*x/leq*Zr) )
part13=(4.0/9.0*pow(R(arec),2))*(144.0%8.0/15.0%\
pow(leq/alpha,4)/((x+3)*(x+2.0)*(x-1.0)*(x-2.0) ) *\
\pow (log(beta*x/(8%leq)),2) *\
sigma*sigma+24*nu*xsigma*3.0/16.0*pi*pow(log(betaxx/(8*leq)),1)*\
pow(leq/ (alpha*x),3)*2.07*pow(1+R(arec) ,-0.75)*\
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gxpow(sin(alpha*x/leq*Zr) ,1)+\

2.07%2.07%2.0/3.0*pow(leq/ (alpha*x) ,2) *\

pow(g*nu*sin(alpha*x/leq*Zr)*nu,2) *pow(1+R(arec),-1.5) )
partl=partll+parti2+partil3
part21=0.0#pi*pow(1+R(arec) ,-1)*pow(3.0,0.5)*sin(2.0*alpha*x/leq*Zr)
part22=x*(x+1.0)/( (2.0%x+1.0)*(2.0%x-1.0))-\

2. 0*x*pow(x+1.0,2)/((2.0%x+3.0)*(2.0%x+1.0)*(2.0*x-1.0))
part31=3x*Ds (x) *Ds (x) *pow (1+R (arec) ,-1.5) *pow(sin(alpha*x/leq*Zr) ,2)
part32=-1.0/3.0%(x+1.0)/(x-1.0)+2.0/3.0*pow(x+1.0,2)/((x+2.0)*(x-1.0))
return (partl+part2lxpart22+part31l*part32)

y=clconst*C1(1)

S1=r’$\Omega_b=%s , \Omega_{mO}=%s , \Omega_{DE}=Vs $’ \
% (omegab , omegam, omegaw)

omegam, omegab,omegaw,w,h,xsi=setDefault ()

keq=0.073*omegam *pow(h,2)
aeq=4.15*pow(10,-5.0)/(omegam *pow(h,2))
eta_rec=6000.0/ (h*pow(omegab,0.5))*(pow(arec+aeq,0.5)-pow(aeq,0.5))
eta_eq=6000.0/ (h*xpow (omegab,0.5))*(pow(aeq+taeq,0.5)-pow(aeq,0.5))
#The integrand of the conformal time integral
def f2(a):

return (1.0/(a*xaxH(a)))
eta_O=eta_rec+3000.0/h*integrate.quad(f2,arec,1) [0]

leg=eta_Ox*keq

k_D=1.6*pow (omegab*h*h,0.52) *pow(omegam*h*h,0.73) *\
(1+pow(10.4*omegam*h*h,-0.95))

1D=k_Dxeta_0 a4=-0.0473*pow(omegam*pow(h,2),-0.0639)

a3=1.03x*pow (omegam*pow (h,2),0.0335)

m=a3*pow (omegab*pow (h,2) ,a4) *pow (1+pow (omegab*pow(h,2),1.8),0.2)

Req=1.2060106*omegab/omegam

l=arange(lmin,lmax,1.0) #l=r_[lmin:1lmax+1:1.0] # Growth function def
Gf(a):
return (5.0/2.0%omegam+*H(a)*integrate.quad(lambda
x:(1.0/pow(x*H(x),3)),0.0,a) [0])

#Silk dampening function D_1
def Ds(1):
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return (exp(-pow(1/1D,m)))
# The modified sound horizon
Zr=2.0/3.0*pow(6.0/Req,0.5)*(Log(pow(1+R(arec),0.5)+\
pow(R(arec)+Req,0.5))-1log(1+pow(Req,0.5)))

# Estimation of the spectral amplitude d_H from C_10 from COBE
dH=1.94*pow(10,-5) *pow(omegam,-0.785-0.05*1og(omegam) ) /pow(25,0.5)

clconst=2%2.7*2.7xpow(10,12)*pi/2.0*pow (omegam*dH/Gf (1) ,2)
S2=r’$\Omega_b=%s , \Omega_{m0}=%s , \Omega_{DE}=Vs $’
% (omegab , omegam, omegaw)
y2=clconst*C112(1)
plot(1,y2,1,y)
legend ((S2, S1),’upper right’, shadow=True)
#legend ((S1), ’upper right’, shadow=True)
title("CMB Power Spectrum")
ylabel(r"$1(1+1) C_1 /(2\pi) [\mu K~2]8")

xlabel(r"$ 1$")
#text (Imax- (lmax-1min)/2.0,0.9*max(y) ,S1) show()

B.3 The Sound Horizon

Here we give the script used to plot the inverse sound horizon in chapter 7.
#!/usr/bin/env python # plotSoundHorizon.py
# Code for plotting the inverse sound horizon

import sys, re, os,getopt,time
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from scipy importx
from pylab import *

alpha=1.0
Imin=150 1max=1500 omegam=0.3 omegab=0.05 omegaw=0.7
w=-1.0 h=0.7 arec=1.0/1001 case=’powspecl’ approx=1 Yp=0.23

options, args = getopt.getopt(sys.argv[l:],

»7 [’xsi=’,’phase=’,’beta=’,’alpha=’,’1lmin=",
’lmax=’,’omegam=’,’omegab="’,’omegaw=’,’w=’,
’h=’,’arec=’,’case=’,’approx="])

#print options #print args

for option, value in options:

if option in (’--alpha’):
alpha=float (value)

elif option in (’--1min’):
lmin=float (value)

elif option in (’--1lmax’):
lmax=float (value)

elif option in (’--omegam’):
omegam=float (value)

elif option in (’--omegab’):
omegab=float (value)

elif option in (’--omegaw’):
omegaw=float (value)

elif option in (’--w’):
w=float(value)

elif option in (’--arec’):
arec=float(value)

elif option in (’--case’):
case=value

elif option in (’--approx’):
approx=int(value)

elif option in (’--beta’):
beta=float (value)

# The baryon to photon density ratio
def R(a):
return (30364.0*omegab *pow(h,2)*a)
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# The Hubble factor without H_O def H(a):
return (pow(omegam*pow(a,-3)+omegaw*pow(a,-3.0*(1+w)),0.5))

keq=0.073*omegam *pow(h,2) aeq=4.15%pow(10,-5.0)/(omegam *pow(h,2))
eta_rec=6000.0/ (h*pow(omegab,0.5))* (pow(arec+aeq,0.5)-pow(aeq,0.5))
eta_eq=6000.0/ (h*pow(omegab,0.5))*(pow(aeqtaeq,0.5)-pow(aeq,0.5))

#The integrand of the conformal time integral
def f2(a):

return (1.0/(axaxH(a)))
eta_O=eta_rec+3000.0/h*integrate.quad(f2,arec,1) [0]

l=arange(0.1,1.0,0.05)

Growth function def Gf(a):
return (5.0/2.0*omegam*H(a)*\
integrate.quad(lambda x:(1.0/pow(x*H(x),3)),0.0,a) [0])
Gf2=vectorize(Gf)

def f2(a):
return (1.0/(a*a*H(a)))
def f3(a,b):
def f(z):return (1.0/(z*z*(pow(b*pow(z,-3)+\
(1-b)*pow(z,-3.0%(1+w)),0.5))))
return integrate.quad(f,a,1) [0]

f32=vectorize (£3)

def Func(x):
Z=X
keq=0.073*x*pow(h,2)
aeq=4.15*pow(10,-5.0) / (x*pow(h,2))
eta_rec=6000.0/ (h*pow(omegab,0.5) ) *(pow(arectaeq,0.5)-pow(aeq,0.5))
eta_eq=6000.0/ (h*pow(omegab,0.5))*(pow(aeq+taeq,0.5)-pow(aeq,0.5))
eta_O=eta_rec+3000.0/h*xf32(arec,x)
leg=eta_Ox*keq
Reg=1.2060106*omegab/x
Zr=2.0/3.0*pow(6.0/Req,0.5)*(log(pow(1+R(arec) ,0.5)+\
pow(R(arec)+Req,0.5))-1log(1+pow(Req,0.5)))
return (2*0.9%leq/Zr*pi)
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Numerical Codes

y=Func(1)

S1=r’$\Omega_b=Y%s $’ ' (omegab)
omegab=0.07

y2=Func (1)

S2=r’$\Omega_b=Y%s $’ ’ (omegab)

title("Peak Position ")
ylabel(r"$2\pi 0.9\eta_0/r_s(\eta_*x) $")
xlabel(r"$ \Omega_{m0}$")

plot(1l,y,1,y2)
legend ((S1, S2),’upper right’, shadow=True)
show ()



Appendix C

Mathematical Supplement

In this part we present some of the mathematics required throughout this
work.

C.1 A short note on Hankel Functions

Given a function u(z) that satisfies the modified Bessel equation

1—2 2 .22
Ry (572’7_1)2 + w
2 z

u=0 (C.1)

Where all the Greek letters are parameters. The solution of this equation
can written as

u=2Z,(827) (C.2)

where Z,(z) = C1J,(z) + CaJ_,(2). Here J,(z) is the ordinary Bessel func-
tion. Instead of using the ordinary Bessel function as solution, one can in-
stead express the solution in the Hankel Functions of 1. and 2. kind H,El)(z)

and f, l@(z). We will use these functions instead because they have a simpler
asymptotic behaviour. Hence our solution can be expressed as

Z,(2) = ct HY(2) + o HP (2) (C.3)

The asymptotic limit of the Hankel functions for large z is
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For small z we will only need H, l(,l)(z). This is

211
H(l) ~ _F g .
() = =T(v)2 (C.6)
If we now choose !
a=g =1 B=k z=-nq (C.7)

We see that equation (C.1) reduces to

, 1 /1
u’ + (/{:2#—? (Z_V2)>UZO (C.8)

Which is exactly equation (3.71) in section 3.7.3. The solution of this equa-
tion is given by

W= /=1 Zy (~kn) (C.9)

C.2 Short Note on Spherical Harmonics

The functions that are known as spherical harmonics are solutions of the
eigenvalue problem

1 0 (. 0 1 0?
<@% (51119%) N Te%) Yin(6,6) = 11+ 1)Yin(6,6). (C.10)

The Y;,,’s form a complete set of orthogonal eigenfunctions satisfying

/ QY (72) Y () = OO (C.11)

where df) is the solid angle element subtended by the unit vector n with
components

n, = sin 6 cos ¢ (C.12)

n, = sinfsin ¢ (C.13)

n, = cosf (C.14)

The first few spherical harmonics are
1
Yoo(6, 6) = —— C.15
00( ¢) \/E ( )
3
Yi0(0,9) =i in cos 6 (C.16)

Y1100, ¢) = Fiy/ 83 sin e*™? (C.17)
™
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One important formula is the relation with the Legendre functions given by

4

Pin-) = 5 3 Vi)Y () (C.18)

3

This formula can be “inverted” to obtain Y},,(7) in terms of Legendre func-
tions. If we multiply the above equation by dQYj,,(n') and integrate, we
get

l

S Vi) [ Ao (0¥ )

4
20+ 1

/ QY (AP - 7)) =

47 !

- 921 1 Z Yzm(ﬁ>5ll’5mm’

m=-—I

B 4
2041

Vi ()6, (C.19)

where we have used the orthogonality condition (C.11). We hence obtain

47
20+ 1

/dQY’m(ﬁ’)Pl(ﬁ 1) = dw Vi (1) (C.20)

C.3 Some Integrals of Bessel Functions

We will need some integrals of Bessel functions to be able to calculate the C;’s.
For easy reference I will reproduce them here, including some simplifications
of these formulae. Using the expression given in [18§]

/oo o ‘]MJI/ B F()\)F(H-H/;)\-H) (C 21)
0 xA 2’\F( —u+;¢2+/\+1 )I‘( 1/+/L-2§—)\+1 )F(V—M-Z‘r)\-‘rl) ) :

where I'(z) is the gamma function. By choosing one-half integer values for u
and v we get the following equations

] J2 T A
+1 (Ml —45+1)
/df’fA:AQM 2 (C.22)
0 x 2A12(25 )01+ 5 +1)
*  Juidis LA -5+ 3)
/ do—252 = ——o Ry (C.23)
* s Tore-3)
1—1
dr—= = 2 C.24
/0 e 22(AEN(L+ 2) (€.24)
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For A = 2m we can simplify further to get

o J2 (] — !
/ Ly em—n—m)
0

= C.25
¥ 22m02(m + ) (1 +m)! ( )
/°° d$Jl+%Jz—% _ 2m -1 —m+ 1) (C.26)
0 x2m 22mml(m — DIl +m + 3) .
o J?,
-1 2m — 1)l —m—1)!
d 2 = . c.27
/0 g 22m2(m+ 3)(I+m —1)! (C.27)
For odd values of A\ we obtain
2
0 p2m+1 22m+1(m!>21“(l +m + %) ’
/OodelJr;Jl—; _ 2m)l(l —m —1)! (C.29)
0 x2mtt 227 (m 4+ HT(m + 1) (L+ m)! '
2
/ood Toy _ emirg—m—1) (.30)
0 g2l 22 ()2 T (I+m+ 3) '

In addition to these equations, we will need to remember that I'(x + 1) =

xzl'(x) and
r(zn;l) :(271—1)(271—3)---3-1g. (C.31)

We will use these formulae in the section 6.5.2.

C.4 The Vanishing of the Cross Term in the
CMB Power Spectrum

In this section we will show that the cross term of the monopole and dipole
in the expression for the small scale C}’s (equation (6.48)) from section 6.5
vanishes for large [. The cross term is

o A A ~ [+1

CT. x / dxx3 @1 [@0 + \I/] [JH_l/Q(SL’)Jl_l/Q(SC) - TJZQJA/Q(SC)} . (CB2)
0

If we use the same approximation for the Bessel integrals as we did in section

6.5 (equations (6.51) and (6.62)), the only relevant z-dependence comes from

the gravitational potential', which is of the order ~ 277 for positive integer

!This  dependence comes from the Transfer functions. Observe that we are also
assuming a spectral index of n = 1.
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p. Hence we are left several terms proportional to the expression below.

[+1

= /0 e [ p(@) Jiaole) — L (). (C.33)

We shall now calculate the above integral. Multiplying through with the
factor z=* gives

I= /Ooo da [ F T pa(2) Ty () — (L4 D™ L2 ()] (C.34)

We have two possibilities, either £ is odd or even.

Case 1: Even k

Using the Bessel integrals from section C.3, we obtain for even k = 2m

I= /OOO da (27" Jipaya(e) Jioaya(e) = (1+ Dz I ()]
2m — DN —m + 2) 2m)IT( —m+ 1)
- 22mml(m — DIT(l +m + 3) - () 22 ()T (1 +m+ 2)
F(l—m+§) { 2m-1)! 2m)!(1 +1) }

T(l+m+1) [22mml(m — 1)1 22m+ 1 (m!)2(1 +m + 1)
_l-m+3) 1 [(Qm—l)!  2m)(+1) }
S T(+AmAD2mml [ (m -1 2m)(l+m+ D)

CPl=m+5) @2m)! [ 1 [+1
T T +m+ L) 22l l 2(m)! 2(m)!(l+m+%)} ’ (C.35)

where we have used that T(I+m +2) = (I+m+ )Tl +m+3). Asl
becomes large, the first fraction? of gamma functions is always < 1, and the
[ dependent ratio in the second term in the brackets tends to 1 . We hence
get

_ (2m) { 11 }
22! [ 2(m)! 2(m)!
—0, (C.36)

which is what we wanted to prove.

2Observe that this always the case even when we multiply by [(I + 1) since since k is 2
at the least.
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Case 2: Odd &
For odd values of & we set k = 2m + 1. We obtain

I:/ da [ () Jioa e () — (L4 1)a 72720 ()]
0

B 2m)i(l—m —1)! I+ 1DE2m+ DI —m—1)!

© 2D (m 4+ DD (m A+ D+ m)! 2222 (m - 3 (1 +m A+ 1)
(-m—1) { (2m)!  @2m+1)(+1) ]

T2 ()l |[D(m+ 3T(m+ 1) 202(m + 2)(1 + m)

_ (I=m=1)! 1 _ Cm4+1(+1)

2t ([ m)! T (m+ )T (m+ 3) {( ) 2(m+%)(l+m)] - (C.37)

As we let [ get large, the factorial fraction is at the most 1 since m is at least
one in our setting®. Hence for large | we get

~ : ICUER)]
1 L(m+3)T(m+ 3) [<2m)! (2m+1) }
1 1
= Pt (m + Di(m 1 ) 12!~ @l
- (C.38)

We have thus proved that the cross term does not contribute to the small
scale CMB power spectrum and it is therefore justified not to include it in
our calculations in section 6.5. This proof confirms a result from [10] which
is done numerically.

31t actually tends to O for all m larger than one, even when we include the factor of
(14 1).
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