
1.  ABSTRACT
A recent paper by Hua, Cai and Sheu [7]
describesPatching as a technique for reducing
server load in a true video-on-demand (TVoD)
system. It is a scheme for multicast video trans-
missions,which outperforms techniquessuchas
Batching in response time and Piggybacking in
bandwidth savings for titles of medium popu-
larity , and probably in usersatisfactionaswell.
It achieves TVoD performance by buffering
part of the requestedvideo in the receiving end-
system.
In a further study, the authors give analytical
and simulation details on optimized patching
windows under the assumptions of the Grace
and Greedy patching techniques. In our view,
this does not exploit fully the calculation that
wasperformed in that study. Westatethat tem-
poral distance between two multicast streams
for one movie should not be determined by a
client policy or simulation. Rather, it canbecal-
culatedby the server on a per videobasis,since
the server is aware of the average request inter-
arri val time for each video. Since we model the
request arrivals as a Poisson process, which is
defined by a single variable that is historically
called λ, we call this variation “ λ Patching”.
Furthermor e, we present an optimization
option “Multistr eamPatching” that reducesthe
server load further. We accept that some near
video-on-demand-like traffic is generated with
additional patch streams, and achieve addi-
tional gains in server load.

1.1  Keywords
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2.  INTRODUCTION
Several approacheshave beenpresentedfor loweringserver
loadby joining subsequentuserrequestsin VoD systems.[3]
introducesbatching, which worksby collectingrequeststhat
arrive within a certaincycle.At theendof thecycle they are
servicedfrom the samefile and buffer. [2] modifies this
approachtowardsdynamicbatching,whichservicesrequests
as soon as a stream becomes available. [5] proposes
piggybacking, which works by startingonestreamfor each
requestand subsequentlyjoining streamsof the sametitle
that have beenstartedin short sequence.The meansis a
speedincreaseof thelaterstreamand/ora speeddecreaseof
the earlier streamuntil they join. [10] and [8] introduce
content insertion to force larger numbersof streamsinto a
time window which is small enoughto allow the useof the
piggybacking technique. As content to be inserted,
advertisementsor extensions to introducing scenesare
proposed as fill content.

For theexploitationof multicastin TVoD systems,Huaet.al.
inventedpatching. The basicapproach,presentedin [7], is
the creationof a multicastgroupfor the delivery of a video
streamto a requestingclient. If anotherclient requeststhe
samevideo shortly after the start of this transmission,this
client starts storing the multicast transmissionin a local
cacheimmediately. Theserver sendsa unicaststreamto this
client containing the missing initial portion of the video,
until the cachedportion is reached.Then,the client usesits
cache as a cyclic buffer.

We work on wide-areadistribution systemswithout central
controlandhave beenlooking at variousoptionsfor caching
andprefetchingof continuousmediadatain sucha system.
While thePatchingtechnique[7] seemsto bedesignedfor a
centralserver system,this is not necessarilytheonly way of
usingit. Someinitial costcalculationsarehinting at a joint
applicabilitywith acachingarchitecture.As aprerequisiteof
thoseinvestigations,several tuning optionsfor variationsof
Patching were considered and documented in this paper.

In the following chapter we provide the calculation of
optimal retransmissiontimesfor multicaststreamsbasedon
themeasuredinterarrival time1/λ, whichallowstheserver to
tune the restarttimes for completemovies on a per-stream
basis and thus, to tune the average number of required
simultaneous server streams. Chapter4 extends the
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considerationsby adding and optimizing the use of
multicast patches, Chapter5 concludes the paper.

3. λ PATCHING
Figure2 demonstrates the starting point of the
optimizations: the number of concurrent multicast and
unicast streams has a non-trivial minimal value.

For our calculations,we assumePoisson-distributedrequest
arrivals with an interarrival time 1/λ that dependson the
currentpopularity of the video. We simplify the Patching
modelby startingmulticaststreamsin cyclesof length∆M
rather than on-demand.This implies a near video-on-
demand(NVoD) model for the multicast transmissions.It

providesseveralconvenientsimplificationsto computations,
e.g. that the expectedvalue for the numberof concurrent
streams is time-independent.

We agreewith the inventorsof the patchingtechniquethat
the interarrival time varies comparatively quickly during
eachday. We ignorethis issueon thebasisthat theserver’s
decisionsthat we proposecanbe madewhenever a request
for a video arrives,basedon knowledgethat hassufficient
short-term validity.

3.1  Expected Patch Stream Length
Theexpectedvalueof thenumberof unicaststreamsthatare
startedin eachinterval of length betweentwo multicast

streamstartsis . Assumingthat onefull multicast

stream starts at time 0, the length of each unicast
transmission can be calculated as follows:

If we compute the expected value of the patch stream
length, we find that it is .

length of movie sec

time interval between multicast
starts

sec

expected time interval between
video demands (unicast starts),

according negative exponential dis-
tribution

sec

B buffer length at the client sec

W maximum number of streams
received by client
(receiving load)

num-
ber of

streams

CU cost of unicast stream at server EUR/
sec

CM cost of multicast stream at server EUR/
sec

SU unicast stream setup cost at server EUR

SM multicaststreamsetupcostatserver EUR

Table 1: Terms and definitions of the calculations

Figure 1.  Buffer usage in patching
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3.2  Expected Number of Active Patch Streams
The expectedinterarrival time of streamsis . It is clear

that the averagenumberof streamsthat are concurrently
active is . Theexpectedvalueof thenumberof

streamsthatareconcurrentlyactive at a given time t is less
intuitive (although the result is the same).

We examine the interval of possible starting times for
streams that can still be active at the given time t.

This interval is definedby two sub-intervals. One includes
the streams that are started in the same interval

where t0 is that latest multicast stream

starting time before t and still active at time t. The other
includesthe streamsthat have beenstartedin the interval

andthatarestill active at time t. With earlier

definitions,this providesthefollowing setof startingpoints
Ut:

These intervals are always disjoint, and their combined
length is

Since the Poissondistribution defines that the expected
numberof arrivals in any interval T is , this provides

the expectednumberof active streamsat time t, i.e., the
numberof streamsthatarestartedin Ut, which is .

Thisresultsin equation(1), calculatingtheexpectednumber
of unicast streams active for any t,

equal to the average number of concurrent unicast streams.

3.3  Optimizing ∆M
Since all complete multicast streams have length F,

multicaststreamsareconcurrentlyactive

ateachtime.Togetherwith equation(1), wehavetheoverall

number of concurrent streams,

By adding server stream maintenancecosts and server
stream setup costs for multicast and unicast streams, we get

the overall server streaming cost

We cannow usetheexpectedcostby computinganoptimal
value for . It dependson the currentpopularity of the

video, which is expressed by . We get

By neglecting setupcostsand assuming , this

canbesimplifiedfor anapproximationof theoptimalvalue
of the client buffer’s size as a time . It dependson

popularity and length of a video:

(undertheconditionthat theclient canreceive 2 concurrent
streams).

We derive directly from given figures,so that a video

server canrecalculate for every givenfilm or changein

requestrateor evenbandwidthcosts.This approachis more
easily applied in the real-world than simulations.

To demonstratethe use of theseequations,consider the
following example:let multicastandunicaststreamingcosts
beequal,multicaststreamsetupcostsbe (i.e.,

setup is worth half a secondof streaming)and unicast
streamsetupcostsbe . Let the film be a popular

movie of 4200secondswith an averagerequestinterarrival
time of 3 sec. This results with equation(4) in an

optimaltemporaldistance betweenmulticastrestartsof

about159 seconds(equation(5) calculatesthe same).The
server streamingcost for this is equivalent to about

53.11 concurrentstreams(equation (3)), with multicast
streamscostequivalent to 26.3concurrentunicaststreams,
including multicast setup costs.
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3.4  Given Limits
As every client eventually hasto buffer of video, the

VoD-systemsminimumclient buffer sizeis anupperbound
to .

Thereis obviouslya lower limit to thefrequency with which
streamsneedto bestartedevenundervery high loads:since
there is a limit to the user perceptionof lag in stream
acquisition,it is acceptableto delay the streamstart for a
few secondswithout giving the user the impressionof an
NVoD system.This imposesa lower limit to we did not

exploit in our calculations.

4.  MULTISTREAM PATCHING
In this section we extend the patching algorithm by
additional multicast patch streams. This extension of
patchingwecall MultistreamPatching.Wedemonstratethat
the server load can be traded for client network bandwidth.

4.1  First Multicast Patch Stream
Weassumethataclient is ableto receiveup to threestreams
in parallel.Then,we extendthe patchingalgorithmfor the
server by the rule: “in every interval

between the starts of two

completemulticast streamsmulticast an additional patch

stream at , and play it for a length of ”.

The extension requiresthe client to listen to a complete
multicast stream, potentially one unicast patch and
potentially one additional multicast patch. This increases
peak receiving load on the client up to three concurrent
streams,demandingfor higher bandwidthbetweenclient
andserver andhigherclient computationpower. Thebuffer
requirementsdo not change,asthereceivedamountof data

to bebufferedis still a maximum , althougheventually

written concurrently in two portions).

4.1.1  Chosen Position of First Multicast Patch
Unicast patches deliver only the amount of data not
availablefrom thelastmulticaststream(includingcomplete
MC streamsandMC patchstreams).Their averagelength
and with that the averagenumber of concurrentunicast
streams is proportional to the gap between multicast
streams.We thereforestarta multicastpatchin the middle
of two multicast stream starts to decreasethe average
required length of unicast patches.

With a multicastpatchhalfway in betweentwo complete
streams,unicast patchesonly patch a maximum gap of

. In the sameway as seenabove, this gives us an

expected number of . The

average number of concurrent unicast streamsover an
arbitrary interval with one multicast patch is halved.

4.1.2  Chosen Length of First Multicast Patch
There are two cases,dependingon the position of the
client’s requesttime in the interval betweentwo complete
multicast streams.

• If theclient requestsa videoat a time in thefirst half

of an interval betweentwo completemulticaststreams
(Figure5), it listensto the unicastpatchstreamand to
the completemulticaststream,immediatelyplaying the
unicast. The multicast streamis buffered and played
with a delay of .

Theseclientsdo not usethemulticastpatchestheserver
provides.

• If theclient requestsavideoat time in thesecondhalf

of an interval betweentwo completemulticaststreams
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Figure 4.  Stream setup example with first multicast patch
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(Figure 6), it listens to the unicast patch stream, to the
last multicast patch stream and to the last complete mul-
ticast stream. It immediately plays the unicast stream,
the two multicast streams are buffered and played with a
delay of for the multicast patch

respective  for the complete multicast.

Figure 6 shows that the multicast patch at

eventually has to patch the video data of the interval

with

, which gives that the

latest video data possibly to be patched are at
.

Thus, the multicast patch has to cover an interval of data to
be patched of , being twice as long as a unicast

patch starting at the same time would have to be.

4.1.3  Evaluation of First Multicast Patch
With a fixed client buffer, but with of peak receiving
load compared to original patching, we introduced
multistream patching with one intermediate multicast patch.
With the halved unicast load and with one additional

multicast patch of length starting every , the

required bandwidth cost at the server is

The gain over non-multistream patching on the server is as
below.

This will be a positive value for large . In our

example, we get 27.4 multicast streams and 13.25 unicast
streams concurrently on the server.

Including the stream setup costs for multicast and unicast
streams at the server, the cost for multistream patching
is:

With equation (3), this is a gain of:

This again will be a positive value for large .

For or example above, equation (6) gets server costs for λ
patching with a first multicast patch as an equivalent to
40.89 concurrent streams, saving in this example an
equivalent of more than 12 streams from non-multicast
patching.

4.2  n-th Multicast Patch
To introduce the first multicast patch for multistream
patching, we had to extend the available maximum client
bandwidth to streams, which has to be fully
available during a short time immediately after requests. But
if clients can receive concurrent streams, we can

introduce multicast patch streams by applying the
multicast patch recursively. The resulting characteristics of
multistream patching with  multicast patches are:

• peak receiving load:

• a time interval of between multicasts, resulting

in an average number of concurrent unicast streams on
the server of

• Server bandwidth cost of

• Server bandwidth and stream setup cost of
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• With a gain over non-multicast patching of

Again, theseformulae are valid only for large .

Also, saved unicastbandwidthsoonwill be outweighedby
additional expenses in multicast path tree setup and
bandwidth. But if we consider the equations,we get a
theoretical optimum of savings over non-multicast patching

.

Theoptimumfor hereis computedfor a fixed , asfor

now we do not optimize the two-dimensional tupel
.

The multistreampatchingschemecould easilybe extended
to chose according to a client’s buffer and available
bandwidth,asexisting streamingapproacheslike MPEG-4
[5] support dynamic setup for multi-streamconnections.
This would allow for a schemeto individually set up
multistream-patching for each client, dynamically
calculating the appropriate length of patches.

For our examplemovie above, equation(8) givesanadvice
to use the fourth (or fifth) multicast patch:

This would result in a multicast patch every 9.9 seconds
(resp.5 seconds).Usingthefourth (fifth) multicastpatchon
ourexample,wegetserverstreamingandstreamsetupcosts
equivalent to 32.4 (32.6) concurrentstreams,which means
furthersavingsof 8.4concurrentstreamsoverfirst multicast
patching.The video server with n-th multistreampatching
in this theoreticalexamplecouldprovide TVoD while being
only about ten streamsmore expensive than NVoD at a
granularity of 159 seconds (26.4 concurrent multicast
streams).As statedabove, this is in trade-off to theexpense
of 159 secondsbuffer and the triple(resp. ) required
burst bandwidth on every client.

5.  CONCLUSION
In this paper, we have presentedtwo modificationsof the
patchingtechnique.The first variationλ−patching is based
on dynamicbuffer calculationsthat canbe performedby a
videoserver at requesttime for eachvideodependingon its
length and popularity, which must be expressedin
interarrival times1/λ. With this information,with respectto
server loadtheoptimaltemporaldistancebetweencomplete
multicast streams can be approximated as

The secondmodification multistream patching provides a
means of starting streamscyclically, from which end-
systemscan buffer video data while they receive patch
streamsfor the initial portionsof a video.In contrastto the
original technique,thesecyclically startedstreamsneednot
becompletevideostreams,but they canendwhensufficient
data from a running complete video stream has been
received. This approach can be re-iterated. We have
provided a formula basedon server costcomputationsthat
allows to find the optimal numberof iterationsteps,again
dependingon a video’s currentpopularity. Someexample
computations show that this approach can provide
remarkablereductionof server load for popularvideos in
conjunctionwith the dynamicbuffer size selectionof the
first part.

In futurework, we intendto extendcostcalculationsto the
network and to identify an applicable combination of
patching with caching techniques.
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