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Abstract— As the Internet takes an increasingly central role failures are short lived [7], too rapid triggering of the re-

in our communications infrastructure, the slow convergence of convergence process can cause route flapping and increased
routing protocols after a network failure becomes a growing network instability [2]

problem. To assure fast recovery from link and node failures in . s
IP networks, we present a new recovery scheme called Multiple 1 n€ IGP convergence process is slow becauseréastive

Routing Configurations (MRC). MRC is based on keeping and global. It reacts to a failure after it has happened, and
additional routing information in the routers, and allows packet it involves all the routers in the domain. In this paper we
forwarding to continue on an alternative output link immediately present a new scheme for handling link and node failures

after the detection of a failure. Our proposed scheme guarante® .\ anvorks. Multiple Routing Configurations (MRC) is
recovery in all single failure scenarios, using a single mechanism

to handle both link and node failures, and without knowing the ~Proactive and local, which allows recovery in the range of
root cause of the failure. MRC is strictly connectionless, and Milliseconds. MRC allows packet forwarding to continue ove

assumes only destination based hop-by-hop forwarding. It can pre-configured alternative next-hops immediately aftez th
Fnetril?;plzmeernﬁed \/rvétsher?t”&/R”g”g;dcgig?ezse ti?s e)éirsfg?r?wasn(ﬂgtx{t]rs{ detection of the failure. Using MRC as a first line of defense
respec?t(?scalabﬁlity, backup bath Iengt)k/\s, andpload distribution against network fallures,_the normal_ IP CONVETGENCe PECes
after a failure. can be put on hold. This process is then initiated only as
a consequence of non-transient failures. Since no global re
. INTRODUCTION routing is performed, fast failure detection mechanisrks i

In recent years the Internet has been transformed fronfaat hellos or hardware alerts can be used to trigger MRC
special purpose network to an ubiquitous platform for a widgithout compromising network stability [8]. MRC guaransee
range of everyday communication services. The demands regovery from any single link or node failure, which consti-
Internet reliability and availability have increased aclingly. tutes a large majority of the failures experienced in a nekwo
A disruption of a link in central parts of a network has the pd7].
tential to affect hundreds of thousands of phone conversati  The main idea of MRC is to use the network graph and
or TCP connections, with obvious adverse effects. the associated link weights to produce a small set of backup

The ability to recover from failures has always been a cefetwork configurations. The link weights in these backup
tral design goal in the Internet [1]. IP networks are intiéaly ~ configurations are manipulated so that for each link and
robust, since IGP routing protocols like OSPF are designedde failure, and regardless of whether it is a link or node
to update the forwarding information based on the changggiure, the node that detects the failure can safely fodvihe
topology after a failure. This re-convergence assumes filcoming packets towards the destination. MRC assumes that
distribution of the new link state to all routers in the netlo the network uses shortest path routing and destinationdbase
domain. When the new state information is distributed, eagldp-by-hop forwarding.
router individually calculates new valid routing tables. In the literature, it is sometimes claimed that the node

This network-wide IP re-convergence is a time consumingjjure recovery implicitly addresses link failures to te
process, and a link or node failure is typically followed by adjacent links of the failed node can be avoided. This is true
period of routing instability. During this period, packet®y for intermediate nodes, but the destination node in a nétwor
be dropped due to invalid routes. This phenomenon has bggfin must be reachable if operative (“The last hop problem”,
studied in both IGP [2] and BGP context [3], and has a@]). MRC solves the last hop problem by strategic assigrtmen

adverse effect on real-time applications [4]. Events Ieadi of jink weights between the backup configurations.
to a re-convergence have been shown to occur frequently, and

are often triggered by external routing protocols [5]. MRC has a range of attractive features:
Much effort has been devoted to optimizing the different « It gives almost continuous forwarding of packets in the

steps of the convergence of IP routing, i.e., detectiorseis case of a failure. The router that detects the failure
ination of information and shortest path calculation, Hug t initiates a local rerouting immediately, without commu-
convergence time is still too large for applications wittalre nicating with the surrounding neighbors.

time demands [6]. A key problem is that since most network « MRC helps improve network availability through sup-



pression of the re-convergence process. Delaying thislink weights are assigned so that traffic routed according t
process is useful to address transient failures, and pdlys configuration is never routed through nodeThe failure
off under many scenarios [8]. Suppression of the ref noden then only affects traffic that is sent from or destined
convergence process is further actualized by the evidericen. Similarly, in a configuration that is resistant to failure
that a large proportion of network failures is short-livedof a link [, traffic routed in this configuration is never routed
often lasting less than a minute [7]. over this link, hence no traffic routed in this configuratien i

« MRC uses a single mechanism to handle both linkst if [ fails. In MRC, noden and link [ are calledisolated
and node failures. Failures are handled locally by the a configuration, when, as described above, no traffic tbute
detecting node, and MRC always finds a route to theccording to this configuration is routed througtor .
destination (if operational). Our MRC approach is threefold. First, we create a set of

« MRC makes no assumptions with respect to thet backup configurations, so that every network component is
cause of failure e.g., whether the packet forwarding issolated in one configuration. Second, for each configunatio
disrupted due to a failed link or a failed router. Regardlegs standard routing algorithm like OSPF is used to calculate
of this, MRC guarantees that there exists a valid, preenfiguration specific shortest path trees and create foingr
configured next-hop to the destination. tables in each router, based on the configurations. The use of

« An MRC implementation can be made without majoa standard routing algorithm guarantees loop free forwardi
modifications to existing IGP routing standards. IETkithin one configuration. Finally, we design a forwarding
recently initiated specifications of multi-topology raui process that takes advantage of the backup configurations to
for OSPF and IS-IS, and this approach seems well suitpebvide fast recovery from a component failure.

to implement our proposed backup configurations [10], Fig. l1a illustrates a configuration where node 5 is isolated.

[11], [12]. ] ] ] ) . In this configuration, the weight of the stapled links is st s
The concept of multiple routing configurations and its amsigh that only traffic sourced by or destined for node 5 will
plication to network recovery is not new. Our main inspati he routed over these links, which we denagstricted links.
has been a layer-based approach used to obtain deadleck-freyy4e failures can be handled through blocking the node
and fault-_tolerant routing in irregular cluster networkasbd £.,m, transiting traffic. This node-blocking will normallyls
on a routing strategy called Up*/Down* [13]. General pack€fyqtect the attached links. But a link failure in the last hop
networks are not hampered by deadlock considerations ngge- path can obviously not be recovered by blocking the
essary in intgrconnection netv_vorks, and hence we genedalizyo . nstream node (ref. “the last hop problem”). Hence, we
Fhe concept in a technology independent manner an'd namedsi make sure that, in one of the backup configurationsg ther
it Resilient Routing Layers [14][15]. In the graph-theatal oyisis a valid path to the last hop node, without using tHedai
context, RRL is based on calculating spanning sub topoogig, A Jink is isolated by setting the weight to infinity, shat
of the network, called layers. Each layer contains all nodggy gther path would be selected before one including that
but only a subset of the links in the network. . link. Fig. 1b shows the same configuration as before, except
The work described in this paper differs substantially fromqy |ink 3-5 has been isolated (dotted). No traffic is routed

RRL in that we do not alter topologies by removing linkSey e the isolated link in this configuration; traffic to andrr
but rather manipulate link weights to meet goals of handling, e 5 can only use the restricted links.

both node and link failures without needing to know the root In Fig. 1c, we see how several nodes and links can be

cause of the faﬂgre. In_MRC, all Im_ks remain in the topology g ated in the same configuration. In a backup configuration

but in some conﬁguratlons, some links wil not be §elected q’ﬁ'(e this, packets wilheverbe routed over the isolated (dotted)

shortest path rogtmg mechanlsms.due to high weights. links, andonly in the first or the last hope routed over the
The rest of this paper is organized as follows. In Sec. Ihstricted (dashed) links.

we describe the basic concepts and functionality of MRC. An Some important properties of a backup configuration are

algorithm used to create the needed backup conﬂguratlonswlgrth pointing out. First, all non-isolated nodes are inadly

presented in Sec. il. Then, in Sec. IV, we explain how ﬂ}?onnected by a sub-graph that does not contain any isolated

generated_ conﬂggrat.lons' can be used to forward the &g restricted links. We denote this sub-graph astibekbone
safely to its destination in case of a failure. In Sec. V, w

t perf luati £ th d methad 6f the configuration. In the backup configuration shown in
present performance evaluations ot In€ proposed me ' ?—u?g. 1c, nodes 6, 2 and 3 with their connecting links consti-
in Sec. VI, we discuss related work. Finally, in Sec. VII,

conclude and give some prospects for future work WSute this bgckbope. Second, all _Iinks attache(_j to an is_nblate
' node are either isolated or restricted, but an isolated f®de
Il. MRC OVERVIEW always directly connected to the backbone with at least one
stricted link. These are important properties of all lgck
onfigurations, that are further discussed in Sec. I, wivee
explain how backup configurations can be constructed.

MRC is based on using a small set of backup routirlg
configurations, where each of them is resistant to failufes
certain nodes and links. Given the original network topg|@gy
configurationis defined as a set of associated link weights. In a Using a standard shortest path calculation, each router
configuration that is resistant to the failure of a particmlade creates a set of configuration-specific forwarding tables. F



traffic is forwarded according to the original configuratias
normal.

IIl. GENERATING BACKUP CONFIGURATIONS

In this section, we will first detail the requirements thatsinu
be put on the backup configurations used in MRC. Then, we
propose an algorithm that can be used to automatically ereat
such configurations. The algorithm will typically be run enc
at the initial startup of the network, and each time a node or
link is permanently added or removed.

A. Configuration Constraints

To guarantee single-failure tolerance and consistentngut
the backup configurations used in MRC must adhere to the
following requirements:

1) A node must not carry any transit traffic in the config-
uration where it is isolated. Still, traffic must be able to
depart from and reach an isolated node.

2) A link must not carry any traffic at all in the configura-
tion where it is isolated.

3) In each configuration, all node pairs must be connected
by a path that does not pass through an isolated node or
an isolated link.

4) Every node and every link must be isolated in at least
one backup configuration.

The first requirement decides what weights must be put on
the restricted links attached to an isolated node. To gtegan
Fig. 1. a) Node 5 is isolated (shaded color) by setting a higightt on all that no path will go through an isolated node, it suffices that

its connected links (stapled). Only traffic to and from thelased node will the restricted links have a WeigW of at least the sum of all
use these restricted links. b) The link from node 3 to node Bakated by . . . - . .

setting its weight to infinity, so it is never used for traffanfvarding (dotted). link weightsw in the original configuration:
¢) A configuration where nodes 1, 4 and 5, and the links 1-2a8¢4-5 are

isolated.

W > Z Wi, j (1)
e; ;€EE

simplicity, we say that a packet is forwarded according to a This guarantees that any other path between two nodes
_configuration, meaning that it is forward_ed us_ing the fovar i, the network will be chosen by a shortest path algorithm
ing table calculated based on that configuration. before one passing through the isolated node. Only packets

When a router detects that a neighbor can no longer Bgurced by or destined for the isolated node itself will érae
reached through one of its interfaces, it does not immelgtiatey restricted link with weightV, as they have no shorter path.
inform the rest of the network about the connectivity falur with our current algorithm, restricted and isolated linke a
Instead, packets that would normally be forwarded over thg/en the same weight in both directions in the backup con-

failed interface are marked as belonging to a backup configgurations, i.e., we treat them as undirected links. Howeve
uration, and forwarded on an alternative interface towasds this does not prevent the use of independent link We|ghts in

destination. The selection of the correct backup configumat each direction in the default configuration.

and thus also the backup next-hop, is detailed in Sec. IV. TheThe second requirement implies that the weight of an
packets must be marked with a configuration identifier, so thgated link must be set so that traffic witever be routed
routers along the path know which configuration to use. Rackgyer it. Such links are given infinite weight.

marking is most easily done by using the DSCP field in the IP Gjven these restrictions on the link weights, we now move
header. If this is not possible, other packet marking stfege on to show how we can construct backup configurations that

like IPv6 extension headers or using a private address spagere to the last two requirements stated above.
and tunnelling (as proposed in [16]) can be imagined.

It is important to stress that MRC does not affect the failur- Algorithm
free original routing, i.e. when there is no failure, all pets We now present an algorithm, designed to make all nodes
are forwarded according to the original configuration, veheand links in a arbitrary biconnected graph isolated. Ouo-alg
all link weights are normal. Upon detection of a failure,yonlrithm takes as input the undirected weighted grgpland the
traffic reaching the failure will switch configuration. Altlier numbern of backup configurations that is intended created.



TABLE |

Algorithm 1: Creating Backup Configurations

NOTATION
1 forpe{0...n—1} do
GV, €) | Graph with node®’ and undirected link€ 2 Gp<=g
Gp The graph with link weights as in configuration p 3 S, <=0
Sp Isolated nodes in configuration p 4 end
E; All links from node i 5p<0
€ j Undirected link from node i to node f ; = e; ;) 7 forall v; € V do
w? Weight of link e; ; in configuration p N . .
ij > : ) 9 while v; ¢ S, and not all configurations
n Number of configurations to generate (input) triedd
W | Weight of restricted links rieddo
1 if 1di v(v;,Gp) then
13 forall e;; € & do
) ) ) 15 if 3q: vy € S, then
It loops through all nodes in the topology, and tries to isdlas if wi; =W then
them one at a time. A link is isolated in the same iteration &% if Je;, k€ EiN\eij 1wy, # oo then
one of its attached nodes. With our algorithm, all nodes a2l | wi; < o0
links in the network are isolated in exactly one configumatio®* else
. . . 23 | break 9
The third property above results in the following two
invariants for our algorithm, which must be evaluated eaéh else if wi; ;VOO and p # ¢ then
time a new node and its connected links are isolated irf‘a L wis <
configuration: 2
30 else
1) A configuration must contain a backbone if Jess, € E\ea : wP, # oo then
2) All isolated nodes in a configuration must be dlrectI:y4l | w?; <= oo
connected to the backbone through at least one restricted else
link. 37 wi ;=W
The first invariant means that when a new node is isolat&d, ;' rst1 nNodeq(v;)
. i rstlnLinkQ v, ejq)
we must make sure that the sub-graph of non-isolated nodes L
is not divided. If making a node isolated breaks any of thege commit edge weight changes
two requirements, then the node cannot be isolated in that S, =S, U
configuration. 5 p++ modn
When isolating a node, we also isolate as many as possigle if v ¢ S, then
g P

of the connected links, without breaking the second inveirigg | Give up and abort
above. A link is always isolated in the same configuration
one of its attached nodes. This is an important property ®f th
produced configurations, which is taken advantage of in the
forwarding process described in Sec. IV.
Now we specify the configuration generation algorithm ig3). Giving up the node in the present configuration means
detail, using the notation shown in Tab. I. restarting the outer loop (line 9). It is important to notatth
When a nodey; is attempted isolated in a backup Conﬁgthis also involves resetting all changes that has been nmade i
uration p, it is first tested that doing so will not break theconfigurationp trying to isolatev;.
first invariant above. Theli v method (for “divide”) at line  In the case that the neighbor nodg was not isolated in
11 decides this by testing that eachug neighbors can reach any configuration (line 29), we isolate the link along with
each other without passing through an isolated node, or anif possible (line 34). If the link can not be isolated (due he t
isolated link in configuratior. second invariant), we leave it for node to isolate it later.
Along with v;, as many as possible of its attached link§o make sure that this link can be isolated along withwe
are isolated. We run through all the attached links (line 13yust process; next (line 39, selected at line 7), and liak;
The nodev; in the other end of the link may or may not bemust be the first among; to be processed (line 41, selected
isolated in some configuration already (line 15). If it is, wat line 13). This is discussed further in Sec. Ill-C below.
must decide whether the link should be isolated along wjth  If v; was successfully isolated, we move on to the next node.
(line 20), or if it is already isolated in the configurationeve Otherwise, we keep trying to isolate in every configuration,
v; is isolated (line 27). A link must always be isolated in thentil all configurations are tried (line 9). I, could not be
same configuration as one of its end nodes. Hence, if the liigolated in any configuration, requirement four in Sec.All-
was not isolated in the same configurationwgsit mustbe could not be fulfilled. The algorithm will then terminate tvit
isolated along with node;. an unsuccessful result (line 48). This means that our dlguri
Before we can isolate the link along with, we must test could not isolate all network elements using the required-nu
(line 18) thatv; will still have an attached non-isolated link,ber of configurations, and a higher number of configurations
according to the second invariant above. If this is not thaust be tried. Note also that our heuristic algorithm does
case,v; can not be isolated in the present configuration (lineot necessarily produce the theoretical minimum number of




backup configurations.

The complexity of the proposed algorithm is determined
by the loops and the complexity of thdi v method.di v
performs a procedure similar to determining whether a node

is an articulation point in a graph, bound to worst case Normal forwarding
O(|V| + |€]). Additionally, for each node, we run through in current
all adjacent links, whose number has an upper bound in the configuration
maximum node degreA. In worst case, we must run through

all n configurations to find a configuration where a node can

be isolated. The worst case running time for the complete Drop
algorithm is then bound by (|V|n|E|A). packet

? Packet arrives

Normal route
1 | lookup in current

configuration

C. Termination

The algorithm runs through all nodes trying to make them
isolated in one of the backup configurations. If a node cannot 4
be isolated in any of the configurations, the algorithm termi
nates without success. However, the algorithm is designed s
that any biconnected topology will result in a successfuhte
nation, if the number of configurations allowed is sufficient
high.

For an intuitive proof of this, look at a situation where
the number of configurations created |i8|. In this case,
the algorithm will only isolate one node in each backup
configuration. In biconnected topologies any node can be
removed, i.e. isolated, without disconnecting the netwarid
hence invariant 1 above is not violated. Along with a nege
all attached links except one;(;) can be isolated. By forcing
nodew; to be the next node processed (line 39), and the link
e; i to be firstamong; (line 41), we guarantee thaj ; andv;
can be isolated in the next configuration. This can be refdeate
until we have configurations so that every node and link is The flow diagram in Fig. 2 shows the steps that are taken in
isolated. This holds also for the last node processed, siscea node’s forwarding process. First, packets that are nettfti
last link will always lead to a node that is already isolated Py the failure, are forwarded as normal (step 2). Special
another configuration. measures are only taken for packets that would normally be

A ring topology is a worst-case example of a topology thd@rwarded through a broken interface.
would need|V| backup configurations to isolate all network In step 3, packets that are already routed according to
elements. a backup configuration, i.e., they have been marked with a

backup configuration identifier by another node, are dishrd
IV. LOCAL FORWARDING PROCESS Reaching a point of failure for the second time, means either

The algorithm presented in Sec. Ill creates a set of backtlmt the egress node has failed, or the network containg-mult
configurations. Based on these, a standard shortest path afgje failed elements. To avoid looping between configuration
rithm is used in each configuration, to calculate configorati a packet is allowed to switch configuration only once. To
specific forwarding tables. In this section, we describe hoallow protection against multiple failures, we could imagi
these forwarding tables are used to avoid a failed componentscheme where packets are allowed to switch configurations

When a packet reaches a point of failure, the node adjacemere than once. A separate mechanism would then be needed
to the failure, called theetecting nodgis responsible for find- to keep packets from looping between two configurations, e.g
ing the configuration where the failed component is isolatednly allowing packets to be switched to a configuration with
and to forward the packet according to this configuratioa. higher ID.

With our proposal, the detecting node must find the correctWe then make a next hop lookup in the configuration where
configuration without knowing the root cause of failure.  the neighbor is isolated, in step 4. If the same broken link

A node must know in which configuration the downstrearns not returned from this lookup, we mark the packet with
node of each of its network interfaces is isolated. Also, the correct configuration identifier, and forward the padket
must know in which configuration it is isolated itself. Thighis configuration (step 5). The packet is then guaranteed to
information is distributed to the nodes in advance, durimg treach its egress node, without being routed through thet poin
configuration generation process. of failure again. Only if the neighbor is the egress node for

Look up nexthop in
configuration where

neighbor is isolated

Forward packet in
configuration where

neighbor is isolated

Look up nexthop in

Forward packet in
configuration wherer—| configuration wherg

[}

this node is isolated this node is isolatedl

Fig. 2. State diagram for a node’s packet forwarding.



i failed.

i _)(- Q B. Implementation issues

/ While the backup configurations can be generated off line,
' and information can be represented in the network using
Multi Topology routing mechanisms [10], [11], the descdbe
) forwarding process needs additional software functityali
/ J / in the routers. The described forwarding process consists
i O _ X . however of simple tests and next-hop lookups only, and shoul
O Q\ be easy to implement.
/ The routers will need a mapping between each interface and
' b) a specific backup configuration. This mapping can be built
when the configurations are created.

)/ i, V. PERFORMANCEEVALUATION
i OXQ MRC is a local, proactive recovery scheme that resumes
-\ T~ - packet forwarding immediately after the failure is detdcte
' R and hence provides fast recovery. State requirements &nd th
c) influence on network traffic are other important metrics,akihi

will be evaluated in this section.
Fig. 3. Isolated nodes are given a shaded color. When thera &rrar MRC requires the routers to store additional routing config-
in the last hop, a packet must be forwarded in the configuratibere the yrations. The amount of state required in the routers, &edl
connecting link is isolated (the fink is then dotted). to the number of such backup configurations. Since routing in
a backup configuration is restricted, MRC will potentialiyey

the packet, and the neighbor is indeed dead, will the paclgee}CKUp paths that are longer than the optimal paths. Longer

. . ) : .~backup paths will affect the total network load and also the
reach a dead interface for the second time (in a single &ilur . .
: . . . end-to-end delay. We use a routing simulator to evaluateethe
scenario). It will then be discarded in another node.

. . metrics on a wide range of synthetic topologies. We also use a
If, however, the dead links returned from the lookup in the g y polog

i A ) g acket simulator to study the effect of failures on the nekwo
configuration where the neighbor is isolated, we know that t.tFraffic in one selected topology.

neighbor node must be the egress r_10de for the packe_t, SINC&hortest path routing or “OSPF normal” in the full topol-
packets are never routed through an isolated node. In thes ¢ y is chosen as a benchmark for comparison throughout

a lookup in the configuration where the detecting node its‘%_e evaluation. The new routing resulting from full OSPF

is isolated must be made (step 6). Remember that a IInI(r!as'—convergence after a single component failure is denoted

always isolated in the same configuration as one of its a&thch.OSPF rerouting”. It must be noted that MRC yields the

nodes. Hence, the dead link can never be returned from th . . . . i
lookup. Again, if the neighbor (egress) node is indeed de stiown performance immediately after a failure, while IP re

: ; . . nvergence can take seconds to complete. Our goal is to see
the packet will be discarded in another node upon reach|n$&N close MRC can approach the performance of global OSPF
dead interface for the second time.

re-convergence.
A. Last Hop Failure Example A. Method

For an example of how packet forwarding is done in the casel) Routing simulation:We have developed a Java software
of a failure in the last hop, consider the situation depidgted model that is used to create configurations as described by
Fig. 3, where a packet reaches a dead interface in flight fratve algorithm in Sec. 1lI-B. The configurations are created
node: to egress nodg. for a wide range of topologies, obtained from the BRITE

In the last hop, packets will be forwarded in the configuraepology generation tool [17] using the Waxman [18] and
tion where either node or nodej is isolated, depending onthe Generalized Linear Preference (GLP) [19] models. The
where the link between them is isolated. In Fig. 3a, the linkumber of nodes is varied between 16 and 512 to demonstrate
is not isolated in the same configuration as ngdeé\ route the scalability. To explore the effect of network densitye t
lookup in this configuration will return the same broken linkaverage node degree is 4 or 6 for Waxman topologies and 3.6
Hence, a lookup must be made in the configuration whefier GLP topologies. For all synthetic topologies, the lirdte
node: is isolated, shown in Fig. 3b. given unit weight.

Note that if nodes and j are isolated in the same con- For each topology, we measure the minimum number of
figuration, the link connecting them is also isolated in thdtackup configurations needed by our algorithm to isolate
configuration, as shown in Fig. 3c. Packets will then alwayssery node and link in the network. Based on the created
reach the egress in that configuration, even if it is the lasbnfigurations, we measure the backup path lengths (hop
hop link that fails, unless, of course, the egress node itised count) achieved by our scheme after a node failure.



100 %

2) Traffic simulation:To test the effects our scheme has or
the load distribution after a failure, we have implemented o
scheme in a discrete-event packet simulator based on the J-§ %
framework [20}. Simulations are performed on the Europeal-é,
COST239 network [21] shown in Fig. 4, connecting majo g &%
cities across Europe. All links have been given a commcs
base weight (dominant), plus an individual addition based ¢ £
their propagation delay.

IS

0 %

Percel

20 %

Copenhagen

0% T T T T
Berlin >
Amsterdam Type of topology

Fig. 5. The number of backup configurations required for a watee of

Luxembour Brite generated topologies. As an example the bar name wak-@hotes

Brussels b that the Waxman model is used with a links-to-node ratio of 2} with 16
rague

London

nodes.
TABLE I
NUMBER OF BACKUP CONFIGURATIONS FOR SELECTED REAL WORLD
Q NETWORKS
] Zurich - Network | Nodes Links Configurations

Paris ‘ Vienna Sprint US 32 64 4
German Tel 10 29 3

Milan DFN 13 64 2

Geant 19 30 5

Cost239 11 26 3

Fig. 4. The COST239 network

For our experiments, we use a traffic matrix where the ver needed more than six configurations in our experiments
traffic between two destinations is based on the populatigy. 9 . . P
his modest number of backup configurations shows that

of the countries they represent [21]. For simplicity, We|<|00o r method is implementable without requiring a significant
at constant packet streams between each node pair. Since e P ) q 9 9
ount of state information.

purpose of the simulations is to measure how the traffic Ioz%g Back hi hsEia. 6 sh hi h distrib
is distributed in the network, the link capacity is set sottha ) Backup path lengthsFig. 6 shows path length distribu-

we never experience packet loss due to congestion. For tgrp for node failures. The numbers are based on 100 difteren

simulations, three backup configurations were used with MR@deIO?]ieS with 32knodes a_nd 6‘; Iinks;]. Results forcliink fesily
We evaluate link loads before the failure, and after reopve?‘n other network properties show the same tendency.

using OSPF or MRC For reference, we show the path length distribution in the
' failure-free case (“OSPF normal”), for all paths with atdea
B. Routing Results two hops. For an original path we let every intermediate

- ' S node fail, and calculate the resulting backup path lengths
1) Minimum number of backup configurationigure 5 using global OSPF rerouting, local rerouting based on the fu

shows the minimum number of backup configurations that atrgé)ology except the failed component (“Optimal local’), as
I

needed to make all links and nodes isolated in a wide rang | as MRC with 3 and 7 backup configurations. We then

of synthetic topologies. Each bar in the figure represents 1 lect the median from these samples, and repeat for al path
different topologies given by the type of generation mod rfthe network '

used, the links-to-node ratio, and the number of nodes in t e see that MRC gives backup path lengths close to

to?l%lgg)ﬁ shows the minimum number of required backuthose achieved after a full OSPF re-convergence, and that

T ) . the difference decreases further if we allow the use of more

configurations needed for five real world topologles.. ._configurations. This means that the affected traffic will not
The results show that the number of backup conflguratlogaﬁerfmm unacceptably long backup paths in the periodnwhe

needed is usual_ly modest, 3 or 4 is typically enough_ to |s<_)Ia“ is forwarded according to an MRC backup configuration.
every element in a topology. The number of configurations

needed decreases with increasing network connectivity. \fe Traffic Results

1our J-Sim extensions, together with our routing simulatioftveare, is 1) Total network load:This metric is re!ated tO. the baCkuD
available at http://www.simula.no path length and represents the total traffic load in the ndtwo
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Fig. 6. Backup path lengths in the case of a node failure.
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Fig. 7. Network load after link failure.

are averages for all 26 possible link failures.

The simulations suggest that the link load distributionhia t
network is similar when using MRC and after complete OSPF
re-convergence.

3) Load on individual links:Fig. 9 shows the load on every
unidirectional link in the network in the failure-free casad
after a link failure. The links are indexed from the leasdea
to the most loaded in the failure-free case. Results are show
for MRC, and after the OSPF rerouting process has terminated

We measure the throughput on each link for every possible
link failure. Fig. 9a shows the average for all link failures
while Fig. 9b shows the worst case for each individual link.
The results show that both for the average and the worst case,
MRC gives a post-failure load on each link comparable to the
one achieved after a full OSPF re-convergence.

In our simulations, we have kept the link weights from
the original full topology in the backbone part of the backup
topologies. However, we believe there is a great potential f
improved load balancing after a failure by optimizing thakli
weights in the backup topologies.

VI. RELATED WORK

Much work has lately been done to improve robustness

The simulations show that the load in the network increasagainst component failures in IP networks [22]. In this iseGt
about 5% on average after a failure when using MRC witlve focus on some important contributions aimed at restor-
3 backup configurations, compared to a 2% increase witiy connectivity without a global re-convergence. Tab. Il
OSPF rerouting. All traffic is recovered in this scenarioffs® summarizes important features of the different approaches
increased network load is solely caused by the longer pathve indicate whether each mechanism guarantees one-fault
experienced by the rerouted traffic.

2) Link load distribution: Fig. 8 shows the link load and node failures, independent of the root cause of failure
distribution in the COST239 network. Again, results for th€failure agnostic). We also indicate whether the approsiche

tolerance in an arbitrary biconnected network, for bottk lin
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guarantees shortest path routing in the failure-free case,

whether they solve the "last hop problem”.
IETF has recently drafted a framework called IP fast rerougecording to their pre-computed interface specific forwagyd
[23]. Within this framework, they propose the use of #&bles without being explicitly aware of the failure. Later
tunnelling approach based on so called “Not-via” addressiey have also proposed a similar method, named failure
to handle link and node failures [16]. To protect against thieferencing based fast rerouting (FIFR), for handling node
failure of a component P, a special Not-via address is adeafailures [28]. This method will also cover link failures, din
for this component at each of P’s neighbors. Forwardirtgence it operates independent of the root cause of failure.
tables are then calculated for these addresses withouy ugditowever, their method will not guarantee this for the last
the protected component. This way, all nhodes get a pathhop, i.e. they do not solve the "last hop problem”. Regarding
each of P’s neighbors, without passing through (“Not-via'gther properties, FIFR guarantees one-fault-tolerancanin

P. The Not-via approach is similar to MRC in that loop free
backup next-hops are found by doing shortest path caloulsti

on a subset of the network. It also covers against link and
node failures using the same mechanism, and is strictly pre-
configured. However, the tunnelling approach may give less
optimal backup paths, and less flexibility with regards tstpo
failure load balancing.

Iselt et al. [24] emulate Equal Cost Multi-Path (ECMP) by
using MPLS to set up virtual links where needed to make
equal cost paths to a destination. This makes it possible to
use one ECMP path as backup when another fails. Their
method uses separate mechanisms to protect against link and
node failures. Their scheme is strictly pre-configured, and
is not fully connectionless as it introduces connectioefted
emulation. As a consequence of the ECMP emulation, one hop
as viewed from the routing function would often correspamd t
several original hops, and hence this scheme can not gearant
shortest path failure-free routing. Their scheme is ndufai
agnostic, i.e., they specify separate methods for link ayten
failures, and therefore the "last hop problem” is avoided.

Narvaez et al. [25] propose a method relying on multi-hop
repair paths. They propose to do a local re-convergence upon
detection of a failure, i.e., notify and send updates only to
the nodes necessary to avoid loops. A similar approach also
considering dynamic traffic engineering is presented if.[26
We call these approachéascal rerouting They are designed
only for link failures, and therefore avoid the problems @dtr
cause of failure and the last hop. Their method does not guar-
antee one-fault-tolerance in arbitrary biconnected neksidt
is obviously connectionless. However, it is not strictlyepr
configured, and can hence not recover traffic in the same short
time-scale as a strictly pre-configured scheme.

Reichert et al. [27] propose a routing scheme named 02,
where all routers have at least two valid loop-free next Hops
any destination. To obtain two valid next hops, the bicoteec
network topology must fulfil certain requirements and the
normal failure-free routes may not be the shortest. Their
scheme is strictly pre-configured and connectionless. V¢
both node and link failures independent of the root cause of
failure, and it also solves the "last hop problem”.

Lee et al. [8] propose using interface specific forwarding
to provide loop-free backup next hops to recover from link
failures. Their approach is called failure insensitive tirog
(FIR). The idea behind FIR is to let a router infer link faisr
based on the interface packets are coming from. When a
link fails, the attached nodes locally reroute packets ® th
affected destinations, while all other nodes forward ptecke
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