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Abstract. Flexible software development models, e.g., evolutionary and incremental models, have become 

increasingly popular. Advocates claim that among the benefits of using these models are reduced overruns, which 

is one of the main challenges of software project management. This paper describes an in-depth survey of 

software development projects. The results support the claim that projects which employ a flexible development 

model experience less effort overruns than do those who employ a sequential model. The reason for the difference 

is not obvious. We found, for example, no variation in project size, estimation process, or delivered proportion of 

planned functionality between projects applying different types of development model. When the managers were 

asked to provide reasons for software overruns and/or estimation accuracy, the largest difference were that more 

of flexible projects then sequential projects cited good requirement specifications and good 

collaboration/communication with clients as contributing to accurate estimates.    
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1. Introduction 

Software projects are infamous for exceeding their original estimates [1]. A recent review of 

surveys on estimation performance reports that 60-80% of all software projects encounter effort 

overruns [2]. The average effort overrun appears to be 30-40%. Similar findings are reported for 

schedule overruns, with 65-80% of all projects facing overruns of delivery date [2].  



Effort overruns usually lead to cost overruns when external contractors are used, as work 

effort is the main expense in most software projects. Depending on the type of contract, these 

costs have to be paid by the customer and/or written off as losses by the contractors. Schedule 

overruns may lead to fines for the contractors for late delivery. For the customers, schedule 

overruns may result in problems, such as lack of productivity or loss of business. For internal 

projects, the implications are somewhat different, but equally problematic. 

Most research initiatives directed at improving estimation accuracy have focused on the 

development of formal estimation models. Formal estimation models have been based on a 

variety of measures of development size, such as lines of code [3] and function-points [4].  There 

is, however, no conclusive evidence to show that the employment of formal estimation models 

results in improved predictive estimation accuracy [5]. Expert estimation remains the preferred 

approach for most software professionals [2, 5]. 

Another line of research has focused on improving the expert estimation process by 

introducing a variety of supporting tools and processes, including work breakdown structures 

(WBS) [6, 7], checklists [8, 9], experience databases [10] and group-based estimates [9, 11].  

The observations of project overruns in software engineering are similar to results obtained in 

other areas of research. For example, in the transportation infrastructure sector, it has been 

reported that 86% of projects face cost overruns, and that the average magnitude of the overruns 

is 28%. These overruns appear to be of the same magnitude, independent of location and the era 

of the projects [12]. Further, the estimation accuracy seems to be similar for the various 

estimation approaches [12]. A consequence of these findings is that researchers have begun to 

explore factors other than the estimation process when trying to explain and avoid overruns [13]. 



In software engineering research, much less attention has been paid to ways in which 

improved project management may reduce overruns. One suggestion for reducing overruns is 

through improved development models. The use of incremental and evolutionary development 

models, for example, have already since 1976 been said to facilitate more accurate estimates and 

reduce overruns, when compared to sequential development [14-17].  

In order to assess the claims stated by proponents of flexible development models, we 

investigated the use of development models in a survey on effort estimation in Norwegian 

software projects. We also investigated other properties of the projects, the estimation process in 

particular, which may explain any observed differences. Previous surveys on software estimation 

[2] have not addressed this topic. For some of the surveys, this is because they were conducted 

before the use of flexible development models became widespread [18]. 

The remainder of this paper is organized as follows. Section 2 provides a background on the 

claims regarding choice of development models, and on earlier empirical studies on project 

overruns and choice of development models. Section 3 states our research questions. Section 4 

provides a brief description of differences between the most common development models. 

Section 5 describes our research method. Section 6 reports the results of our survey. A discussion 

of the results is provided in Section 7. Section 8 presents the conclusion of this paper. 

An earlier version of this paper was presented at PROFES 2004 [19]. This version is 

substantially expanded, in terms of both the number of analyzed projects and depth of analysis. It 

also has a different focus, and explores other aspects of the projects not directly related to the 

estimation process. There is also a thorough analysis of the post-mortem experiences from all 

projects included in this paper.  



2. Background 

The use of terms to describe development models may frequently be confusing. It is, for 

example, not easy to separate iterative, evolutionary, agile, and incremental development models. 

In this paper we apply the term ‘sequential’ to denote development models similar to the 

waterfall model and the term ‘flexible’ to denote all types of non-sequential development 

models, e.g., iterative and incremental development models. The term ‘flexible’ to describe the 

broad class of non-sequential development models has previously been used by, for example, 

Iansiti and MacCormack [20] to reduce problems of classification and definition. 

Advocates of flexible development models offer different explanations as to why such models 

should reduce overruns. Incremental development model is, for example, claimed to lead to 

better managed projects [3, 15, 21, 22]. This is has been explained as an effect of the feedback 

from the experiences of the first increment(s) [15].  

If a software project in which an incremental development model is applied suffers from 

overruns, later increments can also be eliminated or reduced, and the most useful parts of the 

system will still be produced within the original budget. There may, however, be management 

and control problems in connection with incremental development [15], and hence the overall 

possible benefits of the use of the incremental development model is not obvious.  

Reduction in overruns has also been attributed to evolutionary development. Tom Gilb, for 

example, claims that “Evolutionary delivery, and the feedback it produces, often leads to 

management acceptance of revised estimates for time and money at early stages of the project” 

[23].  

As stated in a comprehensive review of the history of iterative and incremental development, 

flexible development models have been in existence for some time [18]. In fact, they were first 



formulated as early as the 1930s. Still, such models were not adopted by practitioners, textbook 

authors and government bodies until recently [18].  

When seeking to reduce project overruns, there are two ways to approach the problem. First, 

you can increase the accuracy of your estimates through a better estimation process, and second, 

you can increase your project control. There are several factors in a software project, which may 

make accurate estimation difficult, and increase the chances of overruns. Such factors often 

include lack of well-defined scope, unstable requirements, quality of management and skill of 

the developers. Depending on who, and how, you ask, such factors will receive a varying degree 

of attention when overruns are explained [24]. In addition, it is often impossible for the manager 

of a given project to select the skill of his staff, or completely control scope creep or requirement 

changes submitted by the customers. Another important factor is that project overruns may be 

impacted by project priorities. If avoiding cost overruns have high priority, and the requirement 

specification is vague, it is more likely that cost overruns are avoided [25].  

In this paper, we will look at many possible differences in the estimation process between 

flexible and sequential projects, as well as investigate aspects related to the managers’ 

experience of project performance, management and control. 

Interestingly from a research perspective, the claimed benefits related to increased estimation 

accuracy and reduced overruns in flexible projects have not been empirically investigated except 

in company-specific case studies. We were unable to find surveys or experiments that examined 

possible connections between particular development models and estimation accuracy and 

software overruns. Most case studies have cited positive experiences, e.g. IBM [26], NASA [27] 

and  North American Aerospace Defence Command/Air Force Space Command [28]. However, 

there have also been reported less positive experiences [29].  



3. Research Questions 

The study reported contributes with more evidence-based discussion about the claimed 

benefits of selecting a particular development model. The research questions are as follows: 

 

RQ 1:  Are there significant differences in the occurrence of effort overruns between projects 

following flexible and sequential development models, respectively? 

 

RQ 2:  Are there significant differences in the occurrence of schedule overruns between 

projects following flexible and sequential development models, respectively? 

 

In order to investigate the claims that flexible development models will reduce overruns, we 

compare effort and schedule estimation accuracy and bias (defined as the direction of the 

inaccuracy, either a bias towards optimistic or pessimistic estimates) in projects based on flexible 

and sequential development models. The differentiation between sequential and flexible 

development models may appear coarse grained. However, the grouping is sensible from several 

points of view, elaborated in the following section. 

4. Software Development Models 

It is outside the scope of this paper to provide a more complete description of development 

models used in the software industry. This is especially true, given that the different models are 

combined in different ways, and often tailored for specific purposes, projects or companies. 

There exist several variants of the different sequential and flexible development models. An 



example of this is how Royce’s description of what would become the waterfall model was 

(mis)interpreted and used in a fashion stricter than that which he originally suggested [18].  

We will, for the support of the classification process described in Section 5, provide a brief 

description of the main properties of the most commonly employed development models used by 

the software companies observed in our study. The main development models observed were the 

following: 

• Waterfall models 

• Incremental models 

• Evolutionary models 

• Agile models 

The traditional waterfall model is a sequential model [30]. It separates system development 

into distinct phases that are supposed to be completed in sequence, i.e., one phase should not be 

started before the preceding phase is completed. The phases are, typically, analysis, design, 

programming and testing [31]. Depending on the type of system, one might also need to consider 

integration with other systems. Waterfall-based development models are widely used. Possible 

reasons for this are that a sequential development model is: 1) Easy to explain and recall, 2) 

Gives the impression of an orderly, accountable and measurable process, 3) Has been the 

standard development procedure in many communities, and 4) Has, until recently, been enforced 

by government regulations [18]. Opponents of such models, however, state that they only work 

well when technology, product features and competitive conditions are predictable or evolve 

slowly [20]. Such preconditions are, however, rarely present in software projects. 

Incremental development is based on a division of the systems into parts (increments). The 

increments of the system are developed in sequence or in parallel [15]. Analysis, design, 



programming and testing are performed for each increment. Each of the increments provides a 

subset of the product’s functionality. To minimize risks, the most critical part of the system may 

be delivered first. 

The introduction of evolutionary project management in software engineering has been 

attributed to Tom Gilb [18]. In evolutionary development, the system is developed cyclically, 

with system deliveries in versions [23]. This is in contrast to the “big bang” delivery provided in 

the traditional waterfall development model. The delivered versions are adjusted according to 

client response and delivered again for a new assessment. Tom Gilb states that “You have the 

opportunity of receiving some feedback from the real world before throwing in all resources 

intended for a system, and you can correct possible design errors…” [32]. 

Abrahamson and his colleagues define an agile development model as having the following 

properties [33]: incremental (small software releases with rapid cycles), cooperative (client and 

developers working constantly together with close communication), straightforward (the model 

itself is easy to learn and to modify, and is well-documented), and adaptive (last minute changes 

can be made). Light and agile development addresses only the functions most needed by the 

client (the functions that deliver most business value to the client). These functions are then 

delivered as quickly as possible, and feedback collected, which will then be used to prompt 

further development. 

As indicated in the description of the development models, a project may use more than one 

development model, e.g. a project may use a combination of incremental and evolutionary 

development. In addition, it may not be easy to decide whether a project follows an agile or 

incremental development model. These factors motivate our decision to separate the 

development models into two categories only: Sequential and Flexible. Sequential development 



models include waterfall-based development models, while flexible development models include 

all development models based on increments and evolution. This broad categorization is sensible 

for several reasons: 

• Both in textbooks and the industry, development methods are often combined and 

tailored. This is especially true for incremental, evolutionary and agile methods. Many 

textbooks and companies have their own definitions, and descriptions of 

evolutionary/iterative methods are frequent. On the other hand, there is most often a 

clear distinction between these models, and sequential (waterfall) models. 

• From a research perspective, the differentiation between flexible and sequential 

methods has been used in several substantial papers [18, 20]. It should therefore be 

familiar to researchers. 

• From a practical perspective, there is also a clear distinction between flexible and 

sequential development methods. Flexible development methods relies more on 

interaction with customers and repetition of the different phases, and less on large 

amounts of up-front specification. 

5. Survey Method 

The survey was conducted between February and November 2003. The original intent was to 

compare estimation practices and performance in the Norwegian software industry with findings 

from other countries. 

5.1. The Participating Companies 

In order to ensure a representative sample, stratified random sampling [34] from the 

population of Norwegian software development companies was used. This is a reasonable 



approach, since we were going to investigate a limited number of companies. It was necessary to 

ensure that we had companies that represented different types of organizations, such as software 

houses developing products for the mass market, contractors who develop for clients and the 

internal development departments of large companies. We also wanted companies of different 

sizes, both small (<25 employees), medium (25 to 100 employees) and large (>100 employees). 

The classification was based on different Norwegian sources, e.g. business magazines [35]. It is 

impossible to get a completely random sample of all Norwegian software-developing companies, 

as some companies are too new to be listed, others have recently merged, some have been bought 

by foreign companies or some may be categorized under disciplines other than software. 

However, our main priority was to obtain a sufficiently representative, diverse and nonbiased 

sample, which we took great care in accomplishing. 

Each company was contacted by phone and the main outlines of the study were presented to 

them. This included informing them about topic (software estimation and related aspects), 

research procedure (interviews) and possible incentives for participation (free estimation course). 

A total of 37 companies were contacted. For some of the companies, we were not able to contact 

the appropriate person in charge. In total, eighteen companies agreed to participate, indicating a 

response rate of 48.6%. All who agreed to participate were included in the study. The most 

frequent reason stated by those who declined to participate was that they did not have resources 

available for interviews. Only two companies declined because they were not interested in the 

research.  

For those who agreed to participate, they were given time to prepare before they were visited 

by our researchers. We sent a brief sketch of the study to each company, with information about 



whom we wanted to interview, and what kind of data they had to retrieve in advance. They were 

not informed about any of the specific questions or hypotheses. 

The unit of investigation was either the entire company or a specific department in cases 

where the company had more than 1000 employees. We will use the term company for our unit 

of research in this paper. An overview is presented in table 1. 

Project type Comp. 
ID 

# 
Employees 

Main client type 
New Maintenance Combination 

Estimation method 

1 70 Private/public 65 35 0 Expert/combination 
2 28 Private/public 40 40 20 Expert 
3 94 Private/public 80 20 0 Expert 
4 750 Internal 100 0 0 Expert 
5 200 Mass-market 30 70 0 Expert 
6 137 Private/public 50 20 30 Expert 
7 504 Private 30 70 0 Expert 
8 120 Private 70 30 0 Expert 
9 65 Mass-market 80 20 0 Expert 
10 50 Private/public 30 40 30 Expert 
11 30 Private/public 64 36 0 Expert/combination 
12 180 Internal 18 83 0 Expert 
13 100 Internal 40 60 0 Expert 
14 50 Internal 30 70 0 Expert 
15 10 Private/internal 70 30 0 Combination 
16 49 Public 66 34 0 Combination 
17 80 Public 65 35 0 Combination 
18 15 Private 100 0 0 Expert 

Table 1: Overview of participating companies 
The eighteen companies (departments) that participated had between 10 and 750 employees, 

with an average of 141. Four of the companies developed projects to be used in-house, while two 

developed products for sale to the mass market. The rest had private and/or public customers. 

Nearly all companies were involved in new and maintenance projects. The estimation method 

was to a large extent expert based, although some of the companies combined expert estimation 

and use case based models.  

Each company submitted from one to four of their projects for scrutiny. The criteria that the 

projects needed to meet in order to be included in the study were that they should be over 100 



hours (to exclude trivial tasks), be closed (either completed or abandoned), be the most recent 

cases (to avoid biased selection), and that we had access to the managers of the projects. This 

resulted in a repository of 52 project interviews.  

5.2. Data Collection and Analysis 

We collected data via personal semi-structured interviews, based on a predefined set of 

questions and interview instructions. Each interview lasted between 30 and 70 minutes, and all of 

them were taped. This approach yields data of high quality and helps to resolve ambiguities [34]. 

This was especially important in our survey, since there may be variations in the use and 

interpretation of terms related to development models and estimation approaches. It also allowed 

the respondents to add valuable information that did not fit into a predefined questionnaire. 

Another point in favour of this approach is that face-to-face interviews may increase the 

likelihood of serious contributions from the companies. The main limitation of the approach is 

that it is time-consuming, and hence prevents us from investigating as many companies and 

projects as would be possible by using questionnaires sent by mail.  

The interviews at company level were mainly concerned with background information on 

such general matters as number of employees, business segment, types of client, general aspects 

of development models, estimation approaches and process improvement efforts. At project 

level, we collected detailed information about each project. This information included the type of 

project, type of client, estimation approach, development process and persons involved. Most 

important, however, was the collection of estimate(s) and actual(s) for effort and schedule. This 

was always based on recorded data from the participants, so that these results were not 

influenced by hindsight bias.  



The managers defined their development model as being sequential (waterfall) or flexible 

(evolutionary, incremental and agile) based on pre-defined categories. They could also specify 

the extent to which component-based development and prototyping was used, and the extent to 

which combined models, e.g. evolutionary and incremental development, were used. In cases 

where the participants reported that they followed a company-defined development model, we 

asked them to provide descriptions of the process. All projects where also asked to describe their 

process (free-text response) to ensure correct categorizations. 

They also provided a free-text description of their estimation process. The terminology used 

in the context of software estimation is often ambiguous [36]. Different respondents may, for 

example, interpret estimated most likely effort differently. We were aware of such problems of 

interpretation and tried to ensure common interpretations of important terminology used in the 

interviews. We asked the managers to provide all available estimates, both those used internally 

at different stages, and those relayed to the customer. Often, these wary, as the latter are affected 

by price-to-win. All estimates and actual outcomes were based on documented data from the 

companies, and not the managers’ memory. 

The written interview answers and responses on tapes were registered into an Access database 

by two independent researchers who had no stake in the research. Their job was to ensure that 

the responses written down by the interviewers were in line with what the subjects had answered 

(on tape). Both analysts checked the entire Access database with the notes and the taped 

recordings. This was a straightforward task, and no errors were discovered. The most important 

task for the independent analysts was to ensure that the development method was correctly 

classified by the interviewers. For most cases, this was also straightforward, but when projects 

used a company-specific development approach errors can be introduced. Use of two 



independent analysts on this task was especially important, because it ensured that the 

development models and estimation approaches were correctly classified. There was no 

indication that the researchers had disagreed on the classifications for any of the projects, thus 

indicating a high level of inter-rater reliability. The data from the Access database was 

subsequently exported to Excel and Minitab, were calculations and statistical analyses were 

performed. 

In all interviews, the project managers were also asked to provide free-text responses to 

explain the project outcomes, related to estimates, actual effort and delivered functionality. The 

respondents described as many positive and negative aspects as they felt necessary. These 

responses were translated and grouped into broader categories by the two authors independent of 

each other. There were only minor discrepancies (a classification deviation of one reason in any 

given project) between the two researchers concerning eight of the projects. This ambiguity was 

resolved through a second round of classification were both researchers agreed on the 

classifications. 

5.3. Measuring estimation accuracy 

There exists several different ways of calculating estimation accuracy. The most common is the 

MRE (Magnitude of Relative Error) measure [37], which is calculated as: 

 

,||
x

yxMRE −
=    x = actual and y = estimated. (1) 

 

Even though the MRE is the most widely used measure of estimation accuracy [38], one must 

be aware that it has unfortunate properties. The main concern is the fact that underestimated and 

overestimated projects are weighted unevenly, with underestimation not weighted sufficiently [39]. 



In addition, it does not seem sensible from a practitioner’s point of view, since estimation 

performance in the software industry is often rated relative to the estimated effort [40-43]. 

The BRE (Balanced Relative Error) is, as its name indicates, a more balanced measure [44] than 

MRE. It is calculated as: 

 

,
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yxBRE −
=   x = actual and y = estimate. (2) 

 

Assume, for example, that two projects estimate the required effort to be 1000 work-hours. 

Project A spends 500 work-hours, while project B spends 2000 work-hours. The MRE of Project A 

is 1.00, while the MRE of Project B is only 0.50. The BRE evenly balances overestimation and 

underestimation, leading to a result of 1.00 for both projects. It is possible for the choice of 

accuracy measure to have a huge impact on results, as has been shown in other studies [39, 43]. 

The same could well be true of the study in this paper. The continuous use of MRE instead of other 

measures is probably due to unawareness the shortcomings of MRE. 

For our own survey, it was important to be able to choose the most appropriate evaluation 

criteria, as well as being able to compare with previous studies, and make our findings accessible 

for practitioners. We decided to use measures based on BRE, since this places an even emphasis on 

overestimation and underestimation. It is robust and sensible, from both theoretical and practical 

points of view. However, we also choose to include measures based on MRE in order to 

accommodate readers more accustomed to that measure. 

In addition, whether using BRE, MRE or some other measure, there are further factors to 

address. Are we interested only in the accuracy of the estimates, or in the direction of the effect, or 

both? Absolute values, whether BRE or MRE, do not capture estimation bias, because they are not 

concerned with the direction of the estimation inaccuracy. In a review of previous surveys [2], we 

observed that the surveys relied mainly on measures that are able to reveal the direction of the 

effect, e.g. not MRE or BRE. 

MREbias and BREbias measure both the size and the direction of the estimation error, i.e., 

whether there is a bias towards optimism or pessimism: 
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x
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=   x = actual and y = estimate. (3)  
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=   x = actual and y = estimate. (4)  

 

In addition, for a set of observations, we will probably have differences if we compare the mean 

and the median of the observations, e.g. MMRE and MdMRE, as illustrated by Foss et al. [39]. 

When aggregating the results, we decided to report both the mean and median results, for MRE, 

BRE, MREbias and BREbias. The statistical analyses are based on either the mean or medians 

based on properties of the samples, elaborated in the next section.  

5.4. The problem of multiple estimates 

Previous surveys on software estimation have tended to treat a software estimate as a single 

fixed value. During the course of our research, however, we have noticed that software projects 

often have several effort estimates. This property of software projects, and how it poses 

challenges to estimation models, has also been addressed by Edwards and Moores [45].  

Part of the problem is that the effort estimate often changes over the course of a project, 

depending on the stage at which the estimate is made. For example, a project might have an early 

estimate, based on vague requirements, a planning estimate based on a detailed requirement 

specification, and one (or more) re-estimates during the course of development. Another factor 

contributing to the problem is the different receivers of the effort estimate. A project may, for 

example, have two estimates at the planning stage: one that is used internally in the project team 

and another communicated to the client. 

Projects can consequently operate with one, two or even more different effort estimates. In 

our survey we found that a project could have as many as six different effort estimates. This 

poses a significant challenge to estimation surveys. In this paper, the goal is to investigate the 



estimation ability of professionals in software projects in relation to the development model 

used. For this reason, we found it meaningful to compare the most likely estimates at the 

planning stage, i.e. the estimate used internally by the developers at the stage where the decision 

to start implementation was made. This is in accordance with research on estimation accuracy in 

other areas [12].  

5.5. Measuring Estimation Accuracy in Flexible Development Projects 

There are a number of hazards related to comparing the estimation accuracy of sequential and 

flexible projects. In some guidelines for flexible models, it is stated that one should set a deadline 

for effort and schedule, and then simply produce whatever output is possible within those 

boundaries, with the most important functionality first [23]. Obviously, with this approach, one 

will end up on target each time. It would be meaningless to do a comparison if we were just 

comparing the flexibility of flexible development models to the accuracy of sequential 

development models. However, in real life projects, especially when one develops for a client 

(bespoke system development), stakeholders often expect some kind of predefined and agreed-

upon functionality to be delivered. In all projects in this survey, regardless of development 

model, there existed schedule and effort estimates for the project total, along with the 

functionality expected, when the decision to start the project was made. These estimates were 

always important. For contractors with external projects it was the basis for their bids and 

contract negotiations, whereas internal development projects used them for staffing, planning 

and prioritization. 

Another problem that is related to the estimation accuracy of projects with a flexible 

development model is that many of them encourage estimation revisions throughout the project. 

An estimate given closer to the end of a project will probably be more accurate than one 



provided in the beginning. As discussed in the last subsection, this does not raise any problems 

for this survey, since we based the estimation accuracy calculations on the most likely estimates 

at the planning stage. This was done for both flexible and sequential projects. 

5.6. Measuring Delivered Functionality 

In order to investigate whether there were variations between the sequential and flexible 

projects regarding the completeness of delivered functionality, we interviewed the project 

managers about the delivered functionality of the finished products. They were asked about the 

extent to which the delivered functionality met the original specification on which the most 

likely estimates at the planning stage were based. Since we did not have access to the opinions of 

the users of the products, there is a potential problem regarding the objectivity of the answers. In 

addition, there may be a hindsight bias. However, we have no reason to believe that such factors 

would differ from one survey group to another. 

6. Results 

Out of the 52 project interviews, we excluded eight projects; either because they lacked 

information, or because most of the estimation and implementation work had been conducted by 

external sub-contractors. Two of the projects were abandoned before completion. This left 42 

projects for the analysis. A complete record of the most relevant data is presented in Appendix I. 

Nineteen projects were classified as using a flexible model. The other 23 projects followed a 

sequential development model. Effort is measured in work-hours, and schedule in calendar days. 

For the projects, the mean actual effort was 3125 work-hours, while the median was 1175 work-

hours. The mean schedule was 177 calendar days, while the median was 131 calendar days.  



The overall mean effort BREbias was 0.41. This corresponds to an average effort overrun of 

41%. A negative BREbias means that the estimate was too high, while zero BREbias means that 

the estimate was on target, and a positive BREbias means that the estimate was too low. 

A short summary of the estimation results of projects with different development models is 

presented in Table 2.  

  Mean Median 
  Flexible 

(n=19) 
Sequential 

(n=23) 
Flexible 
(n=19) 

Sequential 
(n=23) 

Effort Estimate (person-hours) 2659 2169 1125 750 
 Actual (person-hours) 3296 2983 1242 1150 
 Accuracy (BRE) 0.36 0.59 0.14 0.60 
 Bias (BREbias) 0.24 0.55 0.01 0.60 
 Accuracy (MRE) 0.21 0.33 0.14 0.39 
 Bias (MREbias) 0.09 0.29 0.01 0.38 
Schedule Estimate (days) 145 152 122 103 
 Actual (days) 164 187 122 140 
 Accuracy (BRE) 0.14 0.35 0.06 0.14 
 Bias (BREbias) 0.14 0.34 0.06 0.11 
 Accuracy (MRE) 0.10 0.17 0.06 0.13 
 Bias (MREbias) 0.10 0.15 0.06 0.10 
Functionality Delivered (%) 106 106 100 100 

Table 2: Estimation Results by Development Model 

As seen in the table, the results are consistent independent of which of the four-evaluation 

criterion (BRE, BREbis, MRE and MREbias) that is used. The flexible projects receive a lower 

score than the sequential projects (indicating less bias/more accuracy). Since most of the projects 

had effort/schedule overruns (as seen in appendix I), the BRE/BREbias scores are generally 

higher than the MRE/MREbias scores.  

A visual inspection and an Anderson-Darling test [46] on normality revealed that none of the 

samples were normally distributed for the measures presented in Table 2. We therefore applied 

the more robust non-parametric statistical Kruskal-Wallis test [47] of difference in median 

accuracy on BRE, MRE, BREbias and MREbias. In addition, in order to measure the magnitude 

of any observed difference, we included Cohen’s size of effect measure (d) [48]. The size of 



effect (d) is calculated as: d = (mean value sequential group – mean value flexible group) / 

pooled standard deviation amongst the groups. E.g., the median effort BRE was 0.14 for the 

flexible group, and 0.60 for the sequential group. The Kruskal-Wallis test on difference in 

median values resulted in a p-value of 0.017. To measure the magnitude of the observed 

accuracy difference in effort BRE, we calculated Cohen’s size of effect measure (d), with the 

result d=0.5, which is considered a medium effect [48]. The results are summarized in table 3. 

  p d 
Effort Accuracy (BRE) 0.017 0.47 
 Bias (BREbias) 0.007 0.56 
 Accuracy (MRE) 0.029 0.54 
 Bias (RE) 0.007 0.69 
Schedule Accuracy (BRE) 0.211 0.42 
 Bias (BREbias) 0.356 0.39 
 Accuracy (MRE) 0.193 0.44 
 Bias (RE) 0.356 0.34 

Table 3: Statistical summary 
 

As indicated in the statistical summary, it appears as if the results are similar whether the 

analysis is based on BRE or MRE. In the remainder of the paper, we will therefore only present 

the results based on BRE and BREbias. 

Regarding effort estimation accuracy and bias, the analysis indicates that there is a possible 

difference, whereas the results for schedule estimation accuracy and bias remain inconclusive. 

The size of the effect (Cohen’s d) for differences in effort estimation accuracy are located around 

d=0.5, indication a medium effect. Even though the results regarding schedule estimation were 

inconclusive, Cohen’s d indicate a small to medium (0.2-0.5) effect. 

As an example of how the results are distributed, a graphical representation of the BREbias 

data for effort is shown in Figures 1 and 2.  



Figure 1: Effort Estimation Bias of Sequential Projects. 

1.501.251.000.750.500.250.00-0.25-0.50

50

40

30

20

10

0

BREbias

P
er

ce
nt

 o
f s

eq
ue

nt
ia

l p
ro

je
ct

s

 

Figure 2: Effort Estimation Bias of Flexible Projects. 
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When comparing the figures, one can for example notice that for the sequential projects, the 

same proportion (about 20%) have a BREbias around 0.0 as have a BREbias around 1.0. This 



indicates that 20% of the sequential projects had accurate estimates, and that 20% of them used 

twice the amount of effort originally estimated. 

For the sequential projects, we can see that almost 50% of them had estimates that were 

accurate. 

7. Discussion 

Our results suggest that the projects that used flexible development models were less prone to 

effort overruns than were those who used a sequential model. The lack of significant difference 

in schedule overruns is, we believe, a result of the low number of observations, i.e., low power of 

the study compared to the size of the effect. We therefore need more observations to test the 

difference in schedule estimation accuracy. 

The reasons for these observations are more difficult to discern. In general, it is not possible to 

provide a causal relationship in a survey. In order to provide such relationships, one usually 

needs to conduct controlled experiments. Such controlled experiments are very difficult to 

conduct with real life software engineering projects. However, we are able to investigate several 

properties of the project groups in order to better understand our observations. The following 

sub-sections investigate possible explanations. We mainly address the explanations often 

mentioned as the advantages of flexible development, such as different estimation processes [16] 

and flexibility in delivered functionality [23]. In addition, we investigate if there were substantial 

difference in project size between the groups, which may explain our findings. Finally, we 

analyze the responses made by the project managers on project outcome, in order to generate 

new hypotheses and provide a basis for further work. 



7.1. Different Estimation Process 

There are two elements related to the estimation process, which could explain our observation 

if one or both of the elements had a more significant presence in the flexible projects than in the 

sequential projects. These are: 

• More estimation revisions, conducted as the project proceeds 

• A more advanced estimation process, with use of experience databases, WBS, 

checklists or other supporting tools 

Proponents of flexible development models have specified several estimation revisions as one 

of the reasons for reduced overruns when these models are applied [16]. Obviously, the closer a 

project is to completion, the easier it is to estimate the total effort and schedule. Therefore, it is 

important to remember that when we compare estimation accuracy in our survey, we compare 

the estimates used internally at the planning stage and compare those with the actual result (as 

explained in section 4).  

In any case, surprisingly enough, we observed that the number of revisions of the estimates 

did not seem to be different for flexible and sequential projects. Only a couple of the flexible 

projects re-estimated the project during development. However, this was also done for a couple 

of the sequential projects, but neither of them had more than one revision.  

The projects were mainly estimated during the early and/or the planning stage. Also here, 

there were no differences between the sequential and flexible projects, with half of them 

estimated during both the early-phase and the planning-phase, while the rest only estimating in 

one of the phases. 

Since it is possible that the projects that employ flexible development models are more mature 

related to development than those who rely on sequential development, it is possible that they 



also have a better estimation process, which may be the main explanation for the reduced 

overruns. Regarding the quality of the estimation process, all the projects involved expert 

judgment-based, bottom-up estimation, and there were no differences among the groups related 

to the use of supporting estimation tools, such as checklists, experience databases and predefined 

work breakdown structures. For the flexible projects, 15 used expert estimation, and four used a 

combination of expert estimation and estimation models. Five used WBS, eight experience 

databases (four of them informal) and one used checklists. For the sequential projects, 20 used 

expert estimation, and three used a combination of expert estimation and estimation models. 

Eight used WBS, five experience databases (four of them informal) and eight used checklists. 

Out of all the sequential and flexible projects that used a combination of expert estimates and 

estimation model, all but one relied on a use-case based model.  

To summarize, the choice of estimation process did not appear to correlate with choice of 

development method. The estimation process applied seems to be independent of the 

development model used. It is therefore unlikely that the observed difference in effort estimation 

accuracy and bias between the groups was caused by a systematic difference in estimation 

process. 

7.2. More Flexibility in Delivered Functionality  

We found no difference related to delivered functionality that depended on the development 

model used. The mean proportion of delivered functionality for both groups was 106% of 

estimated functionality. The managers were also asked to provide free-text responses to eventual 

overruns. None of the managers stated that the development of unnecessary functionality 

contributed to the overruns. This implies that, at least from the managers’ point of view, 



differences in overruns between sequential and flexible projects are not due to differences in 

amount of delivered functionality. 

7.3. Smaller Projects 

There have been studies describing situations were the effort overruns of software projects 

increase with project size [24, 49]. If large projects more frequently follow a sequential 

development process this may explain the difference in estimation accuracy. However, an 

analysis of the data suggests that this cannot explain the observed difference between the flexible 

and sequential projects, since the choice of development model did not seem to correlate with the 

size of the project. Mean actual project effort was 3296 hours for projects that followed a flexible 

development model, as opposed to 2983 hours for the projects that followed a sequential 

development model.  

7.4. Reasons Reported by the Project Managers 

The managers provided a variety of free-text responses when asked about the project outcome 

related to the effort and schedule estimates, and delivered functionality. They reported both 

reasons for accuracy, and reasons for inaccuracy. For both of these categories some reasons are 

related to internal factors at the contractors, whereas some are related to the client or 

collaboration. As previously mentioned, we must be careful when interpreting these results, as 

they may be affected by hindsight bias and the managers’ subjective views. Another method for 

data collection might have provided a different result [24].  

An overview of the manager responses, split into the sequential and flexible projects, are 

presented in table 4. We have boldfaced what we feel are the most interesting observation in the 

table.



 

  Sequential 
(n=23) 

Flexible 
(n=19) 

Difference 

Reasons for accuracy    
Internal       
High skill 17.4% 15.8% 1.6% 
Good development process  8.7% 0.0% 8.7% 
Good estimation process 4.3% 5.3% -0.9% 
    
Client/collaboration     
Good requirement specification 0.0% 15.8% -15.8% 
Good collaboration/communication 0.0% 21.1% -21.1% 
Good change management 0.0% 5.3% -5.3% 
Fixed price contract 0.0% 5.3% -5.3% 
Mature/professional client 4.3% 0.0% 4.3% 
High project priority 8.7% 0.0% 8.7% 
Low uncertainty 4.3% 5.3% -0.9% 
Known technology 4.3% 15.8% -11.4% 
    
Reasons for inaccuracy    
Internal     
Quality most important 8.7% 5.3% 3.4% 
Poor development process 8.7% 0.0% 8.7% 
Price-to-win 8.7% 5.3% 3.4% 
Lack of skill 17.4% 10.5% 6.9% 
Poor internal communication 8.7% 0.0% 8.7% 
Subcontractor problems 17.4% 5.3% 12.1% 
    
Client/collaboration     
Weak/ambiguous requirement specification 17.4% 26.3% -8.9% 
Difficult customer procurement process 8.7% 5.3% 3.4% 
Immature client 8.7% 5.3% 3.4% 
Poor collaboration/communication 17.4% 15.8% 1.6% 
Slow customer decisions 8.7% 10.5% -1.8% 
Scope creep 13.0% 5.3% 7.8% 
Chaotic environment 0.0% 5.3% -5.3% 
Contract problems 0.0% 5.3% -5.3% 
To many people involved 0.0% 5.3% -5.3% 
New technology 17.4% 5.3% 12.1% 

Table 4: Reasons provided by Managers 

 
A value of, e.g. 15.8% for high skill  in the flexible column, indicates that 15.8% of the 

projects in that group cited high skill as a factor that contributed to increased estimation 

accuracy. As seen in the table, there were not many large differences in the managers’ responses. 



A positive difference indicates a higher presence of the reasons in the sequential projects, 

whereas a negative difference indicates the opposite.  

The two reasons with the largest difference between sequential and flexible projects, is that 

more managers on flexible projects cite good requirement specifications and good 

collaboration/communication as providing good estimation accuracy. However, a high 

percentage of both flexible and sequential projects cite “poor requirement specification” and 

“poor collaboration/communication” as contributing to inaccuracy as well. The other three 

factors with a difference larger than 10% are: 

• A larger percentage of flexible projects cite a preference for known technology as 

contributing to more estimation accuracy. 

• Correspondingly, a larger percentage of sequential projects cite a preference for new 

technology as contributing to inaccurate estimates. 

• A larger percentage of sequential projects cite problems with subcontractor(s) for new 

technology as contributing to inaccurate estimates. 

In addition, it is also interesting to notice that none of the flexible projects cited a “good 

development process” as contributing to accurate estimates. However, neither did any of the 

flexible projects cite a “poor development process” as contributing to inaccuracy. For the 

sequential projects, there was an 8.7% response in both categories. 

In order to explore this, a further analysis of the clients is required. An interesting observation 

in our study was that projects with public (government) clients had mean effort overruns three 

times larger than had projects with private clients, i.e., BREbias of 0.67 vs. 0.21. However, there 

was no difference in the use of development models related to the type of client, i.e., differences 

in the type of client cannot explain the observed difference in estimation accuracy based on 



development model. Table 5 displays the mean effort estimation bias (BREbias) dependent on 

type of model and client.  

 Flexible Sequential Total 
Private -0.02 (n=11) 0.40 (n=13) 0.21 (n=24) 
Public 0.58 (n=8) 0.74 (n=10) 0.67 (n=18) 
Total 0.24 (n=19) 0.55 (n=23) 0.41 (n=42)) 

Table 5: Mean BREbias based on client and development model type 

Table 5 indicates that the difference in BREbias between sequential and flexible projects is 

larger when there was a private client (0.42) than when there was a public client (0.16). The 

trend is similar for the other measures used previously in this paper (BRE, MRE and MREbias).   

A further analysis of the manager responses for estimation accuracy and inaccuracy is 

therefore interesting. An overview is presented in table 6. 

 Public Private 
 sequential 

(n=10) 
Flexible 

(n=8) 
Sequential 

(n=13) 
Flexible 
(n=11) 

Reasons for accuracy     
Internal 10.0% 37.5% 38.5% 0.0% 
Client/collaboration 10.0% 25.0% 23.1% 45.5% 
     
Reasons for inaccuracy     
Internal 70.0% 25.0% 38.5% 27.3% 
Client/collaboration 70.0% 75.0% 46.2% 9.1% 

Table 6: Reasons by Client and Development Model 

 
Most interesting here are the figures in bold. A majority of public projects were described as 

having some sort of problem related to the client and/or collaboration, independent of 

development model. However, only one (9.1%) of the flexible private projects described 

problem related to the client and/or collaboration. On the contrary, almost half of them described 

client and/or collaboration reasons as contributing to increased estimation accuracy. As 

previously underscored, we must be careful with interpreting these free-text responses. However, 

they are suitable for generating hypotheses for further studies. 



It is believed, based on international and Norwegian studies, that public projects more 

frequently than private projects have confusing or contradictory goals (or, indeed, lack goals 

altogether), a diffusion of managerial responsibility, limited user involvement and legislation 

constraints [49, 50]. It has also been frequently stated that public projects have a shortage of 

competent staffing on the client side with respect to IT- and project management competence 

[51].  

These problems illuminate our observations. It may, for example, be a prerequisite for 

successful implementation of software projects with a flexible development approach that the 

clients are competent in IT and project management and able to deliver fast and unambiguous 

responses to the contractors inquiries.  

7.5. Threats to Validity   

We believe the most important threats to validity are the following: 

• Small sample size 

• Projects studied are not necessarily representative of projects in other countries and in 

other situations 

• Some of the data are subjective and subject to different interpretations, e.g., the 

proportion of delivered functionality 

• No uniform terminology for description of development models and estimates 

• Misinterpretation of development method in categorization 

The small sample size was the result of a trade-off between quality of data and number of 

observations. We decided to focus on quality of data. The projects we studied may not be 

representative for other types of project. However, the accuracy results we report are similar to 

those reported by other surveys on effort estimation presented in a recent review [2]. The 



problems of subjective data and a lack of common interpretations of terminology are difficult to 

solve. We have tried to solve them through systematic interview processes and independent 

assessors.  

8. Conclusion and further work 

It appears as if Harlan D. Mills may have made a good point when as far back as 1976 he 

stated that “The evolution of large systems in small stages, with user feedback and participation 

in goal refinements at each step is a way of going from grandiose to grand software system 

development” [17].  

We found that projects who used a flexible development model, (e.g., evolutionary or 

incremental), were more likely to have less effort overruns than comparable projects who used a 

sequential (waterfall) development model. The reason for this difference is not obvious, as 

software projects are complicated entities with an almost infinite amount of interacting variables.  

In short, we found support for RQ1 (Are there significant differences in the occurrence of effort 

overruns between projects following flexible and sequential development models, respectively?), 

whereas RQ2 (Are there significant differences in the occurrence of schedule overruns between 

projects following flexible and sequential development models, respectively?) remains 

inconclusive. 

We were able to investigate some of the common explanations frequently attributed to 

flexible projects, e.g., less delivered functionality and more estimation revisions. These 

explanations, or the assertion that flexible development methods are more frequently applied to 

smaller projects, does not appear to be valid for our dataset as there were no differences on these 

factors that correlated with the type of development model. It is also important to note that the 

estimation approach did not vary with respect to the type of development model. Almost all 



projects were estimated with an informal expert approach, whereas the rest were estimated with a 

combination of expert opinion and a use-case based model. Similarly, there were no variances in 

use of checklists, WBS, combination of estimates or other estimation related aspects based on 

choice of development method.  

Responses from the managers suggest that a flexible development model correlates with a 

positive dialogue between client and developers. Most likely, such a positive dialogue requires 

competent clients. Regarding the type of feedback (e.g. from customers), which may be 

important for project control in flexible projects, we regrettably had no mechanism for controlled 

collection of this in our survey. We had to rely on the managers’ responses post-mortem.  

We feel that this is surely an important topic for further research. This can for example be 

done in a multiple case study, were flexible and sequential projects (with otherwise similar 

properties) are logged/monitored with regards to such aspects as the interaction with clients, 

feedback-loops etc. We are also considering other work focusing on client-contractor aspects of 

software projects, e.g., how involvement at an early stage and frequent communication between 

clients and developers, in combination with flexible development models, may lead to better 

software projects with respect to satisfying stakeholder needs. 
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Appendix I: Survey Data 

# Model Effort actual 
(person-hours) 

Estimate 
(person-hours) 

BREbias Schedule actual
(calendar days) 

Estimate 
(calendar days) 

BREbias Functionality 

1 Seq. 180 90 1.00 56 21 1.67 100% 
2 Seq. 195.5 145 0.35 84 79 0.06 100% 
3 Seq. 261 133.5 0.96 334 273 0.22 100% 
4 Seq. 432 400 0.08 56 42 0.33 110% 
5 Seq. 562.5 487.5 0.15 106 103 0.03 110% 
6 Seq. 600 300 1.00 156 156 0.00 100% 
7 Seq. 696 650 0.07 49 49 0.00 100% 
8 Seq. 866.5 340 1.55 91 72 0.26 125% 
9 Seq. 955 1410 -0.48 64 74 -0.16 98% 

10 Seq. 1000 560 0.79 140 84 0.67 110% 
11 Seq. 1085 640 0.70 84 54 0.56 90% 
12 Seq. 1150 1077 0.07 49 42 0.17 110% 
13 Seq. 1200 750 0.60 457 117 2.91 100% 
14 Seq. 1400 700 1.00 224 182 0.23 100% 
15 Seq. 1903 914 1.08 217 196 0.11 120% 
16 Seq. 3140 1982 0.58 153 153 0.00 145% 
17 Seq. 3831 2170 0.77 54 54 0.00 100% 
18 Seq. 4012.5 3937.5 0.02 152 138 0.10 95% 
19 Seq. 5170 4227 0.22 98 98 0.00 110% 
20 Seq. 8063 7520 0.07 395 395 0.00 99% 
21 Seq. 8910 5450 0.63 304 212 0.43 110% 
22 Seq. 9000 4000 1.25 335 293 0.14 110% 
23 Seq. 14000 12000 0.17 640 619 0.03 95% 
24 Flex. 101 190 -0.88 85 60 0.42 100% 
25 Flex. 319 330 -0.03 235 235 0.00 100% 
26 Flex. 342 292 0.17 113 113 0.00 105% 
27 Flex. 466.5 533.5 -0.14 104 97 0.07 100% 
28 Flex. 506 506 0.00 70 70 0.00 100% 
29 Flex. 593.5 593.5 0.00 152 152 0.00 100% 
30 Flex. 907 570 0.59 116 109 0.06 112% 
31 Flex. 1000 1125 -0.13 106 106 0.00 100% 
32 Flex. 1000 705 0.42 70 60 0.17 105% 
33 Flex. 1242 1249 -0.01 214 153 0.40 98% 
34 Flex. 1242 1249 -0.01 106 92 0.15 100% 
35 Flex. 1335 1030 0.30 122 122 0.00 115% 
36 Flex. 1512 1500 0.01 70 70 0.00 100% 
37 Flex. 2732 2265 0.21 245 210 0.17 120% 
38 Flex. 3454 2340 0.48 245 140 0.75 150% 
39 Flex. 3746 3784 -0.01 266 266 0.00 100% 
40 Flex. 5631 1932 1.91 281 220 0.28 120% 
41 Flex. 7844 3086 1.54 183 183 0.00 100% 
42 Flex. 28645 27241 0.05 336 296 0.14 90% 
43 Aborted n/a 6728 n/a n/a 151 n/a n/a 
44 Aborted n/a 2720 n/a n/a 152 n/a n/a 

 


