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Abstract

Support for bridging is one of the requirements in the
standardisation of Resilient Packet Ring (IEEE P802.17)
currently conducted by the IEEE. The bridging algo-
rithm in the present draft standard, known as basic bridg-
ing, has obvious weaknesses regarding bandwidth effi-
ciency and scaling properties. An improved bridging
strategy, termed enhanced bridging has been presented to
the RPR working group. We have detailed out and im-
plemented this enhanced algorithm. Basic and enhanced
bridging are compared analytically and through simula-
tions. We show that the enhanced bridging algorithm
more than doubles the bandwidth efficiency for bridged
traffic compared to basic bridging. Furthermore, we show
that the efficiency improvements give significantly better
latency characteristics in a network with typical Internet
background traffic.

1 Introduction

Resilient Packet Ring (RPR) is an architecture for a
packet based dual ring network. An RPR ring consists of
two counter-rotating ringlets, giving each station on the
ring a full duplex connection to each of its neighbours.
RPR is primarily intended to be a technology for the
metro area environment, supporting link capacities up to
multiple gigabits per second.

RPR uses destination stripping, meaning that packets
are stripped from the ring upon reaching the destination
station. Destination stripping allows spatial reuse, which
is an important characteristic of RPR. Spatial reuse gives
better bandwidth utilization, by allowing each packet to
travel only part of the circumference of the ring. This
way, several packets can be in transit on different spans
of the same ringlet at the same time. Spatial reuse is il-
lustrated in figure[ll Each station on an RPR ring main-
tains a topology image, with information on the cost of
reaching each other station on the ring through either of
the ringlets.

Several RPR rings can be interconnected by transpar-
ent bridges [1]. Transparent bridges are defined by the
IEEE 802.1D standard [2]. Bridges are devices with two
or more network interfaces, called ports, that forward
data packets from one port to one or more of the others.
The presence of transparent bridges are traditionally in-

Figure 1: Spatial reuse allows several packets to be sent
on different spans of the same ringlet at the same time.

visible to the stations in a network, allowing them to com-
municate without paying attention to whether the net-
work is bridged or not. As will be explained in the sequel,
this is not possible in bridged RPR networks. Trans-
parent bridging demands some adaptations in the RPR
standard, due to the spatial reuse properties of RPR.
Two main approaches have been proposed, termed basic
and enhanced bridging. The major shortcoming of ba-
sic bridging, is that it leads to loss of the spatial reuse
properties for bridged traffic. Enhanced bridging was de-
veloped as a response to this. In this paper, we discuss
the two different strategies for RPR bridging, and present
simulation results that show their differences with respect
to network utilisation.

The remainder of this paper is organised as follows.
Section B explains the need for special treatment of
bridged traffic in RPR, and discusses basic bridging as
a solution to this. In section B, we introduce our detailed
version of enhanced bridging, which maintains spatial
reuse also for bridged traffic. Then, sectionH presents two
generic simulation scenarios that show important differ-
ences between the two bridging algorithms, and illustrate
the performance gain achieved by enhanced bridging. Fi-
nally, section Bl sums up and concludes this work, and
points out some ideas for further research.



2 Basic bridging in RPR

Transparent bridging was originally developed for an
Ethernet environment. Ethernet is a shared medium net-
work, in which all packets transmitted on the transmis-
sion medium are available to all stations. In a shared
medium network, no extra measures need to be taken to
make sure all packets reach the intended bridge. A bridge
in such a network can operate in a promiscuous mode,
where it picks up all passing packets and forwards them
according to a filtering database. The filtering database
prevents waste of network resources by only forwarding
packets on the correct port. The entries in the filter-
ing database can be learnt dynamically by inspecting the
source address of the received packets, and associating
that address with the port it arrived on. Transparent
bridging relies on the Spanning Tree Algorithm [3] to
make sure there are no cycles in the network graph.

An earlier ring technology, Token Ring [E], also relies
on shared medium properties to do bridging, even if the
bridging strategy itself, named Source Route Bridging
[5], is completely different from transparent bridging. In
Token Ring, all packets that are transmitted by a station
continue around the entire ring, and are stripped by the
source. All the packets are thus available to all stations
on the ring, just like in an Ethernet. Bridges on a Token
Ring check each packet for the presence of a special bit
that is used to mark packets eligible for bridge forward-
ing. With Source Route Bridging, the source station is
responsible for calculating the whole path of a bridged
packet, and to include it in the packet header.

RPR is not a shared medium network. On the con-
trary, spatial reuse is one of the important features in
RPR, as explained above. A packet normally travels only
the shortest path between source and destination, hence
it is not seen by all stations on the ring. This prevents
the learning process in a bridge from working correctly.
Recall that the learning process in a bridge relay depends
on inspecting the source address in the packet headers.
If these packets are not available to all bridges, the fil-
tering databases will not be built to a complete state.
This can lead to persisting forwarding of frames to the
wrong networks. This wastes network resources, and is
not consistent with the IEEE 802.1D standard.

The main idea of basic bridging is to make the RPR
ring behave like a shared medium network for pack-
ets that traverse more than one ring, while keeping the
spatial reuse properties for local traffic. Basic bridging
makes sure that packets that are either sourced in or des-
tined for a remote network, termed remote packets, are
always seen by all stations on all rings they pass through.
By doing this, the basic bridging algorithm makes RPR
emulate shared medium behaviour for remote traffic.

Basic bridging makes remote packets available to all
stations by using a mechanism called flooding, which can
be looked upon as a special kind of broadcast. Flooded
packets are marked with a flooding marker in the packet
header, and are not stripped from the ring at the destina-
tion like normal packets. Instead, a time-to-live field in

the packet header is used to limit the scope of the packet.

ttl=3

Figure 2: The ttl of a flooded frame is set so that it
reaches each station exactly once. With bidirectional
flooding, a separate copy of the frame is transmitted on
each ringlet.

With the basic bridging approach, bridges no longer
operate in a promiscuous mode. Only packets with the
flooding marker set are presented to the bridge relay by
the RPR MAC, and considered for forwarding. This eases
the demand for processing power in the bridges, since
they no longer have to make a lookup in the filtering
database at line rate. The idea of marking the frames
to be considered for forwarding with a special marker,
resembles the strategy used in Source Route Bridging
found in Token Ring networks.

Basic bridging demands some special treatment of re-
mote packets by the sending stations. Remote traffic is
not transmitted shortest path on one of the ringlets like
local traffic; instead it is flooded on all the rings it passes.
This means taking one step away from the original trans-
parent bridging principles in an Ethernet environment,
where remote and local traffic are treated alike by the
end stations. This way, some of the bridging logic has
been distributed in the RPR stations, and the bridging
can no longer be called transparent in the traditional
sense.

The main achievement of basic bridging is to make the
RPR ring behave like a shared medium network for re-
mote packets, while keeping the spatial reuse properties
for local traffic. By always flooding remote traffic, basic
bridging allows correct learning in the bridge relays. The
major problem with this approach, is the poor scaling
properties, as all spatial reuse properties are lost for re-
mote traffic. As we will show in section B the extra load
put on a network by the flooding can be considerable.

3 An enhanced bridging algorithm

Several methods have been proposed to make bridging in
RPR more efficient. Such proposals have been outlined



in presentations in the RPR working group [6), [7, 8]. We
have detailed out the ideas in these presentations with
respect to packet format, table formats and reception
rules. Based on this, we have implemented an enhanced
bridging algorithm for RPR.

The purpose of enhanced bridging is to allow spatial
reuse also for remote traffic. This is achieved by letting
the RPR stations address remote frames directly to the
bridge responsible for forwarding traffic to the specific
receiver. To achieve this, every station must keep and
maintain a table that maps a remote address to a local
(bridge) address. The functionality that builds, main-
tains and uses these tables is known as the Spatial Reuse
Control Sublayer (SRCS)l. The remote-to-local mapping
tables are therefore termed SRCS tables in the following.

Figure Bl shows an example network with SRCS tables
in some of the stations. Note that the bridge ports can be
seen as stations in their respective networks. Hence, each
bridge port that belongs to an enhanced bridging network
contains a SRCS table, just like any other station in the
network. In addition, the bridges contain the normal
filtering database in their relay unit.

In addition to the SRCS tables in the stations, the
enhanced bridging algorithm depends on some way to
identify a packet’s local sender and destination. Several
different schemes have been proposed to the RPR work-
ing group to achieve this [9, [0, [[T]. Most of the propos-
als introduce an extra pair of local source/destination
addresses in the RPR header, in addition to the global
addresses. The size and placement of these local identi-
fiers vary. A bridge that relays a packet onto an RPR
ring, inserts its own address as the local source in the
packet header. Similarly, the bridge address is used as
the local destination address for packets destined beyond
that bridge. Note here that a way to identify the lo-
cal source of a packet is also needed with basic bridging,
to prevent duplication or reordering of packets. Hence,
enhanced bridging does not introduce any extra packet
overhead compared to basic bridging.

The enhanced bridging algorithm relies on flooding in
the initial phase of a bridged traffic session, before the
SRCS tables are built to a complete state. As the pack-
ets make their way through the network, the bridges and
end stations involved in the packet transport learn the
association between local and remote addresses by com-
paring the global and local source addresses. Once the
learning phase is complete, no more flooding is needed
during normal operation. The source and the bridges on
the packet’s path will use their SRCS tables to decide the
next hop, and can send the packets directly using their
topology image.

As will be confirmed in the sequel, the enhanced bridg-
ing algorithm allows spatial reuse for remote traffic after
an initial learning phase. The primary price to pay is the
need for some amount of memory in the RPR stations
to keep the SRCS tables. The SRCS tables can proba-
bly be kept relatively small and simple, so the need for

IThe term SRCS is adapted from a presentation given by the
RPR working group’s bridging ad-hoc subcommittee |7]

memory can be limited. The size of these tables will be
O(n), where n is the number of stations in the bridged
network.

Some techniques can be imagined that would reduce
the amount of flooding in the learning phase. First, it
is reasonable to believe that many rings only contain
one or at least very few active bridges. An active bridge
here means a bridge whose port to this ring has not been
blocked by the spanning tree algorithm. The SRCS tables
could then be equipped with a default bridge address,
decided during topology discovery. Frames destined for
remote nodes that did not match any of the other entries
in the SRCS table, would be sent to this default bridge.
The bridge would then be responsible for the further han-
dling of the frame. If the bridge knew the location of the
destination node, the frame would be forwarded as nor-
mal. Else, the bridge would flood the frame on all ports,
including the one it arrived on. Another possibility is to
run a "global" topology discovery algorithm when sev-
eral RPR rings are connected by bridges. This way, the
SRCS tables in the end nodes could be built complete
before any traffic was sent in the network. This strat-
egy would, however, generate more traffic in the network
when building and maintaining the global topology im-
age.

The enhanced bridging algorithm goes even further
than the basic in adding bridging logic to the RPR sta-
tions on the ring. The source stations are now respon-
sible for calculating the first hop on the remote packet’s
path. This way, enhanced bridging has a similarity with
Source Route Bridging, where the source is responsible
for including the packet’s whole path in the header.

Note that enhanced briding capable RPR stations can
be introduced gradually in a network where basic bridg-
ing is used. In such a network, basic bridging stations will
flood all packets as normal. All bridge ports on a network
segment containing stations with enhanced briding capa-
bilities must also support enhanced bridging. On an RPR
ring with mixed bridging strategies, spatial reuse will be
achieved for traffic between two stations (bridge-bridge
or end station-bridge) that support enhanced bridging.

4 Performance evaluation

Simulations have been performed as a basis for comparing
the basic and enhanced bridging algorithms. The simula-
tions are performed using a simulation model of an RPR
network developed at the Simula Research Laboratory in
Oslo. The model is written in the Java programming lan-
guage, and it allows simulation of scenarios with different
link speeds, ring sizes, technical solutions, placement of
rings and bridges etc. A

Two simulated scenarios are presented. The first one il-
lustrates the learning phase with enhanced bridging, and
shows the efficiency gain achieved with respect to band-
width. The traffic in this scenario has deliberately been

2The simulation model can be downloaded at
http://software.simula.no/nd/
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Figure 3: With enhanced bridging, all stations are equipped with tables that map global remote addresses to a local

bridge.

kept very simple, as the purpose is to investigate the load
posed on the network by a single data exchange. This
approach allows us to easily compare the performance of
the two bridging algorithms. The second scenario illus-
trates how the choice of bridging strategy affects the local
ring traffic. This scenario offers a more complex traffic
pattern, where the effect of more realistic LAN /Internet
background traffic upon a data flow is investigated.

4.1 Simple flow scenario

Enhanced bridging makes spatial reuse possible after
an initial learning phase, when the SRCS tables in the
bridges and end stations have been built. Before the
learning phase is completed, packets are flooded through
the network. This learning phase must take place when
a station first starts communicating on the network.
The purpose of this scenario is to illustrate this learn-
ing phase, and to show how the amount of flooding de-
velops with the basic and enhanced bridging strategies
respectively.

In the general case, two stations in a bridged RPR net-
work will have zero or more rings between them, and zero
or more rings in the network that lies outside the path
between the stations. A simple and reasonable special
case of such a network is used in this scenario, with one
intermediate ring, and one additional ring outside the
source-destination path.

The topology used is shown in figure @I Four RPR
rings, each with eight stations, are connected by three
bridges. The links between the stations are 5km long,
and the link capacity is about 2.5 Gbit/s (OC-48). The
simulation has been repeated with different link lengths
and capacities, with very similar results.

The traffic pattern in this scenario is very simple. Sta-
tion s1 sends a continuous flow of 1kB data packets to sta-
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Figure 4: Two stations send traffic through a network of
four RPR rings connected by three bridges.

tion s2 at one third of the link capacity. For each packet
received, station s2 returns a small (80 byte) packet to
station s1. Thus, we have two packet flows in this simu-
lation: a flow of 1kB “data frames” from sl to s2, and a
flow of 80B “acks” in the opposite direction.

The same traffic scenario is simulated twice, using the
basic and the enhanced bridging algorithms respectively.
The packets in the simulations are sent at equal inter-
vals. Hence, the results are exact, without any differences
caused by random variations.

The first performance metric chosen for this scenario,
is the number of floods. A flood is performed either by
the source station, or by a bridge forwarding the frame
onto the next ring. That is, the flooding count tells how
many times any of the stations, bridge or end station
alike, floods a frame on any of the rings.

With this topology and sending pattern, the flooding
characteristics with basic and enhanced bridging should
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be predictable. With basic bridging, the data frames will
be flooded over all rings in the network. The flooding
on ring D will stop once the first ack reaches bridge b3,
and the position of s2 is learned. When the s1-s2-s1 pipe
is filled with packets, each data frame and ack will be
flooded three times; once on each ring. With sl sending
at 1/3 of the line rate, and s2 responding with an equal
amount of acks, the basic bridging flooding count for the
two flows should stabilize at a level as shown by equa-
tion (). Enhanced bridging will never flood the data
packets on ring C, and the acks are never flooded. The
maximum flooding count for enhanced bridging should
therefore be reached when packets are flooded on rings
A, B and D, and then gradually be reduced to zero as
the acks propagate through the network.

9u3, L, 330MB/s

—— 1 =6.6x10°
3 * kB flood 6.6 x 10° floods/ s

= 33floods/50us (1)

Figure Bl shows the total number of floods on the four
rings, per 50 us interval. As expected, the figure shows
that the enhanced bridging algorithm reduces and even-
tually eliminates the amount of flooding in the network,
after the initial period of learning. With the basic algo-
rithm, the flooding count reaches a stable state when the
s1-s2-s1 pipe is filled with traffic.

Some key events decide the shape of the graphs in fig-
urel Station sl starts flooding packets on ring B at time
zero. The first packet reaches bridge b1l after 100 us, and
bl starts flooding packets on ring A. The flooding count
increases even faster when the first frames are flooded
on ring D by bridge b3 after 150 us. At time 200, the
first packet reaches bridge b2. From this time the dif-
ference between the two algorithms becomes clear. The
basic algorithm floods packets on ring C, while the en-
hanced algorithm forwards them directly to station s2 us-
ing the topology image. The position of s1 is now known
to all the stations involved in the traffic session. Hence,
the acks returned from s2 never have to be flooded with
the enhanced bridging algorithm, and the flooding count
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does not increase further. The acks from s2 reach bl af-
ter 500 ps. Bridge bl then learns that traffic to s2 goes
through b2, and can stop flooding those frames. After
600 us, the first ack from s2 reaches s1, and the learning
process is complete. No more flooding occurs from this
time with the enhanced bridging algorithm. With the
basic algorithm, the acks from s2 must be flooded on all
rings. This causes the flooding count to keep increasing
after 200 pus. The increase is temporarily reversed when
bridge b3 learns the location of s2 after 450 us, but it
continues when the acks are flooded onto ring B after
500 ps. With the basic bridging algorithm, the flooding
count, stabilises on a high level when the whole s1-s2-s1
pipe is filled with packets in transit.

The elimination of flooding with the enhanced bridging
algorithm, gives a more efficient use of the bandwidth
resources. Figure [l shows the total load imposed on the
network by the exchange of data between stations s1 and
s2. The total load is calculated as the number of bytes
that passes through all the links in the network per 50
ps interval, that is the total throughput for all the links.

The graphs in figures Bl and Bl show that the potential
gain in bandwidth efficiency for remote traffic is signifi-
cant with enhanced bridging. In this scenario, enhanced
bridging gives a 56% reduction in the total load posed on
the network, after the initial learning period.

A period of learning is needed before the enhanced
bridging algorithm achieves spatial reuse for remote traf-
fic. This learning period ends after one round-trip-time in
the communication between stations s1 and s2. When a
frame from s1 has reached s2, and the first reply message
has returned to s1, all the necessary learning in bridges
as well as in end stations is finished.

Note that a topology with more intermediate rings
on the path between sl and s2 would give a longer
round-trip-time, and thus a longer learning period for
the enhanced bridging algorithm. But the eventual re-
sult would be the same - no flooding on any of the rings.
With basic bridging, the packets would have to be flooded
on each additional intermediate ring. This way, enhanced
bridging helps on the scaling properties of a bridged RPR
network. Adding more rings to the network that are
not on the s1-s2 path (like ring D), would amplify the



load peak seen in figure @l But when the learning in the
bridge relay has finished, such extra rings will not affect
the amount of flooding with either of the two bridging
strategies.

The active stations and relaying bridges in this sce-
nario are placed at the opposite ends of the respective
rings. This means that a frame that travels the shortest
path from sl to s2 still has to traverse half of ring B,
then half of ring A, and finally half of ring C. This is a
worst-case scenario for enhanced bridging, giving a total
station hop count of twelve for each frame. If the active
stations were placed otherwise on the rings, the differ-
ence in throughput between basic and enhanced bridging
would further increase.

A drawback with the enhanced algorithm in this sce-
nario is that bridge b3 never sees any of the acks from
s2. Hence, no entry for s2 is ever recorded in the filtering
database. If a new RPR station starts transmitting to
s2, this traffic would again be forwarded by b3, until the
necessary learning is completed. This problem can easily
be overcome, by always letting an enhanced bridge flood
the first packet it receives from a previously unknown
station. This way, all bridges on ring A will learn that
packets from station s2 goes through b2.

Note that in case of a bridge failure, the entries in the
SRCS tables becomes incorrect. The spanning tree proto-
col will calculate a new spanning tree, and the association
between remote host and local bridge might no longer be
correct. Hence, the learning process must be repeated for
all nodes in case of a bridge failure, leading to a period
of potentially massive flooding in the network.

4.2 Complex traffic scenario

The main objective of the second scenario is to illustrate
how the choice of bridging strategy influences the local
traffic on an RPR ring. This is done by letting a lo-
cal best-effort traffic low compete for bandwidth with
remote traffic. Traffic sources sending remote traffic,
are distributed around the ring. It is not important
whether the traffic sources are bridges or end stations.
The amount of this remote traffic competing for resources
with the local flow, depends on whether the traffic is
flooded or not, i.e. whether basic or enhanced bridging
is used.

Studies of traffic traces in an Ethernet environment
show that this traffic is statistically self-similar [I2]. The
same is true for wide-area/Internet traffic [I3]. The intu-
itive characteristic of such traffic is that there is no nat-
ural length of a “burst”. Independent of the time scale of
the measures, similar-looking traffic bursts in the traffic
traces are observed.

Self-similar traffic can be modelled by super-
positioning several ON/OFF packet sources, if the length
of the ON and OFF periods of these sources have infi-
nite variance [T4]. Probability distribution functions with
high or infinite variance are often called heavy-tailed dis-
tributions, due to the shape of their graph. One such
heavy-tailed distribution is the Pareto distribution given

in @).

An active station in this scenario contains 10 ON/OFF
packet sources, with strictly alternating ON and OFF
periods. The length of the ON and OFF periods are
drawn from a Pareto distribution with @ = 1.2. The b
parameter is used to regulate the traffic intensity, through
varying the lengths of the OFF periods of the packet
sources.
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The topology in this scenario is illustrated in figure
[l The active stations in this configuration are placed on
ring A. These are connected to the outside world through
station R, which is placed on ring B. The two rings are
connected by a bridge, named b. This way, all traffic
between the stations on ring A and the Internet must
pass through bridge b.

Each of the rings consists of eight stations. These are
linked with cables of about 1000 metres, giving a total
ring span of about 8 km. The links have a capacity of 8
Gbit /sec.

p eocoe 10 ON/OFF packet sources

Internet/ WAN

Figure 7: The active stations in this scenario are con-
nected to the outside world through a router placed on
the other side of a bridge.

Stations 1, 3, 5 and 6 on ring A produce self-similar
traffic destined for station R on ring B. As mentioned
above, these stations may or may not be bridges. At the
same time, station 4 sends a continuous flow of 500 byte
frames at 20% of the link capacity to station 7 on the
outer ringlet. This constant stream of frames is named
flow F. The traffic load in this scenario is such that pack-
ets in flow F always get through, they are never discarded
at the ingress of the ring due to buffer overflow.

The latency and jitter characteristics of flow F are then
measured with increasing background traffic intensity.
Latency in this scenario is measured as the time it takes
from a frame is at the head of the MAC client add queue
in the source station, to the frame is received by the MAC
client at the destination. This time will vary depending
on how long the frames have to wait for transmission in
the ingress buffer in station 4, and the transit buffers in
stations 5 and 6. These waiting times are dependent on
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the amount of traffic on the outer ringlet between nodes
4 and 7. As seen in the first scenario, enhanced bridging
reduces the traffic load on the ring produced by remote
traffic. It is therefore reasonable to expect the experi-
enced latency to be lower with enhanced bridging than
with basic.

The sending of packets in flow F goes on for about
4 ms, which gives us a sufficient number of samples to
see a pattern. Figure [ shows how the latency varies
for the frames with different traffic loads and bridging
strategies. Most of the frames are gathered in the low
end of the scale, but the number of frames with a sig-
nificantly higher latency is not negligible. The arrow in
figure points out the 90th percentile (also called the 0.9
quantile) for the data set. The 90th percentile denotes
the value on the x axis so that 90% of the measures are
smaller than this value. This way we can get a picture
of the latency for the bulk of the traffic. As the collected
data shows, the latency can never drop below 15 ps. This
is the aggregate propagation delay from station 4 to 7.
Frames that are not held back in any buffers along the
way will achieve this minimum latency.

The six plots in figureBshow that the latency and jitter
characteristics of the traffic depends on the traffic load in
the network, and the choice of bridging strategy. A higher
traffic load results in more periods with congestion and
thus higher latency for some of the traffic. In figure B
the 90th percentile for the latency is plotted for different
network loads, with both basic and enhanced bridging.
Each point on the graphs represents the median value for
the 90th percentile found by repeating the simulation 20
times with a different seed in the random generator. The
vertical bars show a 95% confidence interval.

The simulations here described, show that enhanced
bridging allows more traffic to be sent over the ring be-
fore the increase in latency and jitter becomes signifi-
cant. With this configuration, enhanced bridging allows
roughly twice as much traffic to be sent through the net-
work before the 90th percentile latency becomes the same
as for basic bridging. This way, enhanced bridging helps
improving the quality of service properties for local best
effort traffic.

5 Conclusions and further work

The basic bridging algorithm used in the existing RPR
draft standard, prevents spatial reuse for remote traf-
fic. This leads to poor bandwidth utilization, and gives
bad scaling properties. The simulation results presented
in this paper show that enhanced bridging allows spa-
tial reuse also for remote traffic, after an initial learning
period. By letting packets be sent shortest path from
source to destination without flooding, enhanced bridg-
ing reduces the load imposed on the network by a single
TCP-like traffic session by over 50%.

The reduction in traffic load achieved by enhanced
bridging has a positive effect on the latency character-
istics of local traffic on the ring. Simulations with self-
similar traffic, show that substantially more remote traf-
fic can be sent through the network before the basic
bridging latency levels are reached.

The results presented in this work show that the en-
hanced bridging algorithm clearly gives better perfor-
mance than the basic algorithm in the RPR draft stan-
dard. We believe that the inefficiency of the current
bridging algorithm effectively rules out bridging as an in-
terconnection method for RPR networks. It is the clear
view of the authors that an algorithm more in the direc-
tion of enhanced bridging should be adapted in a later
revision of the RPR standard.

In the follow-up to this work, we would like to investi-
gate the effect of using a caching strategy in the SRCS ta-
bles in large bridged networks, combined with techniques
for shortening the initial learning period with enhanced
bridging. In a larger bridged network, the SRCS tables
can be used in a cache-like manner, to reduce the amount
of memory needed to keep the SCRS tables. With such a
scheme, the least recently used entry would be discarded
to make room for a new record when packets are received
from an unknown remote host.
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