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Abstract—Understanding the nature of traffic in high-speed
communication systems is essential for achieving QoS in these
networks. A first step towards this goal is understanding how
basic QoS mechanisms work and affects the network predict-
ability before we introduce more complex mechanisms such as
admission control. In this paper we analyse the effect of a Diff-
Serv inspired QoS concept applied to virtual cut-through net-
works. The main findings from our study are that (i) through-
put differentiation can be achieved by weighting of virtual lanes
(VL) and by classifying VLs as either low or high priority, (ii)
the balance between VL weighting and VL load is not crucial
when the network is operating below the saturation point, (iii)
jitter, however, is large and good jitter characteristics seems
unachievable with such a relative scheme.

I. Introduction

THE Internet has today evolved into a global
infrastructure supporting applications such as

streaming media, business to business solutions, e-
commerce and network storage. All of these ap-
plications are part of what we call Internet com-
puting and they must handle an increasing volume
of data demanding predictable transfer. In this
context the provision of Quality of Service (QoS)
is becoming an important issue. In order to keep
pace with computer evolution and the increased bur-
den imposed on data servers, application processing,
etc., created by the popularity of the Internet, we
have through the years seen several new technolo-
gies proposed for System and Local Area Network-
ing (SAN/LAN) [3, 4, 7, 14, 24]. Common for this
body of technologies is that they rely on point-to-
point links interconnected by off-the-shelf switches
that support some kind of back-pressure mechanism.
Besides, most of the referred technologies also adhere
to the cut-through or wormhole switching principles -
only Gigabit Ethernet is using the store-and-forward
technique. For a survey of some relevant networking
principles we refer to [6].

The Internet Engineering Task Force (IETF) has
for several years provided the Internet community
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with QoS concepts and mechanisms. The best known
are IntServ [8], RSVP [13], and DiffServ [5]. Int-
Serv together with RSVP define a concept based on
per flow reservations (signalling) and admission con-
trol to be present end-to-end. DiffServ, however,
takes another approach assuming no explicit reser-
vation mechanism in the interior network elements.
QoS is here realized by giving data packets differ-
entiated treatment relative to QoS header code in-
formation. With respect to the underlying network
technologies QoS has to a less extent been emphas-
ised - the key metrics here have solely been mean
throughput and latency. To make end-to-end QoS
possible over heterogeneous technologies this means
that the lower layers should also have support for
predictable transfer including the ability to interop-
erate with a higher level IETF concept. This issue is
being challenged by emerging SAN/LAN standards,
such as InfiniBandTM [4] and Gigabit Ethernet [24]
providing various QoS mechanisms.

Recently we have also seen several research contri-
butions to this field. Jaspernite et. al. [9, 10] and
Skeie et. al [15] discuss different aspects around tak-
ing control of the latency through switched Ether-
net relative to the IEEE 802.1p standard aiming at
traffic priorities. Another body of work is tailored
to the InfiniBandTM architecture (IBA) [1, 2, 12].
In [12] Pelissier gives an introduction to the set of
QoS mechanisms offered by IBA and the support
for DiffServ over IBA. In this approach the pres-
ence of admission control is assumed, hereunder a de-
scription of which bandwidth related matrices should
be considered when processing QoS requests. Al-
faro et. al builds on this scheme and present a
strategy for computing the arbitration tables of IBA
networks, moreover a methodology for weighting of
virtual lanes (traffic classes) referring to the dual ar-
bitrator (scheduler) defined by IBA [2]. The concept
is evaluated through simulations assuming that only
priority traffic requests QoS. In [1] Alfaro et. al also
include time sensitive traffic, besides calculating the
worst case latency through various types of switching
architectures.



DiffServ is foreseen to be the most prominent
concept for providing QoS in the future Internet [11,
17]. DiffServ makes a distinction between bound-
ary nodes and core (interior) nodes with respect to
QoS features. Following the DiffServ philosophy no
core switch should hold status information about
passing-through traffic neither should there be any
explicit signalling on per flow basis to these compon-
ents. This means that within the DiffServ framework
any admission control or policing functionality would
have to be implemented by boundary (host) nodes
or handled by a dedicated bandwidth broker (BB).
The core switches are assumed to perform traffic dis-
crimination only based on a QoS tag included in the
packet header - all packets carrying the same QoS
code will get equal treatment. From that viewpoint
DiffServ is apparently a relative service model hav-
ing difficulties giving absolute guarantees. None of
the previous debated contributions comply with the
DiffServ model. In [12] Pelissier, however, discusses
interoperation between DiffServ and IBA on a traffic
class and service level basis, but refer to RSVP with
respect to admission control. The strategy proposed
by Alfaro et. al has to recompute the IBA dual ar-
bitrator (the packet scheduler) every time that a new
connection is honoured [1, 2]. Such a scheme is not
associable with DiffServ. Other QoS efforts include
The Multimedia Router [20,21] and some earlier work
in [19] and [22], but none of these fits well with the
DiffServ philosophy.

In this paper we endeavour to provide QoS in cut-
through networks by adhering to the DiffServ philo-
sophy. We approach the problem by studying the
provision of QoS without any explicit admission con-
trol mechanism. Empirically we carefully examine
the sensitivity of different QoS properties under vari-
ous load and traffic mixture conditions, hereunder as-
sess the effect of back-pressure (flow-control). These
experiments give valuable information regarding the
QoS behaviour of cut-through networks when used as
a pure relative service model. Specifically we study
(i) the effect of using virtual lanes with a weighted
arbitration scheme to do throughput differentiation,
(ii) the robustness of a weighted arbitration scheme
when virtual lane load and weight is unbalanced and
(iii) the latency and jitter characteristics of virtual
lanes with a weighted arbitration scheme.

The paper is organised as follows. In section II we
give a basic description of our QoS architecture and
routing algorithm, before we in section III present
our simulation scenario. In section IV we present
and discuss our results with regard to throughput,
latency and robustness. And finally in section V we
give some concluding remarks.
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Fig. 1. Switch architecture

II. QoS architecture

THE architecture used in our simulations is in-
spired by InfiniBandTMlink layer technology [4]

and is a flit based virtual cut-through switch. The
overall design is based on the canonical router archi-
tecture described in [6].

A. Switch architecture

Our architecture is flit based and uses virtual cut-
through (VCT) switching [23]. In VCT the routing
decision is made as soon as the header of the packet is
received and if the necessary resources are available
the rest of the packet is forwarded directly to the
destination link. If the necessary resources are busy
the packet are buffered in the switch. In addition we
use flow control on all links so all data is organized
as flow control digits (flits) at the lowest level.

The switching core consists of a crossbar where
each link has dedicated access (figure 1). Each link
supports one or more virtual lanes (VL), where all of
the VLs belonging to a link has multiplexed access to
the crossbar. Each VL has its own buffer resources
which consist of an input buffer large enough to hold
a packet and an output buffer large enough to hold
two flits to increase performance. VL arbitration is
done at the input side to select which VL is allowed
to send next. The VL arbitration is close to the
InfiniBandTMlink layer arbitration and is described
in more detail in section II-C.2. Link arbitration at
the output link is done to select which input is the
next to send to this output. Output link arbitration
is done in a round robin fashion.

B. Layered shortest path routing

In our simulations we use a newly introduced rout-
ing algorithm called Layered shortest path routing
(LASH) [16]. LASH is a minimal deterministic rout-
ing algorithm for irregular networks which only relies
on the support of virtual layers to function. There is
no need for any other functionality in the switches so
LASH fits well with our simple approach to QoS.

The idea is that each virtual layer in the network
has a set of source/destination pairs assigned to it,



in such a way that all source/destination pairs are
assigned to exactly one virtual layer. In addition it
makes sure that each virtual layer is deadlock free
by ensuring that the channel dependencies stemming
from the source/destination pairs of one layer do not
generate cycles. An in depth descriptions of LASH is
found in [16].

C. QoS mechanisms

Our switch architecture support QoS mechanisms
like the ones found in the InfiniBandTMarchitecture.
InfiniBandTMsupports three mechanisms for QoS
which are mapping of service level (SL) to VL,
weighting of VLs and prioritising VLs as either low
priority (LP) or high priority (HP). These mechan-
isms are described briefly in the following sections.

C.1 SL to VL mapping

A service level denotes what type of service a
packet shall receive as it travels toward its destin-
ation. This corresponds to the packet marking ap-
proach described in DiffServ and is used to implement
per hop forwarding.

In our architecture there is a one-to-many map-
ping between SLs and VLs since each SL belongs to a
private virtual domain which might use one or more
VLs to avoid routing issues such as deadlock. We
use a model where there is no sharing of VLs, but
where each subset of VLs are assigned a service level
at startup without any possibility for change during
execution. This excludes run-time reconfiguration,
but makes the scheme simpler and is in line with the
DiffServ philosophy.

C.2 VL priorities and weighting

After mapping SLs to VLs the individual VLs must
be configured according to the demands for each SL.
Each VL is classified as either LP or HP, and each
VL receives a weight. Adding control VLs we get a
three level scheme as follows

Level 1 On this level preemptive scheduling is used
for control packets. Control packets have the highest
priority and will preempt anything else.
Level 2 On this level preemptive scheduling is used
for HP and LP traffic. VLs are split into two groups
of high and low priority. HP packets will always pree-
mpt LP packets, but to ensure forward progress of the
LP VLs a parameter called Limit of High-Priority
(LHP) is used. The LHP is the maximum number of
packets that can be scheduled on HP VLs before a
packet must be scheduled on a LP VL if there is one
waiting.
Level 3 Arbitration between individual VLs is done
by a weighted fair arbitration scheme. Each VL is
assigned a weight indicating the number of flits it

SERVICE LEVELS
# DS Eq. Load BW1 UW2 Pri
1 EF 10 4 6 high
2 EF 15 6 1 high
3 AF 20 8 6 low
4 AF 25 10 1 low
5 BE 30 1 1 low

TABLE I

The five services levels used in simulation.

is allowed to send when its turn occurs. VLs are
scheduled in a round robin fashion.

When a VL is scheduled it is marked active and
allowed to send one flit. Then the weight counter
for this VL is decreased and the VL is rescheduled.
The VL is rescheduled as long as its weight is larger
that zero and no VL of higher priority wants to send.
When the weight reaches zero it is reset and the next
VL that has anything to send is set to active. Thus
there is a flit level scheduling of VL across the cross-
bar, but there is no flit interleaving on the VL. Only
one packet is allowed to hold a VL at a time.

III. Simulation scenario

FOR evaluation of our approach to QoS we use a
flit level simulator developed in house at Simula

Research Laboratory.

A. Simulation methodology

In the simulations that follow, all traffic is modelled
by a normal approximation of the Poisson distribu-
tion. We have performed simulations on networks
of sizes 8, 16 and 32 switches, where each switch is
connected to 5 end nodes and the maximum num-
ber of links per switch is 10. For each network size
we have randomly generated 16 irregular topologies
and we have run measurements on these topologies
at increasing load.

The five different end nodes send traffic on five dif-
ferent service classes (table I) where SL 1 and 2 are
considered to be of the expedited forwarding (EF)
class in DiffServ terminology. SL 3 and 4 are con-
sidered to be of the assured forwarding (AF) class
and SL5 is considered best effort (BE) traffic. We
use LASH (see section II-B) as routing algorithm and
random pairs as traffic pattern. In random pairs each
source sends only to one destination and no destina-
tion receives packets from more that one source. The
link speed is one flit per cycle, the flit size is one byte
and the packet size is 32 bytes for all packets. Due
to lack of space only results from networks with 32
switches are presented here.

1Balanced weight.
2Unbalanced weight.
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(a) Balanced weights.
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(b) Unbalanced weights.

Fig. 2. Throughput for a network with 32 switches.

IV. Performance results

THE performance results presented below are for
topologies with 32 switches and 160 nodes, all

other parameters are as described in section III-A
unless otherwise noted.

A. Throughput

Our first results are from a balanced configura-
tion under increasing load conditions. In the bal-
anced configuration the weighting of each SL is ac-
cording to the load on that SL, i.e. the SL with the
highest load also has the highest weight3. This makes
the configuration vulnerable to changing load condi-
tions where a mismatch between applied load and VL
weight might cause trouble. We take a closer look at
this problem in section IV-B.

Figure 2(a) shows the throughput of each SL
as well as the total throughput. As can be seen
from the figure throughput differentiation works well.
Throughput for all SLs is consistent with the weight-
ing when the network is below saturation since there
is enough bandwidth for everyone. When the network
reaches saturation LP SL throughput is reduced as
HP SLs preempts LP bandwidth which is consistent
with the two-level priority scheme.

B. Robustness

So far we have considered a balanced configura-
tion where we require VL weights and SL load to be
matched. This might not always be the case so we
have looked at how well an unbalanced configuration

3Except from SL5 which is the best effort class and always
has the lowest weight possible.

performs. In this configuration the weights for SLs
with the highest load have been swapped with the
weights for SLs with the lowest load. Figure 2(b)
shows the throughput of all SLs as well as the total
throughput. From the figure we see that the perform-
ance is almost identical to the previous configuration
as long as the network is below saturation. Only
when the network reaches saturation has the mis-
match between weighting and load become visible.
As long as we are below the saturation level there is
enough bandwidth for everyone and there is no prob-
lem fulfilling demands, but when the network gets
saturated the weighting starts to work as we saw in
the previous configuration. Only now the wrong SLs
preempts the bandwidth because of the mismatched
weights. In figure 2(b) this is visible for SL4 which
should just above SL3, but is actually at the level of
SL5.

From this we can conclude that the weighting con-
figuration is not crucial with respect to QoS in a net-
work working below saturation. It is crucial when
the network is in saturation, but in a QoS setting
we want to avoid a saturated network and only work
below saturation. Thus the weighting configuration
can be considered robust in a non-saturated network
and the need for on the fly reconfiguration of the SL
weights is not necessary. However, what we may need
is some form of traffic control which can be achieved
by a suitable admission control concept.

C. Latency

So far our relative QoS scheme is working well, but
we will now discuss the performance with regard to
network latency that we shall see introduces some
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(b) Latency distribution for SL1 at low load.
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(c) Latency distribution for SL1 at medium load.
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(d) Latency distribution for SL1 at high load.

Fig. 3. Latency for a network with 32 switches.

problems.

Figure 3(a) shows the average network latency for
each SL and for all traffic. As can be seen from figure
3(a) the latency is moderate as longs the load is well
below saturation. Comparing it with figure 2(a) we
see that LP SLs has a jump in latency at the same
point as the throughput graph starts to fall off. The
same effect can be seen for HP SLs at a higher load.
The LP SLs are affected when we no longer can lin-
early increase the throughput. At this point the HP
SLs starts to take away bandwidth from the lightly
weighted LP SLs since these SLs have used most of
the free bandwidth up to this point. Because more
and more LP packets are preempted by HP packets
we see a rise in latency for these SLs. As the net-
work approaches saturation the same thing happens
to HP SLs. Because the network is highly loaded

the backpressure mechanism struggles to keep pack-
ets back and this introduces delays for all packets,
thus increasing overall latency. Again we see a need
to keep the network well below saturation, preferably
in the linear area of the throughput graph, and the
need for a suitable admission control mechanism. For
HP traffic which is latency sensitive admission con-
trol can be used to keep the load so low that the
latency properties are acceptable. LP traffic could
be left out of an admission control scheme since this
type of traffic is supposed to be bandwidth sensitive
only, and not latency sensitive.

D. Jitter

Let us now turn our attention to the jitter charac-
teristics. Figure 3(b) shows the latency distribution
for SL1 traffic at the load level marked as low in figure
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Fig. 4. Latency histograms per hop for SL1 traffic at high load

2(a). At this point the latency distribution is good.
The mean, standard deviation and the 95 % percent-
ile are marked with a dashed line in the graph. The
distance between the mean mark and the standard
deviation mark reflects the standard deviation. The
histogram has a sharp peak and a short tail and the
standard deviation is low. The 95% percentile is 180
so 95% of the packets has a latency of 180 or lower.
If we move on to the medium load level things are
only slightly worse. At this level we still have a low
average latency and a 95% percentile at 198. Moving
on to high load level things are getting much worse
since we now have moved out of the linear area of
the throughput graph. The jitter potential is sub-
stantial with a interquartile range of 1262 and the
95% percentile at 2356.

To investigate the jitter issue further figure 4
presents per hop latency histograms for SL1 traffic
at high load with 3 and 4 hops which were the most
frequent path lengths. The interesting part here is
how much the latency properties increase when the
path length is increased with one hop. The 95%
percentile increases from 2262 to 2410 and the in-
terquartile range increases from 1125 to 1478 as well
as substantial increases for mean, standard deviation
and maximum observed latency. The same behaviour
can be seen for other path lengths as long as there
are a substantial number of packets. This effect can
be explained by the backpressure mechanism in use.
When a packet somewhere in the network is delayed
by backpressure the packet latency for this packet is
increased, but the latency for the following packets
is also affected. Thus the effect of backpressure in a
node propagates throughout the whole network and
introduces jitter.

Moreover, this will result in an exponential in-
crease in the theoretical maximum latency. A simple
expression to calculate the maximum network latency
in a network of switches with only one VL per port
and where the input buffer is one packet wide is as
follows:

P =

n∑

sw=1

(nLinks− 2)sw

Here P is the maximum number of packets we
could end up waiting on, nLinks is the number of
links per switch and n is the number of switches in
our path. We ignore two of the links because one is
the link we are entering on and one is the link we
are leaving on and they will not delay our packet.
The expression for maximum network latency now
becomes:

L = T × P

Here L is the maximum network latency and T is
the transmission speed in cycles. As the expression
for P grows exponentially this will have significant
impact on the jitter characteristics of the network.
If we consider our network and a packet with path
length 3 (as in figure 4(a)) we get the following:

L = T × P = 32× 584 = 18688

In our simulations the maximum observed latency
for a path length of 3 is 6606 so we have still some
way to go before we reach the maximum. For a path
length of 4 the maximum observed latency is 8840
while L is 149760.

However, in order to avoid this increase one should
keep the network load at a very low level. This can



be achieve with a suitable admission control scheme
as mention in the previous section.

Achieving low jitter in backpressure networks is
a real challenge, and we plan to scrutinise this issue
further to gain a better understanding and find better
solutions to the problem.

V. Conclusion

UNDERSTANDING the nature of traffic in high-
speed communication systems is essential for

achieving QoS in these networks. In a first step to-
ward this goal it is important to know how simple
mechanisms works and affects the network before we
introduce more complex mechanisms. In this paper
we analyse the effect of a DiffServ inspired QoS mech-
anism applied to virtual cut-through networks. The
main findings from our study are that (i) through-
put differentiation can be achieved by weighting of
VLs and by classifying VLs as either LP or HP, (ii)
the balance between VL weighting and VL load is
not crucial when the network is operating below the
saturation point, (iii) jitter, however, is large and
good jitter characteristics seems unachievable with
such a relative scheme since the theoretical maximum
latency grow exponentially. Even if the measured
maximum latency does not show exponential beha-
viour its growth rate is still substansial.

We are currently examining some possible improve-
ments to this approach. First, we are looking to add
admission control to keep the network below satura-
tion at all times. Second, we would like to address the
backpressure problem so latency constrained traffic
can be handled in a more appropriate way. Finally,
we would like to analyse other configurations. Such
as regular topologies, different traffic patterns and
adaptive routing algorithms.
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