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ABSTRACT
Multi-Topology routing allows each router in a network to
maintain several valid routes to each destination. This in-
creases the possibilities to spread traffic towards a destina-
tion over multiple paths with connectionless routing proto-
cols like OSPF or IS-IS. In this paper, we report early ideas
on how this can be utilized as a Traffic Engineering tool. We
look at both offline and online approaches, and argue that a
Multi-Topology based solution has advantages over previous
solutions in both paradigms.

Categories and Subject Descriptors
C.2.2 [Computer Systems Organization]: Network Pro-
tocols

General Terms
Algorithms

Keywords
Traffic Engineering, Multi-Topology Routing, Intradomain

1. INTRODUCTION
Most current intradomain Traffic Engineering (TE) meth-

ods are offline in the sense that a central entity computes a
good routing based on some estimate of the demands, and
this routing is not changed in response to short term traffic
dynamics. In traditional link state protocols like OSPF or
IS-IS, this is done by using heuristic methods to find a set of
link weights that distributes the traffic well in the network
[1, 2].

In networks relying on MPLS-TE [3], multi-commodity
flow optimization techniques can be used to set up LSPs
with the goal of optimizing some TE objective [4]. How-
ever, the use of MPLS in a network introduces the extra
complexity of calculating, setting up and maintaining LSPs
between each source and destination. In this paper, we fo-
cus only on destination-based routing, as opposed to the
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flow-based routing used in MPLS. Instead of setting up ex-
plicit paths between each source and destination, we rely on
Multi-Topology routing to expose more of the underlying
path diversity while staying in the destination-based rout-
ing paradigm.

The main problem with traditional offline TE methods
based on link weight tuning is that they rely heavily on the
available estimate of the traffic demands. It is hard to de-
duce a traffic matrix that accurately describes the demands
over long time spans, and at the same time captures short
term variations [5, 6]. Common TE methods try to op-
timize the routing for demand matrices that are averages
over several days, or even months. However, network traf-
fic is known to be highly dynamic and non-stationary, due
to both natural variations in user demands and phenomena
like flash crowds, BGP rerouting and failures. Recent inven-
tions like overlay routing [7] and intelligent route control for
multi-homed networks [8] make traffic patterns even harder
to predict.

Offline TE methods based on link weight optimization
are not well positioned to handle dynamic traffic changes.
With a changed traffic matrix, we would like to run the
optimization heuristic again, and install the new optimized
link weights in the network to maintain the desired load
balancing properties. However, changing link weights in an
operational network is problematic, since such changes will
lead to a period of routing instability as the routing proto-
col converges on the new topology [9]. Adjusting IGP link
weights may also change the egress routers that are cho-
sen in the BGP route-selection process, causing additional
unwanted traffic shifts [10].

Several proposals have been made to mitigate the effects
of traffic demand changes. Some schemes try to find a link
weight setting that performs well also in the presence of
link failures [11, 12, 13]. Others propose oblivious routing,
that offer performance within certain boundaries under all
possible traffic conditions [14, 15]. While such proposals can
give improved performance in many corner-case scenarios,
they must to a varying degree pay for this by decreased
performance in the normal case.

The shortcomings of offline traffic engineering tools have
led to proposals for online mechanisms [16, 17]. These
methods rely on having several available paths between each
source and destination. They use measurement techniques
to monitor the quality of each path, and split traffic between
them. By dynamically updating the split ratios, these meth-
ods can respond rapidly to traffic dynamics, without requir-
ing any information about the demand matrix.



In this paper, we propose a new method for IGP traf-
fic engineering with connectionless routing protocols that
avoids the problems associated with link weight changes.
Our method is based on Multi-Topology (MT) routing, which
is currently being defined by the IETF for both OSPF [18]
and IS-IS [19]. MT routing allows the routers to maintain
several independent logical topologies, so that different types
of traffic can be routed independently through the network.
We advocate extending the MT mechanisms so that it can be
efficiently used to spread traffic over several available paths.

The main idea in our contribution is to construct the set of
logical topologies in such a way that any congested link can
be avoided in at least one topology. Traffic is then spread
over the topologies so that the load is well distributed over
the available links. We discuss how this idea can give ad-
vantages over existing methods in both an offline and an
online TE paradigm. We have previously proposed a so-
lution for achieving fast recovery from component failures
based on a similar approach [20], but we believe that the
potential benefits of MT routing are even more significant
in the context of traffic engineering. This paper mainly de-
scribes a set of ideas on how MT routing can be exploited
for TE purposes. Some more evaluation results on some of
the described methods are available in [21].

The rest of this paper is organized as follows. In Sec. 2,
we introduce MT routing and describe the mechanisms that
are needed to use it as a TE tool. In Sec. 3, we describe
three different approaches for how MT routing can be used
to control the traffic flow through the network, and describe
some challenges for each approach. Finally, we summarize
and conclude in Sec. 5.

2. MULTI-TOPOLOGY ROUTING
Multi-Topology routing allows the routers in an AS to

maintain several parallel logical views of the network topol-
ogy. The routers exchange topology-specific link state ad-
vertisements describing the properties of each link. Concep-
tually, the routers build a separate routing table for each
topology. Data traffic is associated with a specific topology,
and is routed according to the corresponding routing table.

2.1 Mapping traffic to topologies
An important question is how a router can decide which

topology to forward an incoming packet in. The existing
MT drafts describe how this can be done if the traffic in the
different topologies belong to different address families like
IPv4 vs IPv6 or unicast vs multicast. However, to efficiently
use MT routing as a TE tool, we need a more generic way
to associate a data packet with a topology, where all types
of traffic can be routed in all topologies. We propose two
possible ways of achieving this:

Explicit packet marking. With this approach, packets are
associated with a topology by using bits in the IP
header as a topology identifier. This can be done by re-
serving one or more ToS/DSCP values for each topol-
ogy. Other possible methods for explicit IP packet
marking are described in [22].

Tunnelling. A private address space can be assigned to
each topology in a non-overlapping fashion, and each
egress router in the network is given an IP address
in each topology. Then a data packet can be associ-
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Figure 1: Example topologies. Dotted links are ex-

cluded from the routing process in the topology.

ated with a topology by tunnelling it to the topology-
specific IP address of the egress node of the original
destination address.

Both these methods will allow traffic to all destinations to
be routed according to an arbitrary topology. This allows us
to perform TE by deciding which traffic is routed according
to the different topologies.

2.2 Building alternate topologies for traffic en-
gineering

The next question is how the topologies should be con-
structed to efficiently facilitate TE. In our approach, we dis-
tinguish between the original topology where all links can be
used for routing, and the alternate topologies, where some
links are excluded from the routing process. We propose
building a set of alternate topologies with two important
properties:

1. For all links, there exists a topology where the link is
not used for forwarding traffic.

2. All topologies are connected, so that in each topol-
ogy, there is a valid routing path between each pair of
nodes.

Creating the topologies in this way allows us to respond
to congestion by moving traffic over to the alternate topol-
ogy that avoids the congested link. It also gives us large
flexibility, since traffic to any destination can be routed in
any topology.

Figure 1 shows an example of how three alternate topolo-
gies can be built so that all links in the original topology are
excluded from the routing process (dotted) in one of them.

We will now describe an algorithm for creating alternate
topologies that satisfy the requirements above. The algo-
rithm is taken from [23], where we proposed the use of mul-
tiple topologies for fast recovery from link failures. Here, we
only describe the rules that control the topology creation.

We define a topology T as a set of nodes N and a set
of links L. Given a network topology T0, we build n addi-
tional topologies T1, . . . , Tn. We refer to T0 as the original
topology, and T1, . . . , Tn as the alternate topologies. The
alternate topologies are copies of the original topology T0,
with the difference that a subset of the links are removed



in each alternate topology. Importantly, links are removed
in such a way that each alternate topology T1, . . . , Tn is still
connected, and thus all nodes are still reachable in all topolo-
gies.

Input to our algorithm is the original topology T0, and
the number n of desired alternate topologies. The algorithm
then iterates through all links and tries to remove each of
them in one of the topologies Ti. A link can only be removed
from a topology if doing so does not disconnect the topology.
If a link cannot be removed in Ti, we try again in topology
T(imodn)+1 until all alternate topologies have been tried. For
each link we want to remove, a new topology is chosen as
the first Ti we try, so that the number of removed links is
approximately equal over the different Ti.

We have previously shown that a surprisingly small num-
ber n of alternate topologies are needed by this algorithm
[23]. Typically, less than five alternate topologies are needed
to cover all links in current ISP networks.

3. TRAFFIC ENGINEERING USING MULTI-
TOPOLOGY ROUTING

Given a set of topologies created by the algorithm de-
scribed above, traffic engineering can be performed in sev-
eral ways. In this section, we describe three fundamentally
different possibilities, and discuss some of the advantages
and challenges with each of them. Common for all three
methods is that they try to avoid overload in the network
by assigning traffic to different topologies in an intelligent
manner.

3.1 Offline TE
MT routing can be used to perform offline TE based on

the available estimate of the traffic demands. With this
approach, each data packet is mapped to a topology at the
ingress node. Once a data packet has been assigned to a
topology, it will be routed shortest path according to that
topology to the egress of the network.

Given an estimate of the traffic demands and the set of
link weights used in the network, we can calculate the es-
timated load on each link. We show here a simple heuris-
tic that assigns traffic to topologies on the granularity of
ingress-egress flows, with the objective of minimizing the
maximum link utilization. Alternatively, a more advanced
method that splits traffic in the same ingress-egress flow on
several topologies can be imagined.

The heuristic starts by routing all traffic in the original
topology T0. In this topology all links are available for
routing, so we should route traffic here when possible. Our
heuristic then identifies the most loaded link in the network
and the ingress-egress flows that are routed over this link,
before it moves one of these ingress-egress flows to the al-
ternate topology where the link is not used for routing. The
process is iterated until no further reduction in the maxi-
mum link utilization is achieved.

There are several possible ways to select the flow f that
is moved to the alternate topology t(lmax). The easiest way
would be to pick it randomly. However, it will often be
beneficial to identify a flow of a certain size that should be
moved. Selecting a large flow will give a larger reduction
in the load on the congested link. By selecting larger flows,
fewer iterations are needed in the algorithm.

The main advantage of this MT approach compared to

Algorithm 1: Offline TE
1 repeat

2 identify most loaded link lmax

3 identify flows F that are routed over lmax

4 select flow f ∈ F

5 move f to topology T (lmax) where lmax is not used
6 until no reduction in max utilization
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Figure 2: Maximum link utilization in the GEANT

network

previous offline TE methods based on link weight tuning,
is the increased ability to deal with traffic dynamics. MT
routing makes it possible to adapt the routing to a changed
traffic matrix without requiring a new IGP convergence. In-
stead, only the mapping from ingress-egress flow to topology
needs to be changed. Changing this mapping will not trigger
a routing re-convergence.

Figure 2 shows the maximum link utilization at the granu-
larity of 15 minutes in the European research network GEANT
over a period of almost one week in 2005. The left plot
shows the situation with the original link weights used in the
GEANT network. These link weights are also used in the
right plot, but here we have used Alg. 1 to spread the traf-
fic over multiple topologies. We used 5 alternate topologies,
in addition to the original topology. The flow-to-topology
mapping is updated every hour based on the traffic demands
experienced over the previous hour. The plots are based on
traffic matrices calculated based on measurements from the
GEANT network as described in [24].

3.2 Centralized online TE
Another option is to use MT routing in an online fashion,

where the routing is dynamically adapted to the changing
traffic conditions. The main advantage of this approach is
that it does not require any knowledge of the traffic matrix.
We first describe how this can be done in a centralized way,
based on monitoring the link utilization of all links in the
network.

The idea in this approach is again to start by routing all
traffic in the original topology T0, and to move traffic over to
alternate topologies as needed. If the load on a link exceeds
a selected threshold umax, the network management system
can instruct one or more ingress routers to change their flow-
to-topology mapping, so that more traffic is routed in the



Algorithm 2: Centralized online TE
1 while true do

2 if u > umax then

3 move one flow f ∈ F from T0 to Ti where
the link is not used

4 end

5 if u < umin then

6 move one flow f ∈ F from Ti back to T0

7 end

8 end

topology where the congested link is avoided. When the load
on the link later falls below a lower threshold umin, traffic
can be moved back to the original topology where all links
can be used for routing. Note that once a new mapping has
been calculated by a central entity, each ingress router can
independently apply the new mapping without the need for
any global synchronization.

Alg. 2 shows the procedure that is performed by for each
link by the management system at each sampling interval.
This approach is simpler than the offline approach described
above, since it requires no calculation of a global traffic ma-
trix. Important challenges with this method is to determine
umin, umax and the sampling period so that the system is
stable yet responsive. It is important that the difference
between umin and umax is large enough in order to avoid
mapping flows back and forth between topologies.

An attractive aspect of MT-based TE, is that it can easily
be combined with methods based on link weight tuning. For
example, the link weights in the original topology T0 can
be set so that the chance of congestion is minimized under
the expected long-term traffic conditions. Traffic is then
only moved to alternate topologies in response to short term
deviations from normal conditions. This is the reason why
we have designed Alg. 2 so that traffic is moved back to T0

when possible.

3.3 Distributed online TE
MT routing can also be used to perform traffic engineer-

ing in a distributed online fashion. With this approach, each
ingress node in the network uses a lightweight probing mech-
anism to monitor the quality of the path to each egress in
each topology. These measurements are then used to control
the amount of traffic that is sent in each topology.

Previous methods for online traffic engineering like MATE
[16] and TeXCP [17] depend on tools like MPLS-TE [3] for
explicitly setting up several paths between each ingress and
egress. With MT routing, several paths are available be-
tween an ingress and an egress. These paths are not neces-
sarily disjoint, but all hops on the path can be avoided in at
least one of the alternate topologies.

An important challenge when doing distributed online TE
is to avoid instabilities. If the response to a changed traffic
situation is too strong, the result may be an unstable sys-
tem where flows are constantly moved from one topology to
another.

Another open question is how the path quality in the dif-
ferent topologies can best be monitored. Previous online
TE methods rely on using a separate probing agent for each
path and for each ingress-egress pair. An interesting possi-
bility with MT routing could be to allow packets to switch
from one topology to another at intermediate routers. With

this approach, each router would only have to monitor the
status of its directly connected links. If one of these links are
congested, traffic is moved to the topology where the link is
avoided. Letting packets change topology in flight can po-
tentially lead to severe packet reordering, with adverse con-
sequences for TCP performance. It has been demonstrated
that flow splitting can be performed at the granularity of
bursts without severe reordering [25], at the cost of main-
taining more state in the network. Packet reordering is an
important issue that must be handled for in-flight topology
switching to be a viable approach.

4. INTERACTIONS WITH INTERDOMAIN
ROUTING

BGP is the current de-facto standard for interdomain rout-
ing. When a BGP speaking router learns about several
routes to a destination prefix, it will use a given route selec-
tion process to pick a single best path. If the first five tie
breakers in this selection process are equal for two routes,
the route with the shortest IGP path to the egress router
will be preferred. This is known as hot-potato routing.

In our methods described above, we have used the com-
monly made assumption that traffic flows point-to-point from
an ingress router to a single egress router. However, since
there can be more than one valid egress for a given destina-
tion prefix, this is not always true. The hot-potato routing
used in BGP implies that the IGP routing will also influence
the egress point for a flow.

In a MT context, when we move traffic to an alternate
topology, this might affect which egress router is the closer
one with respect to IGP weights. For example, consider a
situation where a destination prefix p is reachable through
two egress routers R1 and R2. In the normal topology, an
ingress router Rin may choose to send traffic towards R1,
since it is the closer with respect to IGP weights in T0. If
a link on the path from Tin to T1 is congested, our method
may respond to this by moving the traffic from Tin towards
p to an alternate topology Ti, where the congested link is
avoided. However, in this topology Ti some of the links
are excluded from the routing, and hence R2 might be the
preferred egress router. As a consequence, when we take
BGP hot-potato routing into account, our TE operations
can result in some traffic being shifted from one egress router
to another. Importantly, even if traffic is moved from one
egress router to another, we still achieve our goal of moving
traffic away from the congested link.

ISP policies are typically enforced by giving one route a
higher local preference than another. The traffic shifting to
an alternative egress router described here will only occur
for prefixes where the IGP path length is used to determine
the preferred egress router, and hence no policies will be
violated.

An interesting extension of our method would be to take
advantage of these traffic shifts to do traffic engineering on
the edge links. This could be done by moving traffic to a
different topology, so that a different egress router will be
selected.

5. CONCLUSIONS
In this paper, we have advocated the use of Multi-Topology

routing as an intradomain traffic engineering tool in connec-
tionless IP networks. The main advantage of a MT-based



approach over previous solutions based on link weight opti-
mization, is the ability to change the routing in response to
traffic dynamics without triggering an IGP re-convergence.

We have sketched three different approaches for MT traffic
engineering. One uses the available estimate of the traffic
demands to spread the traffic among the different topolo-
gies. The two other approaches do not rely on an estimate
of the demands. Instead, they adapt the flow-to-topology
mapping to the observed traffic in an online fashion. An at-
tractive aspect of using MT routing for TE, is that it can be
combined with other methods based on link weight tuning.

Many challenges remain before we have a complete TE
method based on MT routing. Mechanisms for monitor-
ing path characteristics must be defined, the stability of the
methods must be proved, and solutions for reducing packet
reordering must be devised. We believe all these problems
can be solved, and are currently working on these and re-
lated issues.
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