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Abstract— As the Internet takes an increasingly central role convergence time is still too large for applications witkalre
in our communications infrastructure, the slow convergence of time demands [6]. A key problem is that since most network
routing protocols after a network failure becomes a growing failures are short lived [7], too rapid triggering of the re-

problem. To assure fast recovery from link and node failures in . .
IP networks, we present a new recovery scheme called Multiple convergence process can cause route flapping and increased

Routing Configurations (MRC). Our proposed scheme guarantees Network instability [2].

recovery in all single failure scenarios, using a single mechanism The IGP convergence process is slow becauseréddstive

to handle both link and node failures, and without knowing the gnd global. It reacts to a failure after it has happened, and
root cause of the failure. MRC is strictly connectionless, and it jyolves all the routers in the domain. In this paper we
assumes only destination based hop-by-hop forwarding. MRC is t h for handli link and de fail
based on keeping additional routing information in the routers, presen a new sc Qme or .an Ing. In r_:m noae a,' ures
and allows packet forwarding to continue on an alternative N IP networks. Multiple Routing Configurations (MRC) is a
output link immediately after the detection of a failure. It can be  proactiveandlocal protection mechanism that allows recovery
implemented with only minor changes to existing solutions. In in the range of milliseconds. MRC allows packet forwarding
this paper we present MRC, and analyze its performance with , continue over pre-configured alternative next-hops imme
respect to scalability, backup path lengths, and load distribution diatelv after the detecti f the fail Usi MRC

after a failure. We also show how an estimate of the traffic .|ae.y afer the aetec '9“ 0 e a|urg. sing as a
demands in the network can be used to improve the distribution first line of defense against network failures, the normal IP
of the recovered traffic, and thus reduce the chances of congiion ~ convergence process can be put on hold. This process is
when MRC is used. then initiated only as a consequence of non-transientréilu
Since no global re-routing is performed, fast failure deétec
mechanisms like fast hellos or hardware alerts can be used

to trigger MRC without compromising network stability [8].
In recent years the Internet has been transformed from\as uarantees recovery from any single link or node fajlure

special purpose network to an ubiquitous platform for & widgicn constitutes a large majority of the failures expecih

range of everyday communication services. The demands;An, nepwork [7]. MRC makes no assumptions with respect to
Internet reliability and availability have increased atliogly.  iha oot cause of failuree.g., whether the packet forwarding
A disruption of a link in central parts of a network has the pqg disrupted due to a failed link or a failed router.

tential to affect hundreds of thousands of phone conversati e main idea of MRC is to use the network graph and

or TCP connections, with obvious adverse effects. the associated link weights to produce a small set of backup

The ability to recover from failures has always been a cefgyyork configurations. The link weights in these backup
tral design goal in the Internet [1]. IP networks are iniadly  .nfigurations are manipulated so that for each link and

robust, since IGP routing protocols like OSPF are designgflye fajlure, and regardless of whether it is a link or node

to update the forwarding information based on the changedre the node that detects the failure can safely fodviae
topology after a failure. This re-convergence assumes fill.,ming packets towards the destination on an alternake li
distribution of the new link state to all routers in the netWo \1rc assumes that the network uses shortest path routing and
domain. When the new state information is distributed, eagfictination based hop-by-hop forwarding.
route.r individually_ calculates new valid rquting tables. _ The shifting of traffic to links bypassing the failure can
This network-wide IP re-convergence is a time consumingdaq 1o congestion and packet loss in parts of the network [9]
process, and a link or node failure is typically followed by &g |imits the time that the proactive recovery scheme can
period of routing instability. During this period, packet®y g ysed to forward traffic before the global routing protdsol
be dropped due to invalid routes. This phenomenon has beefy meq about the failure, and hence reduces the chante tha
studied in both IGP [2] and BGP context [3], and has aQangient failure can be handled without a full global iyt
adverse effect on real-time applications [4]. Events 1egdi o_convergence. Ideally, a proactive recovery schemeldhou
to a re-convergence have been shown to occur frequently [gly o1y quarantee connectivity after a failure, but als@dn
Much effort has been devoted to optimizing the different nanner that does not cause an unacceptable load distributi
steps of the convergence of IP routing, i.., deteCtiorseii® s requirement has been noted as being one of the principal
ination of information and shortest path calculation, b t challenges for precalculated IP recovery schemes [10Jh Wit
Manuscript received December 21, 2006, revised July 21 2007 MRC, the link weights are set individually in each backup
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I. INTRODUCTION



the recovered traffic is routed. The backup configuratiorduswe talk about building a separate forwarding table for each
after a failure is selected based on the failure instancd, aronfiguration, but we believe that more efficient solutioas c
thus we can choose link weights in the backup configuratiobse found in a practical implementation.

that are well suited for only a subset of failure instances. When a router detects that a neighbor can no longer be

The rest of this paper is organized as follows. In Sec. Ieached through one of its interfaces, it does not immelgiate

we describe the basic concepts and functionality of MRC. Wieform the rest of the network about the connectivity faglur
then define MRC formally and present an algorithm used tostead, packets that would normally be forwarded over the
create the needed backup configurations in Sec. Ill. In S&c. failed interface are marked as belonging to a backup config-
we explain how the generated configurations can be usedut@tion, and forwarded on an alternative interface towasds
forward the traffic safely to its destination in case of auil destination. The selection of the correct backup configumat
We present performance evaluations of the proposed meti@l thus also the backup next-hop, is detailed in Sec. IV.
in Sec. V. In Sec. VI, we discuss how we can improve thEhe packets must be marked with a configuration identifier, so
recovery traffic distribution if we have an estimate of th&éhe routers along the path know which configuration to use.
demands in the network. In Sec. VII, we discuss related worlRacket marking is most easily done by using specific values

and finally we conclude in Sec. VIII. in the DSCP field in the IP header. If this is not possible,
other packet marking strategies like IPv6 extension header
Il. MRC OVERVIEW using a private address space and tunneling (as proposed in

MRC is based on building a small set of backup routinfi1]) could be used.
configurations, that are used to route recovered traffic onltis important to stress that MRC does not affect the fallure
alternate paths after a failure. The backup configuratidiferd free original routing, i.e., when there is no failure, alcgats
from the normal routing configuration in that link weightsare forwarded according to the original configuration, veher
are set so as to avoid routing traffic in certain parts of thadl link weights are normal. Upon detection of a failure,yonl
network. We observe that if all links attached to a node ateaffic reaching the failure will switch configuration. Altteer
given sufficiently high link weights, traffic will never beuted traffic is forwarded according to the original configuratias
through that node. The failure of that node will then onlyormal.
affect traffic that is sourced at or destined for the noddfitse If a failure lasts for more than a specified time interval,
Similarly, to exclude a link (or a group of links) from takinga normal re-convergence will be triggered. MRC does not
part in the routing, we give it infinite weight. The link caninterfere with this convergence process, or make it lonigan t
then fail without any consequences for the traffic. normal. However, MRC gives continuous packet forwarding

Our MRC approach is threefold. First, we create a set dliring the convergence, and hence makes it easier to use
backup configurations, so that every network component risechanisms that preventsicro-loops during convergence,
excluded from packet forwarding in one configuration. Selconat the cost of longer convergence times [12]. If a failure
for each configuration, a standard routing algorithm likePBS is deemed permanent, new configurations must be generated
is used to calculate configuration specific shortest pathls asased on the altered topology.
create forwarding tables in each router, based on the configu
rations. The use of a standard routing algorithm guarantees
loop-free forwarding within one configuration. Finally, we
design a forwarding process that takes advantage of thaipack |n this section, we will first detail the requirements thatsnu
configurations to provide fast recovery from a componepk put on the backup configurations used in MRC. Then, we
failure. propose an algorithm that can be used to automatically &reat

In our approach, we construct the backup configuratioggich configurations. The algorithm will typically be run enc
so that for all links and nodes in the network, there is & the initial start-up of the network, and each time a node or

configuration where that link or node is not used to forwarnhk is permanenﬂy added or removed. We use the notation
traffic. Thus, for any single link or node failure, there willshown in Tab. 1.

exist a configuration that will route the traffic to its destiion
on a path that avoids the failed element. Also, the backup _ _
configurations must be constructed so that all nodes dke Configurations Structure

rea_chable in all configurations, i.e., thgre is a valid. patthw  vRc configurations are defined by the network topology,
a finite cost between each node pair. Shared Risk Groypgich is the same in all configurations, and the associated
can also be protected, by regarding such a group as a singlg weights, which differ among configurations. We fornyall
component that must be avoided in a particular conflguran%presem the network topology as a gragh= (N, A), with

In Sec. ll, we formally describe MRC and how to generatg set of nodesv and a set of unidirectional links (arcs-. In
configurations that protect every link and node in a network,qer to guarantee single-fault tolerance, the topologpigr

Using a standard shortest path calculation, each roufery st pe bi-connected. A configuration is defined by this
creates a set of configuration-specific forwarding tables. Ftopology graph and the associated link weight function:
simplicity, we say that a packet is forwarded according to a

F:onfiguration, meaning that it is forward_ed usjng the f‘_)m'ar IWe interchangeably use the notationsor (u,v) to denote a link,
ing table calculated based on that configuration. In thisspapiepending on whether the endpoints of the link are important.

[1l. GENERATING BACKUP CONFIGURATIONS



TABLE |

NOTATION
G = (N, A) | Graph comprising node®d and directed links (arcs}t
C; The graph with link weights as in configuratian
Si The set of isolated nodes in configuratiéh
B; The backbone in configuratiof;
A(u) The set of links from node: Fig. 1. Left: Node 5 is isolated (shaded color) by setting ghhiveight on
(u,v) The directed link from node: to nodev all its connected links (stapled). Only traffic to and frone tisolated node
pi(u,v) | A given shortest path between nodesndv in C; will use these restricted links. Right: A configuration wéerodes 1, 4 and
N(p The nodes on path 5, and the links 1-2, 3-5 and 4-5 are isolated (dotted).
A(p) The links on pathp
w; (u, v) The weight of link(u, v) in configurationC;
w; (p) The total weight of the links in path in configuration
Ci ' _ isolated in the same configuration as at least one of itstethc
wr The weight of a restricted link | nodes. These two rules are required by the MRC forwarding
n The number of configurations to generate (algorithm . . . .
input) T process described in Sec. IV in order to give correct forward

ing without knowing the root cause of failure. When we talk
of a backup configuration, we refer to a configuration that
adheres to (2) and (3).

The purpose of the restricted links is to isolate a node from
routing in a specific backup configurati@r}, such as node 5
to the left in Fig. 1. In many topologies, more than a single
node can be isolated simultaneously. In the example to the

' right in Fig. 1, three nodes and three links are isolated.

Definition. A configurationC; is an ordered paifG, w;) of
the graphG and a functionw; : A — {1,..., Wyax, Wy, 00}
that assigns an integer weiglit (a) to each linka € A.

We distinguish between the normal configuratiop and the
backup configurationg’;,i > 0. In the normal configuration

\(/7\;)’ all finks har\]/eﬁ:no.rma!" welghtsw?(q) e.{l""’wm‘?"%‘ Restricted and isolated links are always given the same
€ assume thal’y Is given with finite integer weights. weight in both directions. However, MRC treats links as imnid

EARE IS agff‘os“c_ to thel sett:jnlg kOf th(«jase dwelghts. In th|’:\‘-.=ctional, and makes no assumptions with respect to syriumetr
ackup configurations, selected links and nodes must not Cqink weights for the links that are not restricted or isothte

any transit traffic. Still, traffic must be able to depart fromHence, MRC can co-exist with traffic engineering schemes tha

and reach all qpe.rativg nodgs. These traffjc regulations %ﬁ“y on asymmetric link weights for load balancing purposes
imposed by assigning high weights to some links in the backupMRC guarantees single-fault tolerance by isolating each

configurations: link and node in exactly one backup configuration. In each
configuration, all node pairs must be connected by a finite
cost path that does not pass through an isolated node or an
isolated link. A configuration that satisfies this requiremis
Isolated links do not carry any traffic. Restricted links arealled valid:

QSEd tq isolate nodes from traffic f?fward'”g- Th_e_reStdthDeﬁnition. A configurationC; is valid if and only if
link weight w, must be set to a sufficiently high, finite value
to achieve that. Nodes are isolated by assigning at least the vu,v € N: N (p;i(u,v))\ (S; U{u,v}) =0

A w;(pi(u,v)) < oo 4)

Definition. A link a € A is isolatedin C; if w;(a) = oo.

Definition. A link a € A is restrictedin C; if w;(a) = w;.

restricted link weight to all their attached links. For a rdd
be reachable, we cannot isolate all links attached to the nod

in the same configuration. More than one node may be isolated b h Il back f . . h
in a configuration. The set of isolated nodesinis denoted We observe that all backup configurations retain a charac-

S,, and the set of normal (non-isolated) nod&s— N \ S;. teristic internal structure, in that all isolated nqdesehrectly
connected to a core of nodes connected by links with normal

weights:

Definition. A configurationbackboneB; = (S;, 4;), 4; C A
consists of all non-isolated nodes @y and all links that are

neither isolated nor restricted:
With MRC, restricted and isolated links are always attached

to isolated nodes as given by the following rules. For akdin
(u,v) € A,

Definition. A nodewu € N is isolatedin C; if

V(U,U) € Aa wi(uav) > Wy
A F(u,v) € Ay w;i(u,v) = wy 1)

a€ A; & w; (CL) < Wmax (5)

A backbone is connected if all nodes # are connected
by paths containing links with normal weights only:
wi(u,v) = wr = (W€ S;AvES)V(vESiAuesS:) (2) Definition. A backboneB; is connectedf and only if
wi(u,v) =co=u€ S;VvesS; (3)

. . ] ) Yu,v € B; 1 a € A(pi(u,v)) = w;i(a) < wmax (6)
This means that a restricted link always connects an igblate

node to a non-isolated node. An isolated link either cormect An important invariant in our algorithm for creating backup
an isolated node to a non-isolated node, or it connects twonfigurations is that the backbone remains connectedeSinc
isolated nodes. Importantly, this means that a link is atwagll backup configurations must adhere to (2) and (3), we can



show that a backup configuration with a connected backboBe Algorithm

is equivalent to a valid backup configuration: The number and internal structure of backup configura-
_ _Lemma_ 3.1:A backup configuratior; is valid if and only tions in a complete set for a given topology may vary
if it contains a connected backbone. depending on the construction model. If more configurations

Proof: We first show that a connected backbone impliesre created, fewer links and nodes need to be isolated per
that C; is valid. For each node paix and v, zero, one or configuration, giving a richer (more connected) backbone in
both of u and v are in S;. Assumeu € S; A v € S;. each configuration. On the other hand, if fewer configuration
From the definition of an isolated node and (2)/,v" € are constructed, the state requirement for the backupnguti
Si + wi(u,u') = we A wi(v,v") = w,. From (6) a € information storage is reduced. However, calculating tfie-m

A(pi(u',v") = w(a) < wnax. Thus, imum number of configurations for a given topology graph is
computationally demanding. One solution would be to find all
w; (pi(u,v)) < 2w, + wi(pi(u',v")) < 0o (7) valid configurations for the input consisting of the topalog
N(pi(u,v)) \ (S; U{u,v}) =10 (8) graphG and its associated normal link weights, and then

find the complete set of configurations with lowest cardtgali
and (4) follows. A subset of the above is sufficient to shoWwinding this set would involve solving the Set Cover problem
the same if only one, or none, afv is in S;. which is known to beN P-complete [13].
For the converse implication, assumev € S; and node Instead we preseljt a .heurlstlc. algorlt.hm that attempts to
make all nodes and links in an arbitrary bi-connected tagplo

xz € N(pi(u,v)). From (4),z € S; and w;(p;(u,v)) < oo. . . ) )
Since by (2) restricted links are always connected to at Ieéssmated' Our algorithm takes as input the directed graph

one ot o, such ks can o b parte (1.1) ey [T O bAOLP Eonloalons bt o lended
and all links inA(p;(u, v)) must have normal weights. ® com Iet.e set of ?/alild backu Iconfi uliations uT%,eljl)l oritm i
In backup configurations, transit traffic is constrainednte t P P g ) g

) : . : . . agnostic to the original link weights,, and assigns new link
configuration backbone. A restricted link weight. that is : : . . ?
sufficiently high to achieve this can be determined from thvgelghts only to restricted and isolated links in the backup

number of links in the network and the maximal normal lin configurations. For a sulfficiently high, the algorithm will
weight: Ilways terminate successfully, as will be further discdsse

. , , _.Sec. llI-B.3. This algorithm isolates all nodes in the neatwyo

Prop05|t|op 3'2:_L9t x be a node |so!ated n the Va“dand hence requires a bi-connected as input. Topologiesewher
backup configuratiort’;. Then, restricted link weight value the failure of a single node disconnects the network can be
processed by simply ignoring such nodes, which are then left
unprotected.

The algorithm can be implemented either in a network
management system, or in the routers. As long as all routers
have the same view of the network topology, they will compute
the same set of backup configurations.

1) Description: Algorithm 1 loops through all nodes in the

W'"I begt Iegsa-zgr 2: 2'||If_1"1|”ma’a' Frgm the dde_f|n|t||on ofan y,h510gy, and tries to isolate them one at a time. A link is
isolated node and (2), all isolated nodes are directly oct@@e ;s ateq in the same iteration as one of its attached nodes.

to th? conﬂgu_ratlon bacl_<bon§. From (4), any s_hortest p_ath'me algorithm terminates when either all nodes and links in
C; will be entirely contained in3;, except possibly the first o hanwork are isolated in exactly one configuration, or a

or the last hop. A valid configuration contains a co.nne.ct%de that cannot be isolated is encountered. We now specify
backbone, and the total weight of the sub-path that is Withige »46rithm in detail, using the notation shown in Tab. 1.

B; will be at most| A;| - wimax. Since|4;| < 2| Al, no shortest a) Main loop: Initially, n backup configurations are
path will includez as the transit. created as copies of the normal configuration. A queue of

To guarantee recovery after any component failure, everllg’OIeS @x) and a queue of linksf,) are initiated. The node

node and every link must be isolated in one backup configﬂ eue contains all nodes in an arbitrary sequence. The link

ration. LetC = {C1,...C,,} be a set of backup configurations.queue is initially empty, but all links in the network will he

to pass through it. Methofli r st returns the first item in the

Wy = |A| * Wmax (9)

is sufficiently high to exclude: from any shortest path i6;
which does not start or end in

Proof: Since all links attached to the isolated node
have a weight of at least,, the weight of a path through

We say that o
gueue, removing it from the queue.
Definition. A set,C, of backup configurations isompleteif When a nodeu is attempted isolated in a backup config-
uration C;, it is first tested that doing so will not disconnect
Va € A,3C; € C: wi(a) = 00 B; according to definition (6). Theonnect ed method at
A Yue N,3C;, €C:uc S, (10) line 13 decides this by testing that eachu neighbors can

reach each other without passing throughan isolated node,
or an isolated link in configuratio®;.
A complete set of valid backup configurations for a given If the connectivity test is positive, functionsol at e is
topology can be constructed in different ways. In the nextlled, which attempts to find a valid assignment of isolated
subsection we present an efficient algorithm for this pugposand restricted links for node as detailed below. If successful,



Algorithm 1: Creating backup configurations.

1 forie{l...n} do

It can be shown that it is an invariant in our algorithm that
in line 1, all links in @, are attached to node. The node

2 Ci «— (G, wo) v in the other end of the link may or may not be isolated in
3 Si—0 some configuration already (line 4). If it is, we must decide
4 Bi < i whether the link should be isolated along with(line 7),
2 gnd(_N or if it is already isolated in the configuration whereis
7 Q: —0 isolated (line 11). A link must always be isolated in the same
8 i« 1 configuration as one of its end nodes. Hence, if the link was
9 while Q. # 0 do not isolated in the same configurationwgst mustbe isolated
10 wefirst (Qn) along with nodeu.
1; ﬁe;;t Before we can isolate the link along with we must test
13 if connect ed(B; \ ({u}, A(u))) then (line 6) thatu will still have an attached non-isolated link, in
14 Cimp < i sol at e(Cy,u) accordance to the definition of isolated nodes. If this is not
15 if Cimp # null then the caseu can not be isolated in the present configuration
16 Ci = Cimp (line 9).
g %i%%{(g} Alu) In the case that the neighbor nodewas not isolated in

) - ’ any configuration (line 12), we isolate the link along with
19 i+ (inmodn)+1

20 until v € S; or i=j
21 if u¢ S; then
22 | Give up and abort

23 end

if there exists another link not isolated with(line 14). If the
link can not be isolated together with nodewe leave it for
nodew to isolate it later. To make sure that this link can be
isolated along withy, we must process next (line 17, selected
at line 10 in Alg. 1), and link(v, w) must be the first among
the links originating from node to be processed (line 18,
selected at line 2).

i sol at e returns the modified configuration and the changes 7) output: We show that successful execution of Algo-

are committed (line 16)..OtherW|se no changes are madg.in rithm 1 results in a complete set of valid backup configu-
If « was successfully isolated, we move on to the next nodggtions.

Otherwise, we keep trying to isolatein every configuration,  proposition 3.3:If Alg. 1 terminates successfully, the pro-

until all » configurations are tried (line 20). i could not gy ced backup configurations adhere to (2) and (3).

be isolated in any configuration, a complete set of valid pyoof: Links are only given weightsu, or oo in the

configurations with cardinality» could not be built using process of isolating one of its attached nodes, and (3)visllo

our algorithm. The algorithm will then terminate with angor restricted links, (2) requires that only one of the ateat

unsuccessful result (line 22).

Function i sol at e( C;, )

1 Qa — Qa+ (u,v),Y(u,v) € A(u)
2 while Q. # 0 do

3 (u,v) — first (Qa)

4 if 35 :v € S5 then

5 if w;(u,v) =w, then

6 if I(u,z) € A(u)\(u,v) : wi(u,x) # oo then
7 | wi(u,v) — wi(v,u) — oo

8 else

9 | return null

10 else ifw;(u,v) = co and ¢ # j then

11 | wiu,v) — w;i(v,u) — wr

12 else

13 if I(u,z) € A(u)\(u,v) : wi(u,z) # oo then
14 | wi(u,v) — wi(v,u) — oo

15 else

16 wi(u,v) — w;(v,u) — wy

17 LQnHer(Qn\v)

18 Qa — (v,u)

19 end

20 return C;

nodes are isolated. This invariant is maintained in line 7 in
functioni sol at e by demanding that if a node attached to
a restricted link is attempted isolated, the link must also b
isolated. Hence it is impossible to isolate two neighborasod
without also isolating their connecting link, and (2) folls.

[ ]
Proposition 3.4:1f Alg. 1 terminates successfully, the
backup configurations sé€t= {C;,C>,...,C,} is complete,

and all configurationg; € C are valid.

Proof: Initially, all links in all configurations have
original link weights. Each time a new node and its connected
links are isolated in a configuratio@; we verify that the
backbone in that configuration remains connected. When the
links are isolated, it is checked that the node has at least on
neighbor not isolated i’; (line 14 in Functioni sol at e).
When isolating a node, we also isolate as many as possible of
the connected links. A link is always isolated in the same
configuration as one of its attached nodes. If this is not
possible, the node is not isolateds@l at e, line 9). From
Lemma 3.1, the altered configuration remains valid.

The algorithm runs through all nodes. If one node cannot
be isolated, the algorithm aborts (line 22 in Alg. 1). If itedo
terminate with success, all nodes and links are isolatechén o

b) Isolating links: Along with «, as many as possible of configuration, thus the configuration set is complete. =

its attached links are isolated. The algorithm runs throtingh
links A(u) attached tou (lines 2-3 in functioni sol at e).

3) Termination: The algorithm runs through all nodes try-
ing to make them isolated in one of the backup configurations



. Failed forwarding in node u
towards node v

and will always terminate with or without success. If a
node cannot be isolated in any of the configurations, the
algorithm terminates without success. However, the algori

is designed so that any bi-connected topology will resul in
successful termination, if the number of configurationsvadid

is sufficiently high.

Proposition 3.5: Given a hi-connected grapfi = (N, A), , | ook up nexthop
there will existn < |N|, so that Alg. 1 will terminate in conf C)
successfully.

Proof: Assumen = |N|. The algorithm will create
|N| backup configurations, isolating one node in each backup
configuration. In bi-connected topologies this can alwags b
done. Along with a node:, all attached links except one,
say (u,v), can be isolated. By forcing nodeto be the next Look up nexthop Forward packet
node processed ol at e line 17), and the linkv, u) to be inconfC) || inconfCu)
first among A(v) (line 18), nodev and link (v,u) will be
isolated in the next configuration. This can be repeated untj
we have configurations so that every node and link is isolatdd” %
This holds also for the last node processed, since its last i
will always lead to a node that is already isolated in another . . .
configuration. Since all links and nodes can be isolated, tﬁglected _bgckup cor_1f|gurat|on, and forward it to the egress
algorithm will terminate successfully. node a\(0|d|ng the fqﬂed component. )

Ring topologies represent the worst-case input for ourConS|der a situation wherg a packet arrives at nade
algorithm since allN| nodes have two links each and wouldNd cannot be forvyarded to its ”Orma' next—h@;becquse
have to be isolated in different configurations in order tusel of a component fa|_lure. The qletectlng n(_)de must find the
the loop described in Prop. 3.5. In bi-connected networl?%rref\Ct ba_ckup configuration without knowmg the root cause
with higher connectivity it is often possible to reuse th -fallur(.a, €., \./vh.ether th? ne_xt-hop nodeor “nk.(u’v) has
configurations and terminate the algorithm with a lower ailed, since this information is gener.ally u'nava|lable.

In Sec. V we analyze the number of backup configurations-€t C'(u) denote the backup configuration where nade

created by Alg. 1 for different input network topologies. g( ISOI)a:je:r;oEc;ee.t’h Ct;(gzack: pOcion% ?at'in Siﬁe?;r?gzrll{ﬁkle)t
4) C lexity: Th lexity of th d algo-Y\%? _ u iguration w v
) Complexity: The complexity of the proposed algo isolated, i.e.C(u,v) = C; < w;(u,v) = co. Assuming

rithm is determined by the loops and the complexity d : I )

the connect ed method. This method performs a procedur at noded |s.the egress (_or. the_ destination) in the local

similar to determining whether a node is an articulatiompoinem;”; domg'ln, we csn dd'Stm.QwSh fpetwien two (r:]ases. I

in a graph, bound to worst caé¥|N|+|A|). Additionally, for " 7téh ’ or;var g Cfﬁmb € o_r;e(;n Ico?h'gurt?]'m”)' Wie(;e

each node, we run through all adjacent links, whose num v and (u,v) will be avoided. In the other case,= d,
the challenge is to provide recovery for the failure of link

has an upper bound in the maximum node degfeeln h dev i tive. Our strat is 10 f d
the worst case, we must run through allconfigurations to (% v) When nodev is operative. Our strategy is to forwar
e packet using a path to that does not contaitfu, v).

find a configuration where a node can be isolated. The wo ! .
case running time for the complete algorithm is then bou (ﬁrthermore, packets that have changed configuration defor
their configuration ID is different than the one useddp),

by O(nA|N||A]). The running time on a standard deskto q stil failed heir f di h

computer varies from sub-second for small topologies to g st ”’!eet a faile _component on their forwar ng path,

few seconds for topologies with several hundred nodes. must be discarded. This way packets loops are avoided, also
in the case that nodé indeed has failed. The steps that are

taken in the forwarding process by the detecting nadare
IV. LocAL FORWARDING PROCESS summarized in Fig. 2.

Given a sufficiently highn, the algorithm presented in Assume there is only a single component failure in the
Sec. Il will create a complete set of valid backup configuletwork, detected by node on path to the network-local
rations. Based on these, a standard shortest path algasthrilestinationd via nodewv.
used in each configuration to calculate configuration smecifi Proposition 4.1:Node u selects configuratior”; so that
forwarding tables. In this section, we describe how theseZ N (pi(u,d)), if v # d.
forwarding tables are used to avoid a failed component. Proof: Nodeu selectsC(v) in step 2. Node is isolated

When a packet reaches a point of failure, the node adjacéhC(v) and will not be in the shortest path(u, d) according
to the failure, called thedetecting nodgis responsible for to proposition 3.2. ]
finding a backup configuration where the failed component is Proposition 4.2: Node v selects configuratior®; so that
isolated. The detecting node marks the packet as belongingv) ¢ A(p;(u,d)).
to this configuration, and forwards the packet. From the Proof: If v # d, nodew selectsC(v) in step 2, and
packet marking, all transit routers identify the packetwmitie neither nodev nor link (u,v) will be in the shortest path

Drop
packet

Forward packet
in conf C(v)

Packet forwarding state diagram.



 Cw=cy) - cv recovered packets and tunnel them shortest path in theeglec

/TO”%'”Q\/\\ ! X ' QV backup configuration to the egress node. The packets would
a) ) b) ! " then be decapsulated at the egress and forwarded from there a
L) Pz normal towards the final destination. The drawback with this
u AN N method is the additional processing and bandwidth resource
- /Q X /C>v\ usage associated with tunneling.

C) Recent IETF standardization work on Multi Topology rout-
ing mechanisms [14], [15] provides a useful framework for
Fig. 3. When there is an error in the last hap— v, a packet must be pMRC jmplementation. These IETF drafts specify how routers
forwarded in the configuration where the connecting linlsadated. The figure . . . . .

shows isolated nodes (shaded color), restricted linkshétis and isolated CaN €xchange information about the link weights used in sev-
links (dotted). In cases (a) and (t)(u,v) = C(v), and the forwarding will eral logical topologies, and build topology specific fordiag

be done inC'(v). In case (¢).C'(u,v) # C(v), and the forwarding will be tahles. Use of these drafts for providing proactive recpver

done inC(u). sketched in [16].

pi(u,d). V. PERFORMANCEEVALUATION

Assume thab is the egress node for destinatienRemem- R requires the routers to store additional routing config-
ber that according to (3)/(u,v) = C(u) V C(u,v) = C(v).  rations. The amount of state required in the routers isaela
We distinguish between three possible cases, illustrated i he number of such backup configurations. Since routing in
Fig. 3. o a backup configuration is restricted, MRC will potentiallyey

If C(u) = C; andC(v) = C; as in Fig. 3a, thew(u,v) = packup paths that are longer than the optimal paths. Longer
C; according to the definition of an isolated node and (2hackup paths will affect the total network load and also the
Forwarding step 2 will selecC(v) = C; and A(pi(u,v))  end-to-end delay.
does not contairtu, v). o Full, global IGP re-convergence determines shortest paths
M Cw) = C3,Cv) = Cjpi # j, andC(u,v) = Cj 8y the network without the failed component. We use its
in Fig. 3b, forwarding step 2 will selea’(v) = C; and performance as a reference point and evaluate how closely
A(p;(u,v)) does not contairfu, v). MRC can approach it. It must be noted that MRC yields the

Finally, if C(u) = C;, C(v) = Cj,i # j, andC(u,v) = Ci shown performance immediately after a failure, while IP re-
as in Fig. 3c, forwarding step 2 will seleCt(v) = C;. Link convergence can take seconds to complete.

(u,v) is not isolated inC;, and will be returned as the next

hop. Step 3 will detect this, and step 4 will seléttu) = C;

and A(p; (u,v)) does not contairfu, v). m A Evaluation setup
We have implemented the algorithm described in Sec. 11I-B
A. Implementation issues and created configurations for a wide range of bi-connected

The forwarding process can be implemented in the routi tained from the BRITE topology generation tool [17] using

eq?c;p';]n%r\]/t ?ﬁep[)e;(:ekr:}edcgggvﬁ’raﬁgﬁg'(”r)]gf;?eegs:]egt;ngsn &€ Waxman [18] and the Generalized Linear Preference (GLP)
v P 9 Y [19] models. The number of nodes is varied between 16 and

neighhbors.l Nokd& WO.UId rt]hen perforfm atfm_lost tWﬁ additionalﬁlz to demonstrate the scalability. To explore the effect of
negt- op t(r)10 -u?{\?\/ mk the C?Sﬁ ko al g' ure.f thowe}[/er,t Ahetwork density, the average node degree is 4 or 6 for Waxman
2? aialsb::\rc]:kup()e cI:)(?ﬁfigourratic?r\l/s(,a I—l|Jencgowozgznodete(ramsinr:(i:nunt%p0|ogies and 3.6 for GLP topologies. For all synthetic
advance the correct backup' configu,ration to use if the nom%opologms, the links are given unit weight. The real togéds

o : : OM3e taken from the Rocketfuel topology database [20].
next hop for a destinatios has failed. This way the forwarding For each topology, we measure the minimum number of

deC|S|qn at th_e p0|_n_t of failure can be simplified _at the CO%tackup configurations needed by our algorithm to isolateyeve
of storing the identifier of the correct backup configuration

o - . node and link in the network. Recall from Sec. IlI-B that
use for each destination and failing neighbor. our algorithm for creating backup configurations only takes
For the routers to make a correct forwarding decision, ea i g 9 P g Y

. . : : . e network topology as input, and is not influenced by the
packet must carry information about which configuration . ' :
L . : o2 link weights. Hence, the number of configurations needed
belongs to. This information can be either explicit or inojili

An exolicit approach could be to use a distinct value in t is valid irrespective of the link weight settings used. For
Pl pp . . . . i‘i%e Rocketfuel topologies, we also measure the number of
DSCP field of the IP header to identify the configuration, .. ; .
. . configurations needed if we exclude the nodes that can be

As we will see shortly, a very limited number of backup

configurations are needed to guarantee recovery from d“esincovered byLoop-Free Alternated FA) [21]. LFA is a cheaper

link or node failures, and hence the number of needed valufagt reroute technique that exploits the fact that for many

L ._gestinations, there exists an alternate next-hop that rvail
would be small. A more implicit approach would be to assigjl . .
o : “lead to a forwarding loop. If such alternate paths exist for
a distinct local IP address space for each backup configuarati
Each node in the IGP cloud would get a separate address i, simulation software is available at
each configuration. The detecting node could then encapsulatp:/simula.no/research/networks/software/

%nthetic and real topologigsThe synthetic topologies are



Copenhagen 100 % I

London Berlin 80%

Amsterdam

60 % — [ -

Prague bkl o2

Percentage of topologies
[a]
=

20% — [ -

o 1l

4, % % % %

e o e B, e, e B, %, % B, %, e b, %,

R, Ry R, T, Ry Ry R Ry Ry Ve, Ry Ry fey Ry Ry
IR T I R O T T N A A

Type of topology

Vienna %

Fig. 4. The COST239 network Fig. 5. The number of backup configurations required for a watege of

BRITE generated topologies. As an example the bar name wakeznotes
that the Waxman model is used with a links-to-node ratio of 2, with 16

all traffic that is routed through a node, we can rely on LFAcdes.
instead of protecting the node using MRC.

Based on the created configurations, we measure the back
path lengths (hop count) achieved by our scheme after a node

TABLE I
UMBER OF BACKUP CONFIGURATIONS FOR SELECTED REAL WORLD

. . NETWORKS
failure. For a selected class of topologies, we evaluate how .
he backup path lengths depend on the number of backu Network | Nodes Links Confs | LFA _Confs
the backup p 9 P PSprint US (POP)| 32 64 T 17 4
configurations. Sprint US (R) 284 1882 5 | 186 5
- ' Geant 19 30 5 10 4
The shifting of traffic f_ron_1 th_e n(_)rmal path to a recovery  costzag 1 26 3 10 5
path changes the load distribution in the network, and can in  German Telecom| 10 17 3 10 -
some cases lead to congestion and packet loss. We therefore PFN 13 37 2 13

test the effect our scheme has on the load distribution after

a failure. To do this, we have performed simulations of the

European CO_ST239 network [22] shown i_n Fig. 4, designeéj_ Number of Backup Configurations

to connect major cities across Europe. All links in the nekwo

have equal capacity. To achieve a good load distribution andFigure 5 shows the minimum number of backup configura-
minimize the chances of congestion in the failure-free cad®ns that Alg. 1 could produce in a wide range of synthetic
we adopt the link weight optimization heuristic introducediopologies. Each bar in the figure represents 100 different
in [23]. They define a piecewise linear cost functidnthat topologies given by the type of generation model used, the
is dependent on the loalda) on each of the links: in the links-to-node ratio, and the number of nodes in the topology
network.® is convex and resembles an exponentially growingab. Il shows the minimum number of configurations Alg. 1
function. They then introduce a local search heuristic ties could produce for selected real world topologies of varying
to minimize the value of® by randomly perturbing the link size. For the Sprint US network, we show results for both the
weights. This local search heuristic has been shown to giP@P-level and router level topologies. The table also shows
performance that is close to the optimal solution that can bew many nodes that are covered by LFAs, and the number of
achieved by a connection oriented technology like MPLS. configurations needed when MRC is used in combination with

The COST239 network is selected for this evaluation b&FAs. Since some nodes and links are completely covered by
cause of its resilient network topology. By using this nalkyo LFAs, MRC needs to isolate fewer components, and hence
we avoid a situation where there exists only one possildlee number of configurations decreases for some topologies.
backup path to a node. The differences with respect to livke see that for the COST239 network, all nodes except one
loads between different recovery strategies will only kshle is covered by LFAs. However, we still need two backup
when there exists more than one possible backup path. In tesfigurations to cover this single node, because isolatlhg
COST239 network each node has a node degree of at lghst attached links in a single configuration would leave the
four, providing the necessary maneuvering space. node unreachable.

For our load evaluations, we use a gravity-style traffic The results show that the number of backup configurations
matrix where the traffic between two destinations is baseeeded is usually modest; 3 or 4 is typically enough to isolat
on the population of the countries they represent [22]. Fewery element in a topology. No topology required more than
simplicity, we look at constant packet streams between eaglk configurations. In other words, Alg. 1 performs very well
node pair. The traffic matrix has been scaled so that the loaeen in large topologies. The algorithm fails only if it meat
on the most utilized link in the network is about 2/3 of theode that if isolated disconnects the backbone in each of the
capacity. We use shortest path routing with equal splittingbackup configurations. The algorithm often goes through all
of traffic if there exists several equal cost paths towardsnatwork nodes without meeting this situation even i low,
destination. and is more successful in topologies with a higher average
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Fig. 6. Backup path lengths in the case of a node failure. Fig. 7. Average backup path lengths in the case of a noderdads a

function of the number of backup configurations.
node degree. The running time of our algorithm is modest; COST239 - worst case load after failure
about 5 seconds for the router level Sprint US network.

In Sec. llI-B we stated the problem of finding a minimal
complete set of valid configurations can be transformedéo th
Set Covering problem. It has long been known that heuristic 0.
algorithms can efficiently approximate an optimal solution
to this problem [24], which makes the good performance of

1.2

©

0.6

Relative load

Alg. 1 less surprising. 04 by o ‘
This modest number of backup configurations shows that L P
our method is implementable without requiring a prohileityv 02 i =
high amount of state information. ‘ ‘ ‘ ‘ ‘ ‘
0 0 10 20 30 40 50
Link ID
C' BaCkup Pa'th Lengths Failure free IGP reroute MRC --------

Flg. 6 ShOWS. path Iength distribution of the recovery .paﬂlsﬁ 8. Load on all unidirectional links in the failure frease, after IGP re-
after a node failure. The numbers are based on 100 differgbvergence, and when MRC is used to recover traffic. Shoutsiedividual

synthetic Waxman topologies with 32 nodes and 64 links. Allhks worst case scenario.

the topologies have unit weight links, in order to focus more

on the topological characteristics than on a specific linigive o ) ) ] ) ]
configuration. Results for link failures show the same tegle UNidirectional link for every possible link failure. We thénd
and are not presented. the maximum I|nll< utll|;at|0n over all failures for each link

For reference, we show the path length distribution in ttelve backup configurations were used. _ _
failure-free case (IGP normal”), for all paths with at leas Figure 8 shows the maximum load on all links, which are
two hops. For each of these paths, we let every intermedisgexed from the least loaded to the most loaded in the glur
node fail, and measure the resulting recovery path lengtfige case. The results indicate that the restricted routing
using global IGP rerouting, local rerouting based on thé fui’® backup topologies result in a worst case load distobuti
topology except the failed component (“Optimal local”), afhat is comparable to what is achieved after a complete IGP
well as MRC with 5 backup configurations. rerouting process.

We see that MRC gives backup path lengths close to thosdiowever, we see that for some link failures, MRC gives
achieved after a full IGP re-convergence. This means treat th Somewhat higher maximum link utilization in this network.
affected traffic will not suffer from unacceptably long bapk The maximum link load after the worst case link failure is
paths in the period when it is forwarded according to an MREL8% with MRC, compared to 103% after a full IGP re-
backup configuration. convergence. In the next section, we discuss a method for

Algorithm 1 yields richer backup configurations as theifmproving the post failure load balancing with MRC.
number increases. In Fig. 7 we have plotted the average packu
path lengths for the 75 of the 100 input topologies that could VI.

he covered using 3 backup configurations. The figure ShOWSI\/IRC recovery is local, and the recovered traffic is routed in

that the average recovery path length decreases as the nu'HbSackup configuration from the point of failure to the egress
of backup configurations increases.

node. This shifting of traffic from the original path to a bapk

o . path affects the load distribution in the network, and might

D. Load on Individual Links lead to congestion. In our experience, the effect a failas h
In order to evaluate the routing performance while MRGnN the load distribution when MRC is used is highly variable.

is used to recover traffic, we measure the throughput on ea@bcasionally the load added on a link can be significant, as

RECOVERY LOAD DISTRIBUTION
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we saw in Fig. 8. In this section, we describe an approach fminimized. For this purpose we use the link weight optimiza-
minimizing the impact of the MRC recovery process on thiéon heuristic and the cost functioh introduced in [23], as
post failure load distribution. described in the evaluation method in Sec. V.
If MRC is used for fast recovery, the load distribution in Using the optimized link weights i€y, we calculate the
the network during the failure depends on three factors: load i(a) on each unidirectional link in the network in the
(a) The link weight assignment used in the normal confi(%‘i‘"ure'free case. In Alg. 3 this information is used to donst
uration Cj, ac_kup (_:onf|gurat|0n§1, ...,C,.The |ntU|t|pn beh_lnd our a_l-
(b) The structure of the backup configurations, i.e., whicrthm is that we want the amount of traffic that is poteiial
links and nodes are isolated in eache {C1, ..., Cy ), recovered in each back_up conf|gurat!on to be approxmately
(c) The link weight assignments used in the backbon&gual' We W{;\nt to avoid that the fallgre qf heavily Ioade_d
By, ..., B, of the backup configurations. links results_ln Iar_ge am_ounts of traffic being recovered in
] i ) ] ] . backup configurations with a sparse backbone. Instead, this
The link weights in the normal configuration (&) are iMatfic should be routed in a rich (well connected) backbone,

portant since MRC uses backup configurations only for thehere we have a better chance of distributing it over less
traffic affected by the failure, and all non-affected traffi¢,5qed links by setting appropriate link weights.

is distributed according to them. The backup configuration implement this load-aware algorithm we calculate the

structure (b) dictates which links can be used used in giential of each node in the network and the potential of
recovery paths for each failure. The backup configuratiok li o5-p backup configuration:

weight assignments (c) determine which among the available
backup paths are actually used. Definition. The potentialy(u) of a nodeu is the sum of the

load on all its incoming and outgoing links:
Network operators often plan and configure their network

based on an estimate of the traffic demands from each ingress y(w) = (U(u,v) +1(v,u)) (11)
node to each egress node. Clearly, the knowledge of such veN
demand matrixD provides the opportunity to construct thepefinition. The potentialy; of a backup configuratiol; is

backup configurations in a way that gives better load baf@incithe sum of the potential of all nodes that are isolated’jn
and avoids congestion after a failure. We propose a proeedur

to do this by constructing a complete set of valid configura- Vi = Z v(w) (12)
tions in three phases. First, the link weights in the normal u€es;

configuration are optimized for the given demand matrix oyr modified backup configuration construction method is
D while only taking the failure free situation into accountgefined in Alg. 3. As in Alg. 1, the input to our algorithm for
Second, we take advantage of the load distribution in tRenerating backup configurations is the normal configunatio
failure free case to construct the MRC backup conflguratlog%, and the numbern of backup configurations we want to
in an intelligent manner. Finally, we optimize the link wet§ create. We start our configuration generation algorithm by
in the backbones of the backup configurations to get & goggliering all nodes with respect to their potential and assigy
load distribution after any link failure. each node to a tentative backup configuratié(«) (line 6 in

Since the optimization procedure described in this sectiglgy. 3), so that the potentiaj; of each backup configuration
uses random search and relies on an estimate of the traffigpproximately equal:

matrix, it can only be implemented by a central network o
management unit. The link weight optimization is a comptin Yi &5, 4,5 € {1,...,n} (13)

intensive process, and should be conducted as a backgroLILHg nodes with the smallest potential are assignagtahose

reﬂnement process. . with somewhat higher potential t6¢';, and so on with the
The improvement of this proposal compared to the MRﬁodes with the highest potential @,

backup configuration generation described in Sec. Il is theWe then go through all nodes in the network, and attempt
cqngestlon av0|d.ance QUrmg MRC recovery. The fur]Ct'd’y'al'to isolate each node in its tentative backup configuration
W'th respect to ;lngle link or node falllure recovery guaeast (Sine 10). For some nodes, this might not be possible without
IS utnchanged. dSltnc?rthe backup c?'nﬂ.gur?ﬁonf ar(ta onlgﬂzjs? Feaking the definition of a connected backbone given in (5).
route recovered traflic, we can optimize the Structure amd ll g node is then attempted isolated in backup configuration
weights used in these configurations for the different failu Cis1, Cyyo and so on (line 20), until all backup configurations
scenarios without sacrificing performance in the failureefr t’ried If a node can not b,e isolated in any of the backup
Cﬁse' We reztnct OLIJ,rS(,EIV(;S to ll'nkl fa_|lures n tlhe .optl'r“:mxfa configurations, we give up and abort. Note that when nodes can
phase in order t_o Imit t, e calculation complexity. A MO ot be isolated in the backup configuration it was assigned to
detailed description of this procedure can be found in [25]'this will disturb the desired property of equalizing among
the backup configurations. However, in our experience this
typically only happens for a very limited number of nodes,
and the consequences are not severe.

We first optimize the link weights in the normal config- The outcome of this algorithm is dependent on the network
uration Cy, so that the cost of routing the demandsis topology and the traffic demand matriX. If the load is close

A. Algorithm
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Algorithm 3: Load-aware backup configurations. To capture possible changes caused by the altered link tgeigh

1foric{l...n}do in the _backup configurati_ons, the_ set of_ critical link fadaris

2 C; +— (G, wo) periodically updated during the link weight search.

3 Si—0 With MRC, there is a dependency between a particular
;‘ gnd N link failure and the backup configurations that are used to
6 assi gn_Cr(Qn, , ascending) recover the traffic, as e_xplame_d in Sec. IV. Thl§ means that
7 Qa — 0 for the failure of a particular linku,v), the distribution of

8 while Q. # 0 do recovered traffic is determined only by the link weights ie th

9 u—first (Qu) backup configurations where nodesand v are isolated. We

10 i = Or(u) take advantage of this to further reduce the number of cost
1 J evaluations performed in our local search heuristic. Fahea
12 repeat ) . .

13 if connect ed(B; \ ({u}, A(u))) then bquup _conflguratlorC?, we defme_Li C L¢ as the set of

14 Cimp < 1 sol at e(Cy, u) critical links whose failure results in recovered trafficirige

15 if Cemp 7 Null then routed according ta@;:

16 Cz — C m

17 S; — S;Up{u} Definition. The set of critical linksL; of a configurationC};

18 B; — B; \ ({u}, A(u)) is

19 else

20 L’L(*(ZI’TDdTL)+1 Li={ac Lcla ¢ B} (14)

21 until w € S; or i)
22 if u¢ S;then

23 [ Give up and abort Given the set of critical link failures for each backup con-

24 end figuration, we run the local search heuristic with the olyect
of minimizing the sumy_, , ®“. Each time we change a
link weight w;(a) in backup configuration, we only need to
to equally distributed on the links before a failure, we eng@valuate the resulting codt* after the failure of each link
up with approximately the same number of nodes isolated ith L;. For all other link failures, this cost will be the same.
each backup configuration. If the traffic distribution is mor The local search heuristic terminates and returns the weigh
skewed, the algorithm typically ends up with isolating mangetting that gives the lowest value of the objective furrctio
nodes with a small potential ifi;, while only very few nodes, after a given number of iterations.
with a high potential, are isolated in backup configuratign
This is in accordance with the goal of having a rich backbor®. Evaluation
in which to reroute traffic after the failure of heavily loable

To evaluate our load aware construction algorithm, we com-

links. pute the worst case load on each link after a link failure, and
) S compare it to the results achieved by the original algorithm
B. Weight Optimization We reuse the evaluation framework from Sec. V, and set the
When the backup configurationss,...,C, are created, critical link set sizek to 20.

our third phase consists of optimizing the link weights used In the top panel in Fig. 9, we show the worst case link loads
these configurations so that the recovered traffic is digiib for the load aware MRC (“Optimized MRC") and after a full
over less utilized links. We use a weight search heuristiGP re-convergence on the new topology. The links are sorted
similar to the one used in the failure free case, and we addpt the load in the failure-free case. The top panel in Fig. 9 is
the cost function® introduced in [23]. Our goal is to find directly comparable to Fig. 8. We see that the worst case load
a weight functionw,; for each configuration, so that the cospeaks for the optimized MRC are somewhat reduced compared
® of routing the demands through the network is as small &sthe standard MRC. The maximum link load after the worst
possible after any link failure. However, evaluating theor case link failure has been reduced from 118% to 91%, which
a given weight setting is a complex task because it involvésbetter than what is achieved after a full IGP re-convergen
recalculating the load on all links in the network. In ordefhis is possible since the re-converged network will choose
to get a method that scales to large networks, we identifytlze shortest available path, while MRC in this case manages
limited set ofcritical link failures. We then optimize the link to route the recovered traffic over less utilized links.
weights taking only the critical link failures into account The effect of the proposed recovery load balancing is
Let ®¢ denote the cost of routing the demands through tlighlighted in the bottom panel of Fig. 9, where the optirdize
network when linka has failed. We define the critical link and standard MRC are directly compared. Here, the links are
set Lo as thek links that give the highest value d@“ upon sorted by their load after a worst case failure using stahdar
failure, i.e., Lo is the set of links with cardinalitys so that MRC. We see how the optimized MRC often manages to route
Va € Lo,b ¢ Lo : ®* > ®°. The setting ofi can be used to traffic over less utilized links after the failure of a hegvil
balance the result precision with the computation complexiloaded link.
Note that the initial calculation of.c is performed after we  Note that the optimizations described here will only have an
have optimizedu,, but before we have optimized,, ..., w,. effect if the network topology allows more than one possible
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with its fast reroute extensions [26]. In the discussiorobel
we focus mainly on solutions for connectionless destimatio
based IP routing. A related survey can be found in [27].

IETF has recently drafted a framework called IP fast reroute
[30] where they point at Loop-Free Alternates (LFAs) [21]
as a technique to partly solve IP fast reroute. From a node
detecting a failure, a next hop is defined as an LFA if this
next hop will not loop the packets back to the detecting node
or to the failure. Since LFAs do not provide full coverage,
IETF is also drafting a tunneling approach based on so called
“Not-via" addresses to guarantee recovery from all singjk |
and node failures [11]. Not-via is the connectionless wersi
of MPLS fast reroute [26] where packets are detoured around
the failure to the next-next hop. To protect against theufail
of a component P, a special Not-via address is created for thi
component at each of P’s neighbors. Forwarding tables are
then calculated for these addresses without using theqteote
component. This way, all nodes get a path to each of P’s
neighbors, without passing through (“Not-via”) P. The Nis-
approach is similar to MRC in that loop-free backup nextsiop
are found by doing shortest path calculations on a subset of
the network. It also covers against link and node failuresgus
the same mechanism, and is strictly pre-configured. However
the tunneling approach may give less optimal backup paths,
and less flexibility with regards to post failure load balagc

Narvaez et al. [28] propose a method relying on multi-hop
repair paths. They propose to do a local re-convergence upon
detection of a failure, i.e., notify and send updates only to

the nodes necessary to avoid loops. A similar approach also
considering dynamic traffic engineering is presented if.[31
We call these approachdscal rerouting They are designed
only for link failures, and therefore avoid the problems of
. ... root cause of failure and the last hop. Their method does
backup path after a failure. We have also run our optimipatio . . )
: . ~not guarantee one-fault-tolerance in arbitrary bi-comerc
on less connected networks than COST239, without achlevmg . . : o
networks. It is obviously connectionless. However, it ig no

any significant improvements over the method described in. . _
Se)é “? P strictly pre-configured, and can hence not recover traffic in

For small networks like COST239, our link weight op-the same §hort time-scale as astrllctly .pre-conflgured. .sehem
Nelakuditi et al. [8] propose using interface specific for-

timization is performed in seconds or minutes. For larger ding t e | y back t h ‘
networks the optimizations can take several hours, andidho arding to provide loop-iree backup next hops to recover
i link failures. Their approach is called failure insiivg

be conducted as a background refinement process. Note
g b l]r)guting (FIR). The idea behind FIR is to let a router infer

Fig. 9. Load on all unidirectional links in the COST239 netiwafter
the worst case link failure. a)Optimized MRC vs complete IGRougng.
b)Standard vs optimized MRC.

updating the link weights in the backup configurations can b

done without consequences for the traffic, since no traffic fgk faﬂurt_as ba;ed on the interface packets are coming from
routed there during normal operation. When a link fails, the attached nodes locally reroute packets

to the affected destinations, while all other nodes forward
packets according to their pre-computed interface specific
forwarding tables without being explicitly aware of theldae.
Much work has lately been done to improve robustnegs another paper, they have also proposed a similar method,
against component failures in IP networks [10]. In this se¢mmed Failure Inferencing based Fast Rerouting (FIFR), for
tion, we focus on the most important contributions aimed ghndling node failures [29]. This method will also coverklin
restoring connectivity without a global re-convergena. Tl fajlures, and hence it operates independent of the rooeaafus
summarizes important features of the different approachegiure. However, their method will not guarantee this foe t
We indicate whether each mechanism guarantees one-fasud hop, i.e., they do not solve the "last hop problem”. FIFR
tolerance in an arbitrary bi-connected network, for bottk li guarantees one-fault-tolerance in any bi-connected rm&two

and node failures, independent of the root cause of failufgis connectionless, pre-configured and it does not affeet t
(failure agnostic). We also indicate whether they solve'lli®  qyiginal failure-free routing.

hop problem”.
Network layer recovery in the timescale of milliseconds has Our main inspiration for using multiple routing functions
traditionally only been available for networks using MPLSo achieve failure recovery has been a layer-based approach

VIl. RELATED WORK
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TABLE Il
CONCEPTUAL COMPARISON OF DIFFERENT APPROACHES FOR FA$P RECOVERY

Scheme Guaranteed in  Node Link Pre- Connec-  Failure Last

bi-connected faults faults configured tionless  agnostic [119)
MRC yes yes yes yes yes yes yes
Not-via tunneling [11] yes yes yes yes yes yes yes
Local rerouting [28] no no yes no yes N/A N/A
FIR [8] yes no yes yes yes N/A N/A
FIFR [29] yes yes yes yes yes yes no
LFA [21] no yes yes yes yes yes yes
MPLS FRR [26] yes yes yes yes no no N/A
Rerouting (OSPF) yes yes yes no yes yes yes

used to obtain deadlock-free and fault-tolerant routing shown that MRC scales well: 3 or 4 backup configurations
irregular cluster networks based on a routing strategyedallis typically enough to isolate all links and nodes in our test
Up*/Down* [32]. General packet networks are not hamperedpologies. MRC backup path lengths are comparable to the
by deadlock considerations necessary in interconnectin noptimal backup path lengths—MRC backup paths are typically
works, and hence we generalized the concept in a technolagyo to two hops longer. We have evaluated the effect MRC
independent manner and named it Resilient Routing Laydras on the load distribution in the network while traffic is
[33][34]. In the graph-theoretical context, RRL is based orouted in the backup configurations, and we have proposed
calculating spanning sub topologies of the network, called method that minimizes the risk of congestion after a link
layers. Each layer contains all nodes but only a subset of #fadlure if we have an estimate of the demand matrix. In the
links in the network. In this paper we refine these ideas a@DST239 network, this approach gave a maximum link load
adapt them to an IP setting. after the worst case link failure that was even lower thaeraft
None of the proactive recovery mechanisms discussed abavkill IGP re-convergence on the altered topology. MRC thus
take any measures towards a good load distribution in thehieves fast recovery with a very limited performance figna
network in the period when traffic is routed on the recovery
paths. Existing work on load distribution in connectiosles REFERENCES
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