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Abstract

The communication performance in wireless net-
works is often heavily influenced by failures caused by
node mobility and radio disturbance. Proactive link-
state routing protocols like OLSR and OSPFv3 with
wireless extensions (WOSPF) are currently relying on
slow re-convergence to restore successful packet for-
warding. This may not be appropriate for particular
applications, and it may cause instability during tran-
sient failures. Support for fast and local reroute should
therefore be added as a feature to proactive link-state
based routing protocols. In this paper, we discuss the
challenges and requirements that are associated with
such solutions. In addition, we evaluate and discuss
to what extent recent developments for fixed IP routing
can serve as solutions.

1 Introduction

Standards for wireless communication technologies
are continuously being proposed, and existing ones are
evolving with more features. All kinds of applications
are envisioned to be offered in these networks. Some
might have stringent requirements to robust delivery of
data, either due to a real-time nature of the application
or due to the importance of the content. These appli-
cations bring challenges to the routing protocols due
to the failure frequency of wireless links and possible
mobility of nodes. A considerable amount of these fail-
ures are transient, meaning that the links and nodes
may return to normal operation and position within
short time. In such scenarios, routing protocol actions
like re-convergence of routing state may cause instabil-
ity and unnecessary bandwidth consumption.

A typical solution to provide fast recovery for crit-
ical traffic and to prevent instability during transient
failures is to pre-establish multiple paths between the
source an destination. Then an alternative path can be

used during transient failure periods. Reactive rout-
ing protocols like AODV and DSR have been extended
to support multipath routing [12–15, 17, 18, 22]. The
most common multipath approach is to establish dis-
joint paths from the source. Loop-free forwarding is
ensured by having a path identifier like in connection-
oriented routing. It is not always possible for the node
that detects a failure to perform the rerouting action,
and it must therefore send a failure notification to the
source or a neighbor node that knows about an alterna-
tive path. This may impose some delay on the recovery
action.

In this paper, we will focus on proactive link-state
routing protocols. More specifically, we will address
routing protocols that are connectionless and where
routing decisions are taken hop-by-hop based on the
destination address in the packet header. In the EU
IST HIDENETS1 project, we have identified several
application scenarios (e.g. platooning and brigade
communication) that could benefit from fast reroute
support in such proactive routing protocols [19].

Typical routing protocols in this category are
WOSPF [3,9], OLSR [6] and TBRPF [16]. Since, there
is no per source-destination route discovering process,
building multiple paths has not been an option in such
networks. In addition, they operate in a pure con-
nectionless manner, and path identification is not sup-
ported. Currently, solving local fast reroute is a very
hot topic in connectionless fixed IP networks. The ba-
sic idea is that each node should, based on the link
state information, store a backup next hop to be used
if the primary next hop fails. A node that detects a
failure towards its primary next hop should then lo-
cally start to send the affected traffic on a backup next
hop. A solution to this is not straightforward due to
challenges with for instance looping.

The next section will elaborate on requirements
1www.hidenets.aau.dk
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and challenges with regards to such local fast reroute
schemes. Recently, a set of schemes has been proposed
to solve these challenges for fixed connectionless IP net-
works. In section 3, we present these schemes. We
evaluate the performance in some wireless network sce-
narios. Section 4 presents the evaluation method and
present the results. In section 4.3, we discuss and sum-
marize the findings. Finally, section 5 concludes the
paper.

2 Expectations to IP fast reroute

In this section, we present the basic requirements for
a fast reroute scheme. In networks based on link-state
routing and destination-based hop-by-hop forwarding,
a solution to these requirements are not straightfor-
ward. We therefore describe associated challenges. A
local fast reroute scheme may affect various perfor-
mance metrics, and we will therefore present some of
the most important performance metrics that should
be considered when designing and evaluating a local
fast reroute solution. In section 4, we will evaluate
IP fast reroute schemes with respect to the following
requirements, challenges and performance metrics.

2.1 Functional requirements

Local A fast reroute scheme must be local in order
to offer really fast reroute. This means that the node
detecting a failure initiates the rerouting process. A
global scheme requires that at least the source nodes
of the traffic are notified about the failure(s), a process
that may be to time-consuming for recovering particu-
lar types of traffic.

Strict local rerouting can be an advantage of proac-
tive link-state routed schemes over reactive multipath
schemes where strictly local rerouting cannot always
be supported.

Proactive A fast reroute scheme must be proactive
in the sense that no route calculations or signaling are
to be performed upon detection of a failure. All rerout-
ing information must be configured and installed in ad-
vance. A reactive approach will cause a longer delay
and potentially also more instability. Multipath ap-
proaches may improve the delay of a reactive reroute
scheme, but still some signaling and failure notifica-
tions may be necessary upon detection of a failure.

Root cause of failure If a fast reroute scheme is
supposed to protect both nodes and links, it must be
able to route traffic correctly without knowing the root

cause of failure, e.g. knowing whether it is a link or
node that has failed. This requirement is necessary
because most networks do not offer mechanisms that
enable a node to quickly diagnose a failure towards the
next hop.

2.2 Challenges to solve

Loop-free sequences of next hops The most intu-
itive way of doing IP fast reroute in proactive link-state
routed networks would be to let a router forward pack-
ets to a backup next hop upon detection of a failure on
the primary next hop. The challenges associated with
such an approach are twofold. First, since only the de-
tecting nodes are aware of the failure, other nodes that
are not explicitly aware of the failure must be told how
to treat packets. Second, the sequences of next hops
must be coordinated in a way so that packets do not
loop. This is not straightforward in connectionless IP
networks where packets are routed hop-by-hop without
any path identifier.

Last hop problem If a fast reroute scheme is sup-
posed to handle both node and link failures without
knowing the root cause of failure, a challenge denoted
as the “last hop problem” must be considered. Nor-
mally, a scheme that is designed to handle node failure
recovery implicitly addresses link failures too, as the
adjacent links of the failed node can be avoided. This
is true for intermediate nodes, but in the last hop case
such a scheme will drop packets unnecessarily if it is
only a link that has failed and not the entire node.
Therefore, a fast reroute scheme must be designed so
that only the link is protected in the last hop case.

Loop avoidance during not recoverable failures
In a network that does not support fast reroute, nodes
will drop packets if the normal next hop is not opera-
tional. If, however, a rerouting scheme is deployed, the
nodes will attempt to forward packets to an alternative
next hop. This gives planned behavior as long as there
are not more failures in the network than the scheme
can handle. Special care must therefore be taken to
ensure that packets do not loop when there are more
failures than the rerouting scheme can handle.

2.3 Performance metrics to consider

Recovery success Guaranteeing single link failure
recovery, or preferably both single node and link fail-
ure recovery is a common requirement for recovery
schemes. Furthermore, high recovery success when

452452454454454



there is more failures will be regarded as an advan-
tage. This is particularly important in wireless ad hoc
network which are prone to node mobility and link in-
terruptions.

Path lengths Path lengths or hop count is a very
important metric for most ad hoc network technolo-
gies that exist today [7]. This is due to the broadcast
nature of wireless communication. An extra hop does
not only affect the two neighbors communicating, but
all nodes that can hear the broadcasting. [4] shows that
the throughput in the network decreases close to expo-
nentially with the number of hops in an 802.11 network.
We must add that the penalty of extra hops may be less
severe in other and future technologies; however higher
penalty than in wired switched networks will always be
the case.

State requirements Dependent on the capacity of
the nodes, the amount of state imposed by the fast
reroute scheme may be an important metric. Both
storage capacity and computation capacity to calcu-
late the state will determine the importance of state
requirements.

Computation Complexity For a proactive recov-
ery scheme, the backup routes must be calculated in
advance. The importance of simple calculation will be
dependent on the computation capacity of the nodes.

Forwarding complexity With forwarding complex-
ity we mean the complexity of the actions taken by a
node from it receives a packet to the packet is delivered
to an appropriate neighbor. This is also most impor-
tant when the nodes has limited computation capacity.

Flexibility for optimizations Different types of
networks and scenarios might require different types
of optimizations. A fast reroute scheme that provides
flexibility along several optimization axis could be con-
sidered stronger than schemes that do not offer this
flexibility. Flexibility for traffic engineering and QoS
optimization for the rerouted traffic could be one fea-
ture. Easy support for handling multiple failure can be
another feature.

3 Schemes to be evaluated

In this section, we present the different fast reroute
schemes that will be evaluated in this paper. We im-
plement all the schemes so that they are optimized for
handling link failures and both node and link failures.

The different optimizations will be evaluated in section
4. We compare the performance with the “Normal”
case where no rerouting exist. In addition, we compare
with simple “Deflection”, which deflects packets to a
random next hop upon detection of a failure.

All schemes except deflection use full topology in-
formation to build backup next hops that can be used
upon detection of failures. This information is retrieved
from link state dissemination using a proactive link
state protocol. Not-via, FIFR, IPRT and DMRC guar-
antee 100 % recovery from any single failure in bicon-
nected topologies. Deflection and loop free alternates
(LFA) do not provide any recovery guarantees. All
schemes meet the functional requirements listed in the
previous section, and hence provide local and proactive
recovery independent of root cause of failures.

Normal

Normal denotes the normal shortest path routing that
has been calculated on the basic original topology.
With Normal routing, packets will be dropped if a node
detects a failure in the next hop for the packet. This
will be counted as an unsuccessful sample when mea-
suring recovery success rates.

Deflection

With deflection, a node that detects a failure is allowed
to deflect the packets to another random neighbor. If
the node does not have another neighbor, the pack-
ets will be dropped. If, however, the nodes in a net-
work have alternative neighbors, the packets will be
forwarded in the network until they reach the destina-
tion, or are being discarded due to for instance reaching
the TTL limit. Hence, there is a possibility that pack-
ets may loop in the network for a while. We count an
unsuccessful sample when a TTL loop is discovered.

Deflection is not relying on pre-planning backup
next hops, and hence loop-free sequences of backup
next hops are not supported. Deflection is not affected
by the last hop problem since recovery is not planned
for either link or node failures. Deflection cannot pre-
vent loops during not recoverable failures.

Loop-free alternates (LFA) [1]

Seen from a node, a loop-free backup next hop exist if
the path via this next hop does not loop back to the
failure. [1] presents some cost conditions that define
valid backup next hops for protecting a neighbor link
or neighbor node for a given destination. There is no
guarantee that there exist such alternates for all links
and nodes for all destinations in biconnected networks.
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If the node that detects a failure has a loop-free
alternative next hop, it forwards the packet to that
alternative next hop. If no such next hop exist, the
packet is dropped. An unsuccessful sample is counted
when packets are dropped.

LFA recovery provides implicitly loop-free sequences
of backup next hops. It sort of solves the last hop
problem in that it can use only link LFA in the last
hop. However, it cannot prevent loops when there are
more failures than planned for. With multiple failures,
packets may loop between nodes that try to use LFAs.

Tunneling using Not-via addresses (Not-via)
[21]

Tunneling using Not-via addresses adapts the idea be-
hind MPLS local detours to connectionless IP. The
main idea is to route the packets around the failed
component to the node after the failure in the forward-
ing path. This is done by addressing a packet to the
node downstream of the failed component. Packets are
dropped when a failure is detected while the packets
are already in a Not-via tunnel. We then count an
unsuccessful sample.

All nodes calculate Not-via paths based on the same
topology view, and hence it provide loop-free sequences
of backup next hops. It solves the last problem by
building Not-via paths only for links in the last hop. It
prevents loops when there are more than one failure by
dropping packets that are already in a Not-via tunnel.

Failure Inferencing based Fast Rerouting
(FIFR) [25]

FIFR uses neighbor specific forwarding. This means
that a node decides the next hop for the packets based
on both destination address and what neighbor the
packets are coming from . FIFR does not require any
packet marking or tunneling. However, the default Di-
jkstra shortest path tree calculation is replaced by new
algorithms. FIFR offers no obvious way to infer that
a packet has been rerouted, and hence packets may
not be dropped when detecting more failures in the
network. This may lead to packets looping in the net-
work. We count an unsuccessful sample when such a
loop occurs.

FIFR provides loop-free sequences of backup next
hops due to the neighbor specific routing. FIFR can
solve the last hop problem if only link protection is con-
sidered towards the destination. FIFR cannot prevent
loops when there are to many failures in the network.
This is because FIFR does not rely on packet mark-
ing and nodes detecting a second failure do not drop
packets.

IP Redundant Trees (IPRT) [5, 20]

IPRT is based on building two trees rooted in and di-
rected towards each destination. From these two trees
it is possible to find backup next hops that can be
used when a failure is detected. A node that detects a
failure will then start forwarding packets according to
such backup next hops. For other nodes to get aware
of which tree to be used, the packets should carry a
mark that identifies the correct tree. A node that de-
tects a failure, attempts to use the tree with the ID
one higher than the tree ID in the incoming packets.
If the maximum ID is reached without finding a vi-
able next hop, packets will be dropped. We count an
unsuccessful sample when this occurs.

IPRT builds destination-based trees that implicitly
give loop-free sequences of backup next hops. IPRT
solves the last hop problem in that the redundant trees
will reach the last hop through different links. IPRT
prevents loops from unrecoverable failures by dropping
packets with maximum tree ID.

Multiple Routing Configurations with Deflec-
tion (DMRC) [8,10]

DMRC is based on building a set of logical backup
topologies from the original topology. These topolo-
gies are built so that each link and node from the orig-
inal topology does not carry traffic in one of the logi-
cal backup topologies. The backup topologies are then
given as input to the shortest path calculation, and a
next hop is found for each destination in each topology.
Each backup topology isolates more than one link and
node, so the number of backup topologies needed is not
necessary very high. A node that detects a failure will
start routing the packets on a backup topology. By
marking the topology ID in the packet header, other
nodes will know what topology to use, and hence no
loops will be created. The node detecting a failure
attempts to use the topology with an ID one higher
than the topology ID of the incoming packet. When
the topology ID has reached the maximum ID and no
valid next hop has been found, packets are dropped.
We count an unsuccessful sample when this happens.
In the networks used for evaluation in this paper, the
number of backup topologies for DMRC has been fixed
to 5.

DMRC provides loop-free sequences of backup next
hops since these are derived from a common topology
view using shortest path routing. The last hop prob-
lem is solved by using deflection as described in [8].
Since nodes drop packets when the maximum topology
ID is reached, DMRC prevents looping when there are
failures that cannot be handled.
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4 Evaluation

In section 2, we discussed the functional require-
ments and challenges to the local fast reroute schemes
as presented in section 3. In the following, we will
evaluate the different schemes with respect to the per-
formance metrics listed in section 2. First, we present
results from simulation studies regarding recovery suc-
cess and path lengths. Then, we evaluate other perfor-
mance metrics that do not rely on simulations.

4.1 Simulation studies

4.1.1 Method

The goal of our simulation studies has been to cap-
ture some general properties of a large set of fast
reroute schemes. We have therefore implemented the
schemes in our own java-based simulator that outputs
the success of each source-destination communication
and the path length of the successful communication.
Input to this routing simulator is given by a python-
based simulator that generates failure scenarios derived
from various mobility models or other fault models like
node crash. These failure scenarios are given as in-
put to the routing simulator that evaluate how each of
the schemes handles a particular failure scenario. We
do not consider particular radio technologies or traffic
types. We only evaluate how the different schemes are
able to maintain connectivity between node pairs and
the path lengths between them.

All fast reroute schemes, except the deflection
scheme, calculate the backup next hops based on a
common original full topology derived from a link state
routing protocol (e.g. OLSR). This topology has been
input topology to the python simulator. The simula-
tor then produce a set of 100 samples for each failure
scenario. One example scenario can be two overlap-
ping link breaks as a result of nodes moving according
to a mobility model. When we present figures with 1
to 10 link breaks on x-axis, there are 100 samples for
each number of failures, i.e. 1000 in total. Note that
we only produce failure scenarios where the topology
is not disconnected.

Fault models In general, we model faults as either
node failures or link failures. When we evaluate the
schemes with regard to node failures, we let nodes fail
randomly. This also means that all paths transiting
the nodes will be affected.

We model link failures as disappeared radio con-
nection between neighboring nodes caused by mobil-
ity. We have used the Random Waypoint (RW) and

Table 1. Scenarios - parameter settings
Scenario A Scenario B

Number of Nodes 16 32
Radio range 218m 218m
Simulated area 612m x 612m 894m x 894m
Speed - min 2m/s 2m/s
Speed - max 60m/s 60m/s
Pause - min 0s 0s
Pause - max 10s 10s
Boundary policy (RD) Reflection Reflection
Distance - min (RD) 200m 200m
Distance - max (RD) 600m 600m

Random Direction (RD) mobility models. They com-
plement each other in that they give different position
probability in the simulated area. RW shows a ten-
dency to arrange nodes closer to the center than RD [2].
RW has the advantage of being a simpler model with
fewer input parameters, but it has also known prob-
lems [24], and one might consider our results derived
with the RD model as more reliable than those derived
with the RW model.

Table 1 gives a summary of the most important pa-
rameter settings that have been used for scenario A
and B in the mobility trace generator. The settings
have been used for both the Random Waypoint model
and the Random Direction model, except “Distance”
and “Boundary policy” that are only input parameters
to the Random Direction model. We have also tested
other scenarios, but due to space limitation we only
present the ones in table 1.

These failure scenarios are then given as input to
the routing simulator, which outputs recovery success
and path lengths for all the fast reroute schemes. The
figures presented for recovery success and path lengths
show the average with 95th percentile.

4.1.2 Recovery success

Figures 1 to 5 present some of the results regarding
recovery success. With the red frame we will draw the
most attention to the scenarios with few link breaks.
This is because a proactive link-state based routing
scheme would most likely be used in scenarios with
less probability for failures. However, we show up to
ten link breaks to illustrate the tendency in extreme
cases.

It is clear that all recovery schemes improve the suc-
cess rate compared to the normal case without any
rerouting. We have evaluated the schemes in two
modes; configured for link failures only and configured
for combined node and link failure recovery. Figures 1
and 2 show these configuration strategies for the same
link failure scenarios. All schemes except LFA gives
as good as the same recovery success when configured
for both node and link failures as for link failures only.
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LFAs gives lower recovery success due to stricter con-
dition for loop-freeness. In figure 5, we see that the
schemes also give good recovery success when the fail-
ure scenario is node breaks.

Figures 2 and 3 illustrate the difference between the
RD and RW mobility models. The fact that RW gives
very centered nodes results in some better recovery suc-
cess. This is particularly true for deflection. Another
observation is that deflection gives a stable high suc-
cess rate in most scenarios and even with many failures.
There are two main reasons for the high success rate of
deflection. First, deflection is the scheme that can take
the biggest advantage of new links that emerge due to
mobility. A node that detects a failure can deflect to
all existing links. Second, the deflection scheme does
not drop packets until for instance a time to live (TTL)
expires. FIFR shares this second property with deflec-
tion, meaning that it will try to recover until a TTL
expires. FIFR on the other side cannot send packets
to any available link since the backup next hops are
pre-planned. The delayed packet dropping for both
deflection and FIFR has effect on the recovery success.
Figure 4 shows the most evident consequence of the
delayed dropping. In this scenario, all schemes show
lower success rate than in scenario B (figure 3) due
to lower average node degree (a factor of about 1.4).
The almost unlimited amount of recovery attempts for
FIFR and deflection will show higher improvement over
other schemes when the number of backup alternatives
is lower.

Although, the recovery rate increases with the high
amount of recovery attempts, the negative effect with
looping may rule out FIFR and deflection as candi-
dates. With 4 link breaks in figure 4, about 12 % of
the traffic will be looping around in the network con-
suming resources.

DMRC and IPRT share some similarities with de-
flection and FIFR as they also can attempt to recover
more than once; DMRC can try all topologies before
giving up and IPRT can try both trees. However, they
prevent lasting looping since they drop packets when
maximum topology or tree ID has been reached.

Not-via has the disadvantage that it will never try to
recover a second failure when it is already in a Not-via
tunnel.

For LFAs, there may be cases where loop-free alter-
nates did not exist in the original topology. If a node
detects a failure and there is no LFA, the packets are
dropped. This is also the case if the LFA has disap-
peared due to node mobility. If there are more than one
failure in the network and there exist LFAs for these
failures, the nodes will attempt to reroute and packets
may loop between the failures.

Since proactive link-state based IP routing would
be used in fairly stable networks, the recovery suc-
cess for few failures should get the most attention.
The schemes that guarantee single failure recovery give
good recovery with few failures in most scenarios. In
the scenario in figure 4, the recovery success is lower;
however, the improvement compared to the normal
case without recovery is still good. Deflection and
LFAs do not give any guarantees even for one failure.
We have also discussed how particularly FIFR and de-
flection may cause unlimited looping for packets that
cannot be recovered.

4.1.3 Path lengths

Path lengths or hop count is a very important metric
for most ad hoc network technologies that exist to-
day [7]. This is due to the broadcast nature of wireless
communication. An extra hop does not only affect the
two neighbors communicating, but all nodes that can
hear the broadcasting. [4] shows that the throughput in
the network decreases close to exponentially with the
number of hops in an 802.11 network. This also demon-
strate the severe effect of the looping discussed with
FIFR and deflection in section 3. We must add that
the penalty of extra hops may be less severe in other
and future technologies; however higher penalty than
in wired switched networks will always be the case.

Figures 6 and 7 present some of the results from the
path length evaluations. The main conclusion from
these results is that there is a strong correlation be-
tween success rate and path lengths in that higher suc-
cess rates give longer paths. Deflection gives consid-
erably longer paths and serves as an extreme example
of this correlation. Another observation is that IPRT
seems to provide some longer paths than what could
be expected from the recovery success. FIFR on the
other hand, seems to provide some shorter paths than
what could be expected. The results show path lengths
for the communication samples that are successful, and
hence they do not reflect the loops associated with de-
flection and FIFR and to some extent LFAs.

Figures 6 and 7 show the same failure scenario with
the schemes configured for link failures and both node
and link failures, respectively. We see that planning
for both node and link failures does not give longer
recovery paths than planning for link failures only.

If we give the most attention to few failures, we see
that the difference between the schemes is not very
prominent. Therefore we could say that path length
is not the most critical factor when selecting the most
appropriate scheme. It is much more important to con-
sider the penalty from packet looping with deflection,
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FIFR and LFAs.

4.2 Other performance factors

In section 2, we listed other performance factors
than recovery success and path lengths that may ef-
fect the selection of the most appropriate scheme. In
the following, we discuss these.

4.2.1 State requirements

To take advantage of IP fast reroute, the nodes in the
network must store extra information about backup
next hops. With deflection, no extra state must be
stored as the backup next hop is selected randomly.
LFA requires that the nodes store a backup next hop
for the destinations that have an LFA, i.e. at most 1
backup next hop for each primary next hop (1·normal).
The Not-via approach requires the nodes to store one
extra next hop per Not-via address. Since there will be
one address for each end point of a link, the number of
extra state will be 2·e, where e is the number of links in
the network. Since FIFR decides the next hop based on
what neighbor the packet come from, it needs to store
information about the neighbors. It does not require
more next hops because it does not store a next hop for
each destination for each neighbor. IPRT nodes need
to store next hops for each tree, i.e. the backup next
hops require 2 · normal extra next hop state. DMRC
requires the nodes to store next hops for each backup
topology, i.e. the extra next hop state will be n·normal
where n is the number of backup topologies.

4.2.2 Computation complexity

All the schemes except deflection need to calculate the
backup next hop based on a common topology view.
The complexity of this calculation may be an important
issue with computation weak nodes. The difference
between the different schemes are not very prominent.
If v is the number of nodes, e the number of links, n
the number of backup topologies and ∆ the avarege
node degree, the complexity will be as follows. LFA
can be calculated in O(v · logv). Not-via would need
O(e2 · log v). FIFR would need O((log v)2 · e). IPRT
would need O(v · e). DMRC would need O(v · e ·n ·∆).

4.2.3 Forwarding complexity

The forwarding complexity of the schemes can influence
on the forwarding delay in a node. This is particularly
true if the nodes have limited processing power. De-
flection adds little complexity to the forwarding since
a backup next hop is just selected randomly on the fly.
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Figure 1. Recovery success for link fail-
ures and Random Direction with scenario B.
Schemes are optimized for link failures.
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Figure 2. Recovery success for link fail-
ures and Random Direction with scenario B.
Schemes are optimized for both node and
link failures.
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Figure 3. Recovery success for link failures
and Random Waypoint with scenario B. Opti-
mized for both node and link failures.
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Figure 4. Recovery success for link failures
and Random Direction with scenario A. Opti-
mized for both node and link failures.
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Figure 5. Recovery success for node failures
with scenario B. Optimized for both node and
link failures.
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Figure 6. Path lengths for link failures and
Random Direction with scenario B. Opti-
mized for link failures.
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Figure 7. Path lengths for link failures and
Random Direction with scenario B. Opti-
mized for both node and link failures.

LFA requires that a node looks up the LFA if there ex-
ists one. Not-via requires a node to look up the Not-via
address for the failure and to encapsulate the packet
into a new header. The tunnel end point must de-
capsulate the tunnel header. This tunneling may also
impose other negative effects if the extra header make
the packet exceed the maximum transfer unit (MTU).
Then packet fragmentation can add even more com-
plexity to the forwarding process. FIFR adds complex-
ity in that all nodes (not only the detecting node) need
to know what neighbor node it received a packet from.
Currently, there is no support for this on the IP layer.
Potential solutions could be notification from lower lay-
ers or previous hop address in the packet header. IPRT
adds complexity in that a node detecting a failure must
mark packets with the treeID. The other nodes must
then look up next hop based on both destination ad-
dress and the treeID. DMRC adds the same complexity
as IPRT, using backup topologies instead of trees.

It is clear that Not-via and FIFR add far more for-
warding complexity than the other schemes. This may
influence the forwarding delay and throughput in the
network.

4.2.4 Flexibility for optimizations

IPRT and DMRC distinguish themselves from the
other schemes in their flexibility for optimizations.
Particularly, this is true for multi-failure extensions
and load balancing or QoS routing for the recovery
traffic. The reason for this that the backup routing is
based on using logical sub-topologies (trees and backup
topologies) of the full topology. These sub-topologies
can be built to optimize selected performance aspects
[8, 11,20,23].
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4.3 Evaluation summary

Table 2 summarizes how the different schemes ful-
fill the functional requirements, whether they solve the
challenges and how they perform with respect to im-
portant performance metrics as presented in section 2.
In the following we point out the most critical metrics
for selecting the most appropriate scheme.

All schemes offer local recovery from the node that
detects the failure in a proactive manner without diag-
nosing the root cause of failure. We also regard single
failure guarantees as an important feature in most sce-
narios where we would use proactive routing. Deflec-
tion and LFA cannot provide this guarantee.

If there are more failures than the scheme can han-
dle, we regard it as very important to prevent looping.
Else, traffic will loop and consume valuable radio re-
sources. Deflection, FIFR and to some extent LFA are
not able to prevent this looping. In wireless networks,
we find this looping so severe that these schemes can
not be considered candidates the way they are designed
today.

Good recovery success rate during multiple failures
and moderate path lengths are also important features
in scenarios demanding high dependability. Most of
the schemes give almost the same recovery success and
the path lengths are mostly correlated with the success
rate. Therefore, these metrics do not influence much
on the selection of the most appropriate scheme.

State requirements are often regarded important in
Internet routers that have to store next hop informa-
tion for millions of IP addresses. We assume that our
scenarios will be based on local routing, and since the
state requirements for the different schemes do not dif-
fer considerably, we do not use this metric to select
schemes.

Computation complexity could be a critical metric if
the nodes are very computation weak. In our scenarios
we do not consider such nodes, also due to the fact
that we are using proactive routing, which in itself gives
frequent calculations. Nevertheless, the schemes do not
differ much with regard to this metric.

Forwarding complexity will most likely be an im-
portant metric in most scenarios. Complex decision
process, packet inspection and packet modification will
influence on the forwarding speed, and it may impose
some delay. We regard Not-via as to complex due to
tunneling and potential fragmentation of packets. Also
FIFR may be to complex since there are currently
no support for forwarding based on previous neigh-
bor knowledge. Both DMRC and IPRT add packet
re-marking as a task to the node that detects the fail-
ure. This may also influence on the forwarding speed.

However, it is a less complex process than for Not-via
and FIFR.

Flexibility for optimization is regarded as a nice fea-
ture, but not critical for the selection of the most ap-
propriate scheme for our scenarios.

According to the selection of most critical metrics we
find that Deflection and LFA are removed from the list
of candidates due to lack of guarantees for one failure
tolerance and looping problems during multiple fail-
ures. Also FIFR can be removed as candidate due to
the same looping issues during multiple failures. We
also find Not-via very complex when it comes to for-
warding. Although not perfect, it seems like our eval-
uations point out IPRT and DMRC as the most vi-
able schemes to solve fast reroute in our scenarios with
proactive routing.

5 Conclusion and future work

In this paper, we have evaluated a set of IP fast
reroute schemes for scenarios with proactive link-state
routing. According to our best knowledge, no simi-
lar schemes have currently been developed for wire-
less networks. In addition, this is the first paper that
gives such a thorough evaluation of all these candidate
schemes. The results show that the source-destination
connectivity improves considerably compared to hav-
ing no fast reroute. We have also seen that planning for
both node and link failures can be beneficial. Taking
all the functional requirements and important perfor-
mance metrics into consideration, we have found that
IPRT and DMRC is the most viable candidates for IP
fast reroute in the scenarios addressed in this paper.

Although IPRT and DMRC seems to be the best
candidates, they are not perfectly designed to fit any
wireless network that uses proactive routing. Cur-
rently, they both rely on full topology knowledge to
calculate the alternative next hops. As a future task
it is required to optimize their performance in cases
where only limited neighbor information is provided.
In addition, one should also address the case where
the different nodes have inconsistency in their topol-
ogy view. There is also a great potential for improving
the state requirements and forwarding complexity of
both schemes.
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