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Abstract 
We present the vision that for all fields of software 
engineering (SE), empirical research methods should 
enable the development of scientific knowledge about 
how useful different SE technologies are for different 
kinds of actors, performing different kinds of activities, 
on different kinds of systems. It is part of the vision 
that such scientific knowledge will guide the develop-
ment of new SE technology and is a major input to 
important SE decisions in industry. Major challenges 
to the pursuit of this vision are: more SE research 
should be based on the use of empirical methods; the 
quality, including relevance, of the studies using such 
methods should be increased; there should be more 
and better synthesis of empirical evidence; and more 
theories should be built and tested. Means to meet 
these challenges include (1) increased competence 
regarding how to apply and combine alternative em-
pirical methods, (2) tighter links between academia 
and industry, (3) the development of common research 
agendas with a focus on empirical methods, and (4) 
more resources for empirical research. 
 
1. Introduction 
Software systems form the foundation of the modern 
information society, and many of those systems are 
among the most complex things ever created. Software 
engineering (SE) is about developing, maintaining and 
managing high-quality software systems in a cost-
effective and predictable way. SE research studies the 
real-world phenomena of SE and concerns (1) the de-
velopment of new, or modification of existing, tech-
nologies (process models, methods, techniques, tools 
or languages) to support SE activities, and (2) the 
evaluation and comparison of the effect of using such 
technology in the often very complex interaction of 
individuals, teams, projects and organisations, and 

various types of task and software system. Sciences 
that study real-world phenomena, i.e., empirical sci-
ences, of necessity use empirical methods, which use 
consists of gathering information on the basis of sys-
tematic observation and experiment, rather than deduc-
tive logic or mathematics. Hence, if SE research is to 
be scientific, it too must use empirical methods.  

Activities (1) and (2) are mutually dependent, and 
both are crucial to the success of SE practice. Histori-
cally, activity (1) seems to have been emphasised.  

An empirical approach to assessing SE technology, 
including industrial collaboration, started on a large 
scale in the 1970s with the work of Vic Basili and his 
group at the University of Maryland [9, 19]. Since 
then, there has been an increased focus on the need for, 
and approaches to, applying empirical methods in SE 
research [10, 11, 101, 113, 129, 130, 136]. The focus 
on empirical SE is reflected in forums such as the Jour-
nal of Empirical SE (EMSE, from 1996), IEEE Inter-
national Symposium on Software Metrics (METRICS, 
from 1993), Empirical Assessment & Evaluation in SE 
(EASE, from 1997) and IEEE International Sympo-
sium on Empirical SE (ISESE, from 2002).  

Despite the increased focus, we remain far from our 
vision (Section 3). Attaining the vision will require 
more empirical studies (of higher quality, including 
relevance, than at present), and more focus on synthe-
sizing evidence and building theories (Section 4). 
There are several ways of addressing these challenges: 
increasing competence regarding how to conduct em-
pirical studies; improving the links between academia 
and industry; developing common research agendas, 
which would also increase the credit given for con-
ducting high-quality, often very time-consuming, em-
pirical studies; and increasing the resources available 
for such work to an extent commensurate with the im-
portance of software systems in society (Section 5).  



2. Empirical methods 
This section describes the scientific method and pro-
vides an overview of the empirical research methods 
and terminology most relevant to SE, as well as some 
suggestions for further reading.  

2.1 The scientific method 
Empirical science concerns the acquisition of knowl-
edge by empirical methods. However, what constitutes 
knowledge, and hence the methods for acquiring it, 
rests on basic assumptions regarding ontology (i.e., 
what we believe to exist) and epistemology (i.e., how 
beliefs are acquired and what justifies them). Further, 
scientific method is not monolithic, but is constituted 
by the concepts, rules, techniques, and approaches that 
are used by a great variety of scientific disciplines. The 
inductive and hypothetico-deductive methods are com-
monly regarded as the two main theories of scientific 
method, but there are also broader theories that are 
based on abduction; see, e.g., [55].  

Empirical research seeks to explore, describe, pre-
dict, and explain natural, social, or cognitive phenom-
ena by using evidence based on observation or experi-
ence. It involves obtaining and interpreting evidence 
by, e.g., experimentation, systematic observation, in-
terviews or surveys, or by the careful examination of 
documents or artifacts.  

Approaches to empirical research can incorporate 
both qualitative and quantitative methods for collecting 
and analyzing data. Quantitative methods collect nu-
merical data and analyze it using statistical methods, 
while qualitative methods collect material in the form 
of text, images or sounds drawn from observations, 
interviews and documentary evidence, and analyze it 
using methods that do not rely on precise measurement 
to yield their conclusions; see, e.g., [57, 64, 87, 93, 98, 
111, 116]. 

Although different approaches to research suggest 
different steps in the process of acquiring knowledge, 
most empirical methods require that the researcher 
specify a research question, design the study, gather 
the data or evidence, analyze the data, and interpret the 
data. Others are then informed about the newly ac-
quired knowledge.  

There are also a number of general design elements 
that can be used to strengthen an empirical study by 
reducing the number and plausibility of internal threats 
to validity. Shadish et al. [118] placed these elements 
into the following groups: (1) assignment, (2) meas-
urement, (3) comparison groups, and (4) treatments.  

2.2 Primary research 
We now provide an overview of the most common 
primary approaches to research in SE. Such primary 
research involves the collection and analysis of origi-
nal data, utilizing methods such as experimentation, 
surveys, case studies, and action research. 
 
2.2.1 Experimentation. An experiment is an empiri-
cal inquiry that investigates causal relations and proc-
esses. The identification of causal relations provides an 
explanation of why a phenomenon occurred, while the 
identification of casual processes yields an account of 
how a phenomenon occurred [134]. Experiments are 
conducted when the investigator wants control over the 
situation, with direct, precise, and systematic manipu-
lation of the behavior of the phenomenon to be studied 
[133].  

All experiments involve at least a treatment, an out-
come measure, units of assignment, and some com-
parison from which change can be inferred and (hope-
fully) attributed to the treatment. Randomized (or true) 
experiments are characterized by the use of initial ran-
dom assignments of subjects to experimental groups to 
infer treatment-cause change. Quasi-experiments also 
have treatments, outcome measures, and experimental 
units, but do not use random assignment to create the 
comparisons from which treatment-caused change is 
inferred. Instead, the comparisons depend on non-
equivalent groups that differ from each other in many 
ways other than the presence of a treatment whose 
effects are being tested. The task of interpreting the 
results from a quasi-experiment is, thus, basically one 
of separating the effects of a treatment from those due 
to the initial incomparability between the average units 
in each treatment group, since only the effects of the 
treatment are of research interest [30].  
While experiments can help to provide inductive sup-
port for hypotheses, their most important application is 
in testing theories and hypotheses. If an experiment 
uncovers a single instance of an event that contradicts 
that which is predicted by an hypothesis or theory, the 
hypothesis or theory may be rejected [107]. Note that 
in social and behavioral sciences, with which empirical 
SE shares many methodological issues, deeming a the-
ory as false based on its predictions is rarely feasible 
[88, 132]. If a prediction is not supported by empirical 
evidence, alternative theories or refinements of exist-
ing theories are sought, rather than theory rejection. SE 
experiments are typically used to explore relationships 
among data points describing one variable or across 
multiple variables, to evaluate the accuracy of models, 
or to validate measures [123].  

Experiments can be differentiated according to the 



degree of realism in the research setting [8, 120, 121]; 
i.e., laboratory experiments and field experiments. 

General guidelines for experimental design and 
analysis can be found in [26, 30, 95, 118]. Specific 
guidelines for conducting SE experiments can be 
found in [11, 71, 104, 133]. Furthermore, Kitchenham 
et al. [77] have proposed preliminary guidelines for 
empirical research in SE that are well-suited for ex-
perimental research. Overviews of published SE ex-
periments can be found in [11, 123, 139].  
 
2.2.2 Surveys. A survey is a retrospective study of a 
situation that investigates relationships and outcomes. 
It is useful for studying a large number of variables 
using a large sample size and rigorous statistical analy-
sis. Surveys are especially well-suited for answering 
questions about what, how much, and how many, as 
well as questions about how and why [106]. They are 
used when control of the independent and dependent 
variables is not possible or not desirable, when the 
phenomena of interest must be studied in their natural 
setting, and when the phenomena of interest occur in 
current time or the recent past.  

Conducting surveys is a standard method of empiri-
cal study in disciplines such as marketing, medicine, 
psychology, and sociology. There is also a long tradi-
tion for the use of surveys as an intervention strategy 
for organizational change; see, e.g., [81, 97]. In SE, 
surveys usually poll a set of data from an event that 
has occurred to determine how the population reacted 
to a particular method, tool, or technique, or to deter-
mine trends or relationships. They try to capture what 
is happening broadly over large groups of projects.  

Survey designs may be categorized as cross-
sectional or longitudinal, depending on whether they 
exclude or include explicit attention to the time dimen-
sion [106].  

A general review of survey research from the van-
tage point of psychology is provided by [82]. General 
introductions and guidelines for survey research can be 
found in [47, 98], while an assessment of survey re-
search in management information systems can be 
found in [106]. Details regarding instrument design 
and scale development are given in [35, 124]. An ex-
ample of the construction of an instrument for SE sur-
vey research can be found in [39].  
 
2.2.3 Case studies. A case study is an empirical in-
quiry that investigates a contemporary phenomenon 
within its real-life context, especially when the 
boundaries between phenomenon and context are not 
clearly evident [134]. So, while an experiment deliber-
ately divorces a phenomenon from its context and a 
survey’s ability to investigate the context is limited, the 

case study aims deliberately at covering the contextual 
conditions.  

Yin [134] noted that a case study has a distinct ad-
vantage when a ‘how’ or ‘why’ question is being asked 
about a contemporary set of events over which the 
investigator has little or no control. For SE, case stud-
ies are also useful in answering a “which is better” 
question [78].  

In general, case study designs can be single-case or 
multiple-case studies, and they can involve a single 
unit (holistic) or multiple units (embedded) of analysis 
[134]. There are, thus, four general designs for case 
studies: (1) single-case, holistic design, (2) single-case, 
embedded design, (3) multiple-case, holistic design, 
and (4) multiple-case, embedded design.  

Conducting case studies is a standard method of 
empirical study in management and related disciplines 
such as organization development and information 
systems (IS) research.  

In SE, case studies are particularly important for the 
industrial evaluation of SE methods and tools, because 
they can avoid the scale-up problems that are often 
associated with experiments. To avoid bias and ensure 
internal validity, it is necessary to identify a valid basis 
for assessing the results of the case study. Basically, 
there are three ways of designing an SE case study to 
facilitate this [78]: results can be compared with a 
company baseline, with a sister project, or components 
within a project can be compared. 

Standard texts on case study research include [48, 
126, 134]. A discussion of the case study research 
strategy in studies of information systems can be found 
in [17, 85]. Guidelines and checklists for case studies 
in SE can be found in [50, 74, 78].  
 
2.2.4 Action research. Action research focuses par-
ticularly on combining theory and practice [54]. It at-
tempts to provide practical value to the client organiza-
tion while simultaneously contributing to the acquisi-
tion of new theoretical knowledge. It can be character-
ized as “an iterative process involving researchers and 
practitioners acting together on a particular cycle of 
activities, including problem diagnosis, action inter-
vention, and reflective learning.” [6, p. 94]. The major 
strength of action research is, thus, the in-depth and 
first-hand understanding the researcher obtains. Its 
weakness is the potential lack of objectivity on the part 
of the researchers when they attempt to secure a suc-
cessful outcome for the client organization [17].  

Three distinct types of model can be seen in action 
research: iterative, reflective, and linear [15]. 

General introductions to action research and its cog-
nates can be found in [44, 110]. A general discussion 
of the applicability of action research to IS research is 



provided by [6, 80], specific frameworks for action 
research in IS are presented by [15, 34, 84], while a 
critical perspective on action research as a method for 
IS research can be found in [14]. Principles for con-
ducting and evaluating interpretative research in IS are 
proposed in [79].  

2.3 Secondary research 
Secondary research uses data from previously pub-
lished studies for the purpose of research synthesis, 
which is the collective term for a family of methods for 
summarizing, integrating and, where possible, combin-
ing the findings of different studies on a topic or re-
search question [31]. Such synthesis can also identify 
crucial areas and questions that have not been ad-
dressed adequately with past empirical research. It is 
built upon the observation that no matter how well-
designed and executed, empirical findings from single 
studies are limited in the extent to which they may be 
generalized [27].  

Research synthesis is often used interchangeably 
with “systematic review” and “systematic literature 
review”. The strength of these methods lies in their 
explicit attempts to minimize the chances of drawing 
incorrect or misleading conclusions as a result of bi-
ases in primary studies or from biases arising from the 
review process itself. They are essential for informing 
research and practice, and most of the current interest 
in systematic reviews within SE and other disciplines 
originates from reviews of the effectiveness of inter-
ventions reflected in initiatives such as the Campbell 
(www.campbellcollaboration.org) and Cochrane 
(www.cochrane.org) Collaborations.  

Systematic reviews are one of the key building 
blocks of evidence-based SE [41, 70, 76], and the in-
terest in conducting such reviews within SE is clearly 
growing [40, 56, 65, 66, 123], although the coverage 
of SE topics by systematic reviews is still in its infancy 
and very limited.  

If primary studies are similar enough with respect to 
interventions and outcome variables, it may be possi-
ble to synthesize them by meta-analysis, which uses 
statistical methods to combine effect sizes. However, 
in SE, primary studies are often too heterogeneous to 
permit a statistical summary and, in particular, for 
qualitative and mixed methods studies, different meth-
ods of research synthesis are required, e.g., meta-
ethnography [99] or meta-study [100]. 

Standard texts on research synthesis can be found in 
[31, 32, 43, 96, 102]. General introductions to meta-
analysis are provided in [90, 114], while the question 
of how systematic reviews can incorporate qualitative 
research is addressed in [36, 37, 127]. General proce-

dures for performing systematic reviews in SE have 
been proposed in [76]. Guidelines for the use of meta-
analysis in SE can be found in [94, 105].  
 
3. Vision 
Regarding the role of empirical methods in SE in the 
future (2020-2025), our vision is as follows: 

In all fields of SE, empirical methods should enable 
the development of scientific knowledge about how 
useful different SE technologies are, for different 
kinds of actors, performing different kinds of activi-
ties, on different kinds of systems. Such scientific 
knowledge should guide the development of new SE 
technology and be a major input to important SE 
decisions in industry and services. 

A particular challenge when describing scientific 
knowledge is to identify the appropriate level of ab-
straction. The level will depend on how the knowledge 
is used. Given such a level, corresponding taxonomies 
should also be developed. The typical SE situation is 
that an actor applies technologies to perform certain 
activities on an (existing or planned) software system. 
These high-level concepts or “archetype classes” [122] 
with typical sub-concepts or subclasses are listed in 
Table 1. One may also envisage collections of (com-
ponent) classes for each of the (sub)classes. For exam-
ple, component classes of a software system may be 
requirement specifications, design models, source and 
executable code, test documents, various kinds of 
documentation, etc. 

In addition, appropriate characteristics of the 
classes, and their relative effect, should also be identi-
fied and measured. For example, the usefulness of a 
technology for a given activity may depend on charac-
teristics of the software engineers, such as their experi- 
 

Table 1. Archetype classes 
Archetype 

Class 
Subclasses 

• Actor  • individual, team, project, organisation or 
industry 

• Technology • process model, method, technique, tool 
[138] or language 

• Activity  • plan, create, modify or analyze (a soft-
ware system); see also [123] 

• Software 
system 

• software systems may be classified 
along many dimensions, such as size, 
complexity, application domain [52], 
business/scientific/student project or 
administrative/embedded/real time, etc. 

 



ence, education, mental ability, personality, motiva-
tion, and knowledge of a software system, including its 
application domain and technological environment. 
Note that contexts or environments are supposed to be 
part of the descriptions of the respective archetype 
classes.  

An important aspect of our vision is the size of an 
effect, which is vital for judging practical importance. 
In many cases, it will be trivial that a certain technol-
ogy has a positive effect in a given context, but if the 
effect can be quantified (somewhat), the importance of 
the knowledge for decision-making will, in most cases, 
increase significantly, although it may be far from triv-
ial to quantify the effect at a general level.  

Our vision includes the hope that scientific knowl-
edge will guide the development of new, and modifica-
tion of existing, SE technology. Theories that predict 
the effect of new or modified technology before it is in 
widespread use by the software industry would be par-
ticularly useful. At present, the adoption of a technol-
ogy may be attributed to many factors besides effec-
tiveness. Achievements in this area will demand more 
collaboration between those who do development re-
search and those who do evaluative research.  

We believe that the SE community will observe 
higher efficiency, better quality and more rational in-
vestments as a consequence of making decisions based 
on scientific knowledge rather than on personal opin-
ion. Stakeholders here are not only people within the 
SE community, but also include, for example, govern-
ments, clients and software users. Note that our vision 
does not imply that expert judgment in SE decisions 
becomes unimportant. On the contrary, good expert 
judgment will be essential for guiding the identifica-
tion of high-quality studies, including the evaluation of 
their usefulness, and the transference of results to the 
context in which they will be used. In addition, expert 
judgment may be necessary to guide when to investi-
gate something empirically and when qualified opin-
ions are likely to be of sufficient quality. This type of 
decision will be affected by, among other factors, time 

pressure, importance, available resources, and cost-
benefit considerations.  

Sections 4 and 5 describe, respectively, some chal-
lenges to the pursuit of our vision and some ways of 
addressing them. 
 
4. Challenges 
The suggested changes related to empirical methods, 
the motivation for the changes, the means to complete 
the changes and possible threats are included in the 
discussion of each of the challenges. 
 
4.1 More empirical SE studies 
How many empirical SE studies do we need? There is, 
of course, no exact answer to that question, i.e., it is an 
example of a poorly formulated research question (see 
Section 4.3). Nevertheless, for purposes of illustration, 
let us try to calculate the number of studies required: 

Assume that there are 1000 research questions of 
high industrial importance (the real number obvi-
ously depends on how we define “research ques-
tion” and “high industrial importance”) that it is 
meaningful to decide empirically. Furthermore, as-
sume that a review of empirical studies related to a 
research question requires at least 20 high quality 
studies, conducted over the last 10 years, to derive 
a medium to strong support for particular SE prac-
tices in the most relevant development contexts. 
Even this scenario, which is probably highly opti-
mistic, requires that we conduct at least 2000 high-
quality empirical studies every year. 

What is the current situation with respect to the num-
ber of SE studies? From of a total of 5453 scientific 
articles published in 12 major SE journals and confer-
ences in the decade 1993–2002, Sjøberg et al. [123] 
identified 113 controlled experiments in which humans 
performed SE tasks. They were reported in 103 (1.9%) 
articles. Glass et al. [51] and Zelkowitz and Wallace 
[137] reported about 3% controlled experiments. There 
 

 
 
Table 2. Extent of empirical studies 
State of Practice Target (2020-2025) 

• There are relatively few empirical 
studies. The focus on evaluation of 
technology is lower than that of de-
veloping new technology  

• A large number of studies covering all important fields of SE and using different 
empirical methods are conducted and reported. Most research that leads to new or 
modified technology is accompanied with empirical evaluation. At least for journal 
papers, there should be good reasons for not including a proper evaluation. 

• The use of empirical methods by the 
software industry is low. 

• Most large software development organizations have personnel highly skilled in 
designing and conducting empirical studies to support their own decisions. 

 



were very few experiments in the period 1993-1995. 
The number rose in 1996, but there was no increasing 
trend from 1996 to 2002 [123]. 

Regarding surveys as the primary research method, 
we have found only one relevant literature review; 
Glass et al. [51] classified 1.6% of their 369 papers as 
“descriptive/explorative survey”.  

Case studies were identified by Glass et al. [51] in 
2.2% (8 of 369) of the papers; Zelkowitz and Wallace 
[137] found 10.3% (58 of 612 papers). Similarly to the 
review of controlled experiments, Simula Research 
Laboratory has begun work on a review of case studies 
in SE. In a pilot study [63], we identified 12% case 
studies (50 of 427 articles that were randomly selected 
from the 5453 articles mentioned above). One reason 
for the large differences in the proportion of case stud-
ies may be due to the difficulty in defining and identi-
fying case studies. In our review of controlled experi-
ments, we had an operational definition, but in our 
case study pilot we simply based the identification on 
what the authors themselves said. This means that, for 
example, demonstrations of the use of technology, 
typically performed by the authors, were included if 
the authors called it a case study. This applied to 58% 
of the papers. If we included only “evaluative case 
studies”, we would end up with only 4.9% case stud-
ies.  

Glass et al. [51] found no action research studies. 
Based on the search term “action research”, we found 
14 articles out of 6749 in articles published in the nine 
journals and three conferences described in [123] in 
the period 1993-2006. Ten of the articles were pub-
lished in 2003 or later, so there might be an increase 
here. Note that, as for case studies, the understanding 
of what action research means in the context of SE is 
little understood. So, there may be studies that are re-
ported as case studies, while they in fact are action 
research studies as defined in Section 2.2.4, and vice 
versa; some of the 14 studies reported as action re-
search may in fact not meet the criteria defined in Sec-
tion 2.2.4. In any case, action research seems almost 
absent in the SE literature.  

Regarding secondary research, literature reviews 
and meta-analyses were identified in 1.1% of the pa-
pers by Glass et al [51] and 3.0 % by Zelkowitz and 
Wallace [137].  

Regarding empirical studies as a whole, Tichy et al. 
[130] reported a proportion of 17% (15 of 87 IEEE 
TSE papers). Glass et al. [51] characterized 14% (51 
of 369) as “evaluative”. Our own review work (2% 
experiments, 5% or 10% case studies (depending on 
definition), 0% action research indicates the same 
level. Rather different are the findings by Zelkowitz 
and Wallace [137]. They classify two-thirds as having 

“experimental evaluation”, but about half of these are 
“assertive”, which is similar to “demonstrative” case 
studies as described above.  

The reason for differences found in the review ref-
erences above may be that there are differences in the 
number of sources, differences in the definition, and 
hence inclusion criteria, of the various study types, and 
differences in the publication year of the different arti-
cles. Nevertheless, an average of the reviews indicates 
that about 20% of all papers report empirical studies. 
Assume further that there are 1.1 studies for each paper 
(the number found in [123]. Then there would be 5453 
* 20% * 1.1 = 1200 studies published in the 12 SE 
journals and conferences in the decade 1993–2002 
described in [123]. Assume further that there are an-
other 50% (a high estimate) of studies that are reported 
in other SE journals and conferences. Then the total 
would be 1800 studies, that is, 180 a year. Of course, 
there are many uncertainties in this estimate, but it is 
still another order of magnitude lower than the specu-
lated level needed to reach our vision of 2000 a year. 
Note also that those 2000 studies were supposed to 
have high quality, including being relevant. In the es-
timate of actual production of 180 a year, all published 
studies are included. Consequently, our vision depends 
on a substantial increase in the number of empirical 
studies conducted; see Table 2.  
 
4.2 Increased quality of empirical studies 
To achieve the vision of the development of scientific 
knowledge and empirically-based SE decisions, we 
need studies that we can trust, i.e., studies with high 
validity. There are numerous textbooks on how to de-
sign and conduct high quality research; see Section 2 
for a brief overview. This section focuses on a few, 
non-trivial, important empirical method challenges in 
SE; see Table 3. 

The goal of empirical SE studies is not to maximize 
their quality, but to find the right level of quality. The 
right level of quality depends on, among other issues, 
the importance of not drawing incorrect conclusions 
and the cost involved in increasing quality. Lack of 
knowledge about the right level of quality may easily 
be used as an excuse to conduct low quality studies. It 
might be said, for example, that even a low quality 
study is better than no study at all. This is a dangerous 
attitude that may have as consequences that: i) incor-
rect results are spread, ii) people’s trust in the results 
of empirical studies will be eroded, and, iii) it will be 
difficult to create a culture of quality among the people 
using empirical software methods.  

Determining the right level of quality is difficult. 
Different researchers may assess the level of quality of 
the same study differently, the importance of a study is 



frequently not known when design decisions are taken, 
the amount of resources required limits the levels of 
quality achievable, and there is an inherent conflict 
between the internal and external validity of studies. In 
addition, if we require a level of study quality that is 
too high, fresh researchers may be discouraged from 
pursuing a research career due to a high frequency of 
rejected papers. Probably, we will have to live with a 
substantial proportion of low quality and/or irrelevant 
research studies. This is the price we must pay to edu-
cate new researchers and allow studies with innovative 
research designs, which have a high risk of finding 
nothing useful.  

A particularly important quality threat within em-
pirical SE studies is related to construct validity; see 
e.g., [42]. On the one hand, we need to measure some-
thing in order to understand it, e.g., we need to meas-
ure code maintainability in order to understand how it 
relates to code complexity. On the other hand, and just 
as importantly, we need to understand something in 
order to measure it. We have the impression that many 
studies try to measure phenomena that are poorly un-
derstood, with the consequence that the construct va-
lidity is low. As an illustration, there are SE studies 
that attempt to measure “software quality” and apply a 
measure based on faults per lines of code. Typically, 
the relation between the construct (quality) and the 
measure (faults per lines of code) is not established; it 
is based solely on the vague idea that fault density has 
something to do with quality [69]. There is, conse-
quently, both a construct validity problem and a prob-
lem of precision (and perhaps honesty) present, i.e., 
why call something “software quality” when the meas-
ured phenomenon may more precisely be termed “fault 
density”? Higher quality studies are only possible if we 
use constructs that we understand well and are able to 
communicate precisely.  

To produce knowledge that applies to a wide range 
of settings, we must compare and integrate the results 
from different studies and generalize them to settings 
beyond the original studies. To produce general 
knowledge, we must know the scope of validity of the 
results from the studies. In SE, the scope of validity is 
the populations of, for example, actors, technologies, 
activities, and software systems (see Section 3) for 
which the results are valid. In the study of 113 experi-
ments [123], the target populations studied were stated 
in only two cases. Most papers reported a very wide, 
implicit notion of scope in a section on “threats to ex-
ternal validity”. For example, it is typically discussed 
whether the results from an experiment that used stu-
dents as subjects are applicable to “professionals” 
without characterizing the kind of professional in 
mind, e.g., skills, education and experience in general 

and specifically to the technology investigated in the 
experiment. Possible consequences of this lack of 
awareness regarding the definition and reporting of the 
scope of validity or of defining very wide scopes are as 
follows:  
• Many apparently conflicting results are reported.  
• Interpreting the applicability of the results of an 

experiment becomes difficult because of many con-
founding factors (narrower scopes will generally 
result in fewer confounding factors).  

• Random sampling, replication and research synthe-
sis become difficult. 

Hence, the scope of studies should be defined and re-
ported systematically and explicitly, and it is a good 
idea to formulate the scope relatively narrowly to be-
gin with and then extend it gradually through various 
kinds of replications. Building knowledge and theories 
in a careful bottom-up fashion, in which the scopes are 
gradually extended, is done successfully in other sci-
ences. For example, the prospect theory developed by 
Kahneman and Tversky [72] had initially a very nar-
row scope; the theory was only applied to simple gam-
bling problems. It took them, and other researchers, 
another thirteen years to extend the theory to make it 
more generally applicable. In 2002, they received the 
Nobel Prize in economics for this work. The scope of a 
hypothesis or theory is expanded when studies are rep-
licated on new populations and in new contexts. It may 
require significant effort by several research groups 
over many years to provide validated results that cover 
(a substantial part of) the scope of interest on a given 
topic. 

Note that, to avoid bias, replications should pref-
erably be conducted by others than those conducting 
the original experiment. Among the 15 differentiated 
replications [89] identified in [123], seven of eight 
replications carried out by the same authors confirmed 
the results of the original experiments, while only one 
of seven replications carried out by other researchers 
confirmed the original results. Studies that evaluate the 
ability to learn from experience have demonstrated 
biases that prevent people from using the information 
provided by such experience. Such biases include pref-
erences for confirmatory evidence, assumptions about 
causality, and a disregard of negative information [21]. 
When evaluating their predictions, people have diffi-
culty in searching for information that may count 
against them. This issue pertains to expectation-based 
experimentation as a whole, but might be particularly 
relevant when replicating one's own studies. 

The empirical SE community has focused on how 
to conduct controlled experiments and the number of 
reviews has increased over the last few years. Even 



though there is still a need to improve the way in 
which experiments are conducted, it may be even more 
important to focus on how to achieve better surveys, 
case studies and action research. For example, most 
studies termed “case studies” lack systematic observa-
tions and analyses of the use of the technology, and 
they should preferably be carried out in an industrial 
setting. We share the opinion of Yin, who states [134, 
p. 17]:  

… we must all work hard to overcome the problem 
of doing case study research, including the recog-
nition that some of us were not meant by skill or 
disposition, to do such research in the first place. 
Case study research is remarkably hard even 
though case studies have traditionally been con-
sidered ‘soft’ research, possibly because investi-
gators have not followed systematic procedures. 

Having said this, it is our experience that some review-
ers have very little knowledge of types of empirical 
study other than experiments. For example, they are 
only aware of statistical generalisation and thus criti-
cize case studies as having only one sampling unit. Yin 
has met this problem in the disciplines from which he 
has experience [134, p. 32]: 
  

A fatal flaw in doing case studies is to conceive of 
statistical generalization as the method of general-
izing the results of the case study. This is because 
your cases are not “sampling units” and should 
not be chosen for this reason. Rather, individual 
case studies are to be selected as a laboratory in-
vestigator selects the topic of a new experiment. 
Multiple cases, in this sense, should be considered 
like multiple experiments.  

Table 3. Quality of empirical studies 
State of Practice Target (2020-2025) 

• Researchers frequently do not build sufficiently on previ-
ous research results, particularly those achieved outside the 
researcher’s own domain. 

• There is a strong emphasis on building on previous research 
results, including those from other disciplines. 

• Research method and included design elements are fre-
quently applied without careful consideration of alternative 
study designs. Skills in conducting controlled experiments 
and reviews seem to have improved over the last few 
years, but not skills in conducting surveys, case-studies 
and action research. 

• Research method and design elements are carefully selected 
and combined, based on an in-depth understanding of their 
strengths and weaknesses. Researchers are trained in using a 
large set of research methods and techniques. Skills in con-
ducting case studies and action research are stimulated by the 
work in the IS field. 

• Study results are frequently not robust due to lack of repli-
cations and use of only one type of research design. 

• Replications and triangulation of research designs are fre-
quently used means for achieving robust results.  

• Studies are frequently conducted by researchers with a 
vested interest in study outcome, with insufficient precau-
tions to prevent biases. Many of these studies are merely 
demonstrations that a technology works (“proof of con-
cept”) or simple experience reports (“lessons learned”).  

• Empirical evaluation is mainly based on high quality studies 
conducted by researchers with no vested interest in the study 
outcome.  

• Reference points for comparisons of technologies are fre-
quently not stated, or not relevant. 

• New technology is compared with relevant alternative tech-
nology used in the software industry. 

• The scope of validity of empirical studies is rarely defined 
explicitly.  

• The scope is systematically and explicitly defined and re-
ported; it is relatively narrow to begin with and then gradu-
ally extended through replications. 

• Statistical methods are used mechanically, and with little 
knowledge about limitations and assumptions. In particu-
lar, populations are not well defined. Moreover, for ex-
periments there is a lack of power analysis [40] and effect 
size estimation [73]. 

• The use of statistical methods is mature. Populations are well 
defined, and power analysis and effect size estimation are 
conducted when appropriate. 

• Statistics-based generalization is the dominant means of 
generalization. 

• SE studies include a diverse and reflected view on how to 
generalize, particularly through the use of theory. 

 



4.3 Increased relevance of empirical studies 
Since the ultimate goal of SE research is to support 
practical software development, we will discuss the 
quality attribute relevance separately. Nevertheless, 
since there are many types of user and use of research 
results, relevance should not be interpreted narrowly. 
Relevance also concerns the indirect usefulness of re-
sults in an industrial context, e.g., by providing study 
results that enable the development of guidelines, and 
indirect usefulness in a research context, e.g., through 
a study’s impact on other studies or a better under-
standing of important phenomena through theory 
building. Note also that our request for greater rele-
vance should not totally exclude studies of an explora-
tory nature and studies where the likelihood of finding 
anything useful is very low. The history of science 
includes many examples of studies where the scope of 
the study’s relevance was first understood by other 
researchers many years after the research was con-
ducted. As an illustration, essential features of general 
purpose object-oriented languages today are based on 
research aiming at the development of a special pur-
pose programming language for simulating discrete 
event systems: Simula [33]. 

Returning to industrial relevance, one may divide 
the relevance of a study into the investigated topic and 
the implications of the results [16]. Due to the limited 
extent of empirical research in SE (Section 4.1), there 
are obviously many topics that have not been studied. 
Höfer and Tichy [62] state that the range of software 
topics studied empirically is rather narrow and that 
several important topics receive no attention whatso-
ever. An overview of topics investigated in SE ex-
periments can be found in [123].  

In general, the more similar the research setting of a 
study is to the setting in which the results will be ap-
plied, the more directly relevant the study is perceived. 
Fenton et al. [46] state that “evaluative research must 
involve realistic projects with realistic subjects, and it 
must be done with sufficient rigor to ensure that any 
benefits identified are clearly derived from the concept 
in question. This type of research is time-consuming 
and expensive and, admittedly, difficult to employ in 
all software-engineering research. It is not surprising 
that little of it is being done.” See also [58, 119]. 

The most realistic research setting is found in action 
research studies, because the setting of the study is the 
same as the setting in which the results will be applied 
for a given organization, apart from the presence of the 
researchers(s). The setting of industry-based case stud-
ies is also generally very similar to the setting of appli-
cation, although researchers may study phenomena that 
might not be regarded as very relevant by the studied 

organization. Hence, more (high-quality) action re-
search and case studies should be conducted. 

Nevertheless, generalizing the results from action 
research and case studies to settings beyond the studied 
organizations is a challenge (cf. the discussion of gen-
eralization in Section 4.2). The classical method of 
identifying general cause-effect relationships is to con-
duct experiments, but how do we make their results 
relevant to the software industry? Below, we will dis-
cuss the realism of experiments relative to the four 
archetype classes Actor, Technology, Activity and 
Software system (Table 1).  

In SE experiments, the actors are mostly individu-
als, but sometimes teams. About 90% of the subjects 
who take part in the experiments are students [123]. 
Experiments with a large number of subjects have 
shown significant difference between categories of 
subjects with respect to the technology that was most 
beneficial [3, 4]. Note that this is an illustration of the 
fact that many aspects of the complexity of SE only 
manifest themselves in controlled experiments if the 
scale is sufficiently large. In the study reported in [4], 
the analysis was based on three variables: pair pro-
gramming (two levels), control style (two levels) and 
programmer category (three levels), resulting in 12 
levels (or groups). The power analysis showed that we 
needed N = 14 observations in each of the 12 groups, 
for a total N = 168, to get a minimum power of 0.8 for 
all three main effects and interactions.  

The applicability of most experimental results to an 
industrial setting may, therefore, be questioned. Of 
course, there may still be good reasons for conducting 
experiments with students as subjects, such as for test-
ing experimental design and initial hypotheses, or for 
educational purposes [128]. Note that this issue is 
more subtle than merely whether one should use pro-
fessionals or students as subjects. There may be large 
differences among categories of professionals, and of 
categories of students. The point is that the skill or 
expertise level relative to the technology being evalu-
ated must be made explicit, thus indicating the popula-
tion to which the results apply. The typical method by 
which the expertise level is revealed before an experi-
ment is to run pre-tests [118]. Of course, if one adheres 
to the principle of random sampling from well-defined 
populations (see Section 4.2), one does not need to run 
pre-tests; but this has seemed unrealistic in SE experi-
mentation for many years. 

The relevance of the technology being evaluated in 
an experiment relates to the issue of topic of experi-
ment discussed above. Another dimension is the real-
ism of the technological environment of the experi-
ment. There is relatively little reporting of the impact 
of technology environment on experimental results, 



but it seems clear that artificial class room settings 
without professional development tools may, in many 
situations, threaten the validity of the results. Hence, 
one should attempt to make the technological envi-
ronment as realistic as possible if it is possible that it 
will influence the results, even though extra effort is 
needed to conduct experiments in realistic settings 
[121].  

SE activities are constituted by tasks, which typi-
cally have time limits. Large development tasks may 
take months, while many maintenance tasks may take 
only a couple of hours. Nevertheless, the typical task 
in SE experiments are much smaller than typical indus-
trial tasks; in the survey reported in [123], the median 
duration of experiments was 1.0 hour for experiments 
in which the time of each subject was taken and 2.0 
hours when only an overall time for the whole experi-
ment was given.  

Most software systems involved in SE experiments 
are either constructed for the purpose of the experi-
ment or are student projects; in the review reported in 
[123], only 14% were commercial systems. Accord-
ingly, the systems are generally small and simple. The 
experiment reported in [4] demonstrated that system 
complexity has an impact; the system complexity had a 
significant effect on the effect of pair programming 
with respect to producing correct programs. 

About half of the of articles reported in [123] men-
tion that the tasks and systems used in the experiments 
are not representative of industrial tasks and systems 
with respect to size/duration, complexity, application 
domain, etc. A few articles claim that there is no threat 
to external validity because the experiment was con-
ducted in an industrial context; they used, for example, 
industrial software. 

The community seems to agree that it is a problem 
that most experiments do not resemble an industrial 
situation, but one challenge is to define what an indus-
trial situation is. There are an endless number of indus-
trial technologies, tasks and systems, so what is a rep-
resentative technology, task or system? First, well-
defined taxonomies are needed. Then, the representa-
tiveness of the categories of the taxonomies can be 
determined by, for example, conducting surveys, log-
ging the activities in certain companies, or consulting 
project information databases. Afterwards, experi-
ments could sample from the populations indicated by 
the categories of these taxonomies. 

Finally, the relationships among the four archetype 
classes should be investigated. For example, a profes-
sional development tool will probably become more 
useful the larger and more complex the tasks and sys-

tems become, assuming that the subjects are suffi-
ciently proficient with the tool.  

Table 4 summarizes what has been written above, 
and includes other important changes that we believe 
are needed for increasing the relevance of empirical SE 
studies.  

 
4.4 Synthesizing evidence 
Science is cumulative. Therefore, we believe that 
stakeholders who wish to use research to inform their 
decisions will insist on research syntheses, rather than 
on the results of small, standalone studies that are cur-
rently available to consumers of SE research. A central 
challenge is thus to provide appropriate methods for 
synthesizing evidence from diverse types of study and 
to establish common research agendas within relevant 
research areas. This challenge calls for several changes 
related to identifying and selecting primary studies, 
assessing the quality and scope of primary studies, and 
synthesizing the results of heterogeneous studies; see 
Table 5. 

 
4.4.1 Identifying and selecting primary studies. 
Finding literature for systematic reviews requires iden-
tifying all relevant sources of studies and executing a 
comprehensive search strategy. SE reviewers should 
consider using multiple digital libraries that include 
reports from both SE and related disciplines [41]. 

Due to the lack of standardization among the vari-
ous electronic resources, developing a search strategy 
and the selection of search terms requires careful 
thought. This is because concepts, subject descriptors, 
and keywords vary among the digital libraries, which 
is partly a reflection of the lack of common terminol-
ogy within the SE community itself. Some topics in SE 
research do not map well to SE subject descriptors and 
keywords. Hence, an iterative approach using several 
related terms is often required when an unfamiliar li-
brary is being used or when a new topic is being re-
searched. 

Additional challenges to undertaking systematic re-
views within the domain of SE include the limited fa-
cilities offered by the SE-specific bibliographic data-
bases (e.g., for advanced Boolean searches and for 
downloading citations with abstracts into bibliographic 
management programs). A challenge is to enhance the 
electronic SE resources to include functionality to bet-
ter support the identification, selection, analysis and 
retrieval of bibliographic and full-text information 
about SE research.  

 
 



Table 4. Relevance of empirical studies 
State of Practice Target (2020-2025) 

• One may question the industrial relevance of most SE 
studies. 

• More case studies and action research should be carried out. 
Experiments should show more realism regarding subjects, tech-
nology, tasks and software systems. 

• Few results answer questions posed by industrial users, 
e.g., the question “Which method should we use in our 
context?” It is of little relevance whether method X or 
method Y is better with respect to one property in a con-
text with unknown characteristics. The current focus is 
frequently on comparing mean values of technologies 
without a proper understanding of individual differences 
or the studied population. 

• A larger part of the research synthesizes and presents results so 
that it is possible for industrial users to apply them, e.g., through 
checklists and guidelines. This may include a stronger focus on 
individualized results, individual differences, and better descrip-
tions of populations and contexts (see Section 4.2); it may be 
highly relevant to know why, when and how method X is better 
than method Y in a carefully selected context with known char-
acteristics. 

• Few studies provide results that enable efficient cumula-
tive research, or that are highly relevant for other re-
searchers. An illustration is when we produce studies 
that compare methods X and Y with diverging results 
without explaining the reasons for the difference. 

• More research studies are designed with the goal of enabling 
efficient use of its results by other researchers. 

• Important results are hidden in academic language and 
mathematical notation, and thus not transferred to poten-
tial users. 

• More focus on communicating important results in plain lan-
guage in channels where the software industry collects informa-
tion. 

 
Table 5. Synthesis of evidence 
State of Practice Target (2020-2025) 

• Narrative, biased reviews and little appreciation of the 
value of systematic reviews. 

• Scientific methods are used to undertake integrative and inter-
pretive reviews to inform research and practice. Systematic re-
views are solicited by all scientific journals. 

• The number and coverage of systematic reviews is very 
limited. Available evidence is not properly integrated, in 
widespread industrial use, or of perceived value to 
stakeholders. 

• Policy-makers, practitioners, and the general public have up-to-
date and relevant systematic reviews and evidence-based guide-
lines and checklists at their disposal  

• Lack of common terminology and appropriate descrip-
tors and keywords, as well as limited retrieval facilities 
offered by electronic resources, hamper secondary SE 
research. 

• The SE community is mature regarding the common under-
standing and use of basic terminology, descriptors and key-
words. The electronic resources include all functionality that is 
needed to support the identification, selection, analysis and re-
trieval of bibliographic and full-text information about SE re-
search. 

• No standards for assessing the quality of primary and 
secondary research and thus of SE evidence. 

• A common set of empirically-derived criteria for rating the 
quality of individual studies and for characterizing the overall 
strength of a body of evidence. 

• No common understanding of SE phenomena. • Agreed-upon conceptual and operational definitions of key SE 
constructs and variables. 

• Limited advice on how to combine data from diverse 
study types. 

• Methods are available for synthesizing evidence from a variety 
of perspectives and approaches to both research and practice. 

 
 
4.4.2 Assessing the quality of primary studies. The 
usefulness of any systematic review depends on the 
quality of the primary studies available. Thus, quality 
assessment of primary studies that are included in sys-
tematic reviews is necessary to limit bias in conducting 

the review, gain insight into potential comparisons, 
and guide the interpretation of findings [61]. However, 
assessing the quality of primary SE studies poses a 
great challenge, and to the best of our knowledge, none 
of the existing systematic reviews in SE have included 



quality assessments of primary studies as part of their 
criteria for inclusion. 

The rating of the quality of experimental research 
has traditionally emphasized identifying threats to in-
ternal validity. However, the empirical basis for deter-
mining specific criteria for assessing quality for other 
empirical methods is less developed. Consequently, 
there are no standard methods for assessing the quality 
of data from qualitative, or mixed qualitative and quan-
titative, research. As the contribution of such research 
to the evidence base is increasingly acknowledged in 
SE, this poses a major challenge for performing high-
quality systematic reviews.  

There is also a debate about whether the concepts of 
quality used to assess qualitative research should be 
roughly the same as, parallel to, or quite different 
from, those used to assess quantitative research. There 
is also dispute about the extent to which quality as-
sessment of qualitative inquiry can be formalized [53, 
125].  

There are also common problems in appraising the 
quality of published research, because journal articles 
and, in particular, conference papers rarely provide 
enough detail about the methods used, due to limita-
tions of space in journal volumes and conference pro-
ceedings. Hence, there is a danger that what is being 
assessed is the quality of reporting, rather than the 
quality of research [59]. An important challenge is thus 
to provide, and critically examine, both empirically-
derived and consensus-derived criteria for rating the 
quality of individual studies and for characterizing the 
overall strength of a body of evidence.  
 
4.4.3 Assessing the scope of primary studies. 
Guidelines for empirical research in SE [77] recom-
mend that authors define all interventions fully. How-
ever, several reviews of SE interventions have found 
limited descriptions of interventions and their underly-
ing constructs [40, 56, 123]. As a consequence, there is 
little common understanding of important SE phenom-
ena in terms of conceptual definitions and operational-
ized measures, which means that it is not possible to 
know what is actually meant by a specific construct in 
a particular study. It will thus be difficult (if not im-
possible) to compare the results of one study with 
those of another [38, 42].  

Until SE researchers can agree upon the definitions 
of concepts used to describe the phenomena they 
study, we cannot go beyond face validity and ascertain 
accurately whether findings are comparable or not. A 
specific challenge is thus to define, conceptually and 
operationally, the constructs and variables used in em-

pirical research and to explore the boundaries of con-
struct and external validity.  

 
4.4.4 Synthesizing results of heterogeneous stud-
ies. The key objective of research synthesis is to evalu-
ate the included articles for heterogeneity and select 
appropriate methods for combining homogeneous 
studies [31]. The SE research literature often com-
prises heterogeneous interventions described in small 
studies that often differ significantly from each other 
with respect to the study design and outcomes evalu-
ated. This heterogeneity often prevents quantitative 
meta-analysis of studies.  

Since current procedures for systematic review are 
based on standard meta-analytic techniques, which are 
designed for combining data from homogeneous, 
quantitative studies [75], there is much less guidance 
on how to conduct reviews that incorporate qualitative 
and mixed-methods approaches.  

Although research is underway in other disciplines 
(see, e.g., [36, 37]), there remain a number of meth-
odological questions about the synthesis of qualitative 
findings. There are technical challenges, such as inter-
rater reliability in abstracting qualitative data from 
individual studies and from intrastudy type syntheses 
to produce a cross-study type synthesis. There are also 
challenges related to the methods of qualitative synthe-
sis, as well as to ways of integrating qualitative synthe-
sis with meta-analysis. A key challenge, therefore, is to 
develop methods for synthesizing evidence from a 
variety of perspectives and approaches to research.  
 
4.5 Theory building 
In mature sciences, building theories is the principal 
method of acquiring and accumulating knowledge that 
may be used in a wide range of settings. There are 
many arguments in favor of using theories. They offer 
common conceptual frameworks that allow the organi-
zation and structuring of facts and knowledge in a con-
cise and precise manner, thus facilitating the commu-
nication of ideas and knowledge. Furthermore, theory 
is the means through which one may generalize ana-
lytically [118, 134], thus enabling generalization from 
situations in which statistical generalization is not de-
sirable or possible, such as from case studies [134] and 
across populations [91]. Explanation and prediction 
are important consequences of the above. Theory also 
helps common research agendas to be developed and 
consolidated (see Section 5.3).  
 
 
 



 
Table 6. Source of theory                                                   Table 7. Sophistication of theory 

Source of Origin  Level of Sophistication 

Mode 1.  Theories from other disciplines 
may be used as they are.  

Mode 2.  Theories from other disciplines 
may be adapted to SE before use.  

Mode 3.  Theories may be generated from 
scratch in SE.  

 Level 1. Minor working relationships that are concrete and based di-
rectly on observations 

Level 2. Theories of the middle range that involve some abstraction 
but are still closely linked to observations  

Level 3. All-embracing theories that seek to explain SE behaviour. 
(“Social behavior” in [25] is here replaced with “SE”) 

 
                                                                       Table 8. Use of theory 

State of Practice Target (2020-2025) 

• Generally, little use of theories. The theories used 
mainly justify research questions and hypotheses; 
some explain results; very few test or modify theory. 

• Most SE studies involve theories. Widespread use of theories 
entered in all three modes (Table 6). Considering using, testing, 
modifying or formulating theory is part of any empirical work 

• Almost no SE-specific theories are proposed.  • Many SE theories are proposed and tested, and most of them are 
at Level 2 (Table 7) after having past the stage of Level 1. Level 
3 seems still unrealistic. 

• Theories are generally poorly documented • There are widely used standards for describing theories in a clear 
and precise way.  

• Difficult to identify the theories that actually are used 
or have been proposed. 

• For each sub-discipline of SE, there are websites and systematic 
reviews that systematize and characterise relevant theories. 

 
 
4.5.1 Use of theories. Although arguments in favor 
of proposing and testing theories based on empirical 
evidence in SE have been voiced in the SE community 
[7, 45, 60, 67, 77, 83, 115, 129], the use and building 
of such theories is still in its infancy. Nevertheless, 
some effort has been made. Hannay et al. [56] con-
ducted a systematic review of the explicit use of theory 
in a comprehensive set of 103 articles reporting con-
trolled experiments, from of a total of 5453 articles 
published in major SE journals and conferences in the 
decade 1993–2002. They found that of the 103 articles, 
24 use a total of 40 theories in various ways to explain 
the cause-effect relationship(s) under investigation. 
The findings are summarized in Table 8.  

Although the systematic review above was on con-
trolled experiments, these findings are consistent with 
our experience from reading the literature, and being 
reviewers and members of program committees and 
editorial boards: theory use and awareness of theoreti-
cal issues are present in empirical studies, but empiri-
cally-based theory-driven research is, as yet, not a ma-
jor issue in SE.  

Table 6 shows three modes in which theories may 
be deployed to explain SE phenomena. Modes 1 and 2 
reflect the fact that SE is multidisciplinary. Examples 
of Mode 1 are the use of theories from cognitive psy-
chology to explain phenomena in program comprehen-
sion [1, 24, 109], and theories from social and behav-

ioral sciences to explain group interaction in require-
ments negotiation and inspection meetings [83] Exam-
ples of Mode 2 can be found in [60, 83, 115], while 
Sjøberg et al. [122] give an example of Mode 3. At 
present, most SE theories are from other disciplines, 
possibly adapted; that is, they are theories of Modes 1 
and 2. In the future, we hope to see greater use of theo-
ries in all modes. Greater use of theories specific to SE 
would require that they are actually built and tested; 
see below.  

 
4.5.2 Building theories. Section 4.3 described the 
need for synthesis of empirical evidence. The next step 
is building theories. The term “theory” may be defined 
and evaluated in many ways [131]. What should con-
stitute the nature of SE theories is an open issue. Nev-
ertheless, since SE is an applied discipline, our posi-
tion is that theories should have practical value for the 
software industry. Theories should provide input to 
general decision-making regarding technology and 
resource management. Theories should also help to 
explain and predict in given SE settings, but since each 
setting is unique, the theories would need local adapta-
tions to be directly useful in a given setting. 

Referencing [92, 135], Caroll and Swatman [25] 
describe theories in IS according to three levels of so-
phistication or complexity (Table 7). These levels set 
milestones in theory generation, but they may also rep-



resent full theories, depending on the rationale of the 
generation process to which one adheres and the pur-
pose of one’s theory. The development of SE theories 
from scratch is in the early stages, and immediate ef-
forts will probably focus primarily on Levels 1 and 2. 
Level 1 theories will often have a narrow scope of ap-
plication. Given the complexity of SE activities, the 
most useful theories will probably be at Level 2, with 
some context-specific information included in the the-
ory (see point (c) below). Level 1 theories are candi-
dates for being modified to become Level 2 theories. 
Another starting point for the formulation of Level 2 
theories is SE principles, such as those collected by 
Glass [49] and Endres and Rombach [45]. 

To build more and better theories, the community 
needs to meet the challenges of Sections 4.1-4.4, that 
is, conducting many, high-quality, relevant empirical 
SE studies, including extensive combinations of stud-
ies in the form of replications [89] and families of 
studies [12], as well as synthesizing evidence from 
such studies.  
 
4.5.3 Documenting theories. There is little guidance 
on how SE theories should be described and built. In 
the systematic review of theories [56], it was difficult 
to extract the theories from the text of the papers, be-
cause there are no uniformly accepted criteria for iden-
tifying theories and because little information was 
given about them. One important goal is to develop a 
common terminology for, and uniform way of describ-
ing, theories. In particular, the constructs, propositions 
and their explanations, and the scope of a theory, 
should be presented clearly and explicitly.  

Some initial efforts have been made. Sjøberg et al. 
[122] propose that the constructs of an SE theory 
should be associated with one or more of the archetype 
classes shown in Table 1. Selecting or defining appro-
priate subclasses or component classes of these arche-
type classes also illustrates the need for commonly 
accepted taxonomies. If the constructs of SE theories 
do not follow from well-defined and well-understood 
categories of phenomena, new theories will frequently 
require new constructs, and then theories will become 
difficult to understand and to relate to each other.  
 
4.5.4 Collecting theories. We have described above 
a systematic review of theories used in controlled ex-
periments. In the future, there should be systematic 
reviews of the use of theories for other kinds of SE 
study as well. There should also be online resources 
for collecting and documenting theories in SE, follow-
ing the lead in psychology (changing-
minds.org/explanations/theories/theories.htm) and IS 
(www.istheory.yorku.ca/). Simula Research Labora-

tory has begun building a site for empirically-based SE 
theories. We believe that this will make it easier for 
scholars to find relevant theories for their research and 
that it will stimulate the community to collaborate on 
building new theories and on improving existing ones.  
 
5. How to meet the challenges 
This section discusses some ways in which the chal-
lenges described in the previous section might be met. 
 
5.1 Competence: education and guidelines 
The discrepancy between the state of practice of the 
application of empirical methods and the level at 
which we would like the research community to be 
(Section 4) indicates that there is a strong need to in-
crease competence regarding how to conduct empirical 
studies and about the trade-offs among alternative em-
pirical methods. This applies to researchers and re-
viewers, as well as to senior practitioners in industry. 
Although the quality of experiments in general should 
be much better in the future, the community does cur-
rently have a reasonable grasp of how to design, con-
duct, analyze and report experiments. However, under-
standing of other methods is generally low. For exam-
ple, case studies are criticized on the grounds that it is 
not possible to generalize from them, which reflects a 
lack of understanding of the possibility of generalising 
analytically through theory. This, in turn, is related to a 
lack of understanding of what theory would mean in an 
SE setting; we must overcome the attitude that if SE 
theories do not take the same form as, for example, 
theories in physics, then we are not talking about the-
ory [103].  

One way of increasing the competence level is to 
integrate courses on empirical methods, synthesis of 
empirical evidence and theory building in SE educa-
tion. As in many disciplines in the social and behav-
ioral sciences, courses on these topics should be com-
pulsory as part of any SE degree; see the discussion in 
[86, 108].  

Providing appropriate guidelines for applying the 
various empirical methods is another means of increas-
ing the competence level, particularly if the guidelines 
are based on systematic reviews of the state of practice 
or if they have been subject to empirical evaluation. So 
far, advice on, and guidelines for, the use of empirical 
methods in SE have emphasized experiments [40, 71, 
77, 123, 133]. There are also guidelines for performing 
systematic reviews [75]. However, it still remains to 
produce text books, systematic reviews and guidelines 
that focus on case studies, action research, surveys and 
theory building that are tailored to particularly impor-
tant challenges in SE contexts. 



5.2 Collaboration between academia and 
industry 

More and better collaboration between academia and 
the software industry is an important means of achiev-
ing the goals of more studies with high quality and 
relevance and better transfer of research results. A few 
examples follow. More empirical SE studies can be 
achieved by increasing research funding from industry 
and training software engineers in conducting more 
empirical studies with organization-specific goals. 
Studies of higher quality and greater relevance can be 
achieved by using the software industry as a labora-
tory, instead of studying inexperienced students per-
forming small programming tasks. A more efficient 
transfer of research results may result from involving 
industry in the studies and rendering studies more 
credible by conducting them in contexts more similar 
to typical industrial contexts [121]. Nevertheless, col-
laboration with industry may sometimes lead to studies 
that have too many interfering factors for relationships 
to be understood or theories to be built, or to research-
ers being forced to focus on highly specific and short-
term usefulness instead of more general and long-term 
results. To achieve the benefits while minimizing the 
risks, we have frequently found it useful, when col-
laborating with the software industry, to do the follow-
ing: 
• Draw a clear distinction between the research goals 

and the goals for improving processes of software 
development that are specific to the organisation 
[29]. This recommendation is based on our experi-
ence that although a software organization’s work 
on improving processes of software development is 
quite similar to empirical research, its scope and 
the data collected may be too limited to allow high-
quality studies. Hence, it is necessary to consider 
carefully the need for additional data collection or 
control to answer the research questions.  

• Pay the software professionals ordinary fees for 
participating in studies designed by the researchers. 
We have found that this puts the industrial collabo-
ration at ease, lowers the risk of study failure and 
increases the value of the study. 

• Use opportunities at conferences, seminars and 
courses where software professionals meet to con-
duct SE studies. We have experienced that software 
professionals are more than willing to participate in 
small experiments (about 30 minutes’ duration) on 
such occasions, particularly when they are in-
formed that they will receive the results and learn 
from the feedback on the same day. Of course, not 
all types of research question can be addressed and 
there will be threats related to artificiality in such 

small experiments. If the experiments are combined 
with presentations on state-of-research within the 
topic addressed in the experiment, this is also an 
opportunity of research transfer. 

In general, transferring results from academia to the 
software industry is difficult. It would be naïve to ex-
pect every researcher to have the ability and willing-
ness to summarize and present research results that 
will be read by software professionals. Consequently, 
we believe that it is essential to adopt the following 
two measures to facilitate the transfer of research re-
sults: 
• Engage more researchers with a particular focus on 

synthesizing results into SE guidelines and princi-
ples, in a language and format that make the results 
easy to understand and apply by the software in-
dustry. 

• Educate science journalists who are not active re-
searchers, but who have excellent writing skills, so 
that they develop a deep understanding of SE and 
research methods. The use of science journalists 
also has the advantage, compared with researchers 
summarizing their own results, that a more objec-
tive critique of the research is likely, because fewer 
vested interests are involved. 

Further discussion on research collaborations between 
academia and industry can be found in [112]. 
 
5.3 Common research agendas  
Addressing the challenges described in Section 4 will 
require more focus on empirical methods in the SE 
research community. The use of such methods should 
be solicited by journal editors, conference program 
chairs and reviewers. Moreover, to make significant 
progress in improving the quality of empirical studies, 
conducting more synthesis research, and building theo-
ries, there is a need for common research agendas or, 
in the terminology of Cohen [27], cumulative research 
programs. Many individual research groups undertake 
valuable empirical studies, but because the goal of 
such work is either individual publications and/or post-
graduate theses, there is often a lack of overall purpose 
to such studies. Common research agendas would en-
able the researchers to ignore some issues as peripheral 
to the purpose of the research, and then to concentrate 
on central questions [27]. Replications and families of 
studies, including the use of different empirical meth-
ods, would be a natural part of such agendas. 

Common research agendas should be established to 
improve empirical work per se, but also for specific SE 
topics, for example, distributed software development 
117]. A more ambitious, long-term goal would be to 



establish a program in SE similar to the Human Ge-
nome Project and CERN.  

One challenge for such larger, joint efforts is to 
give credit to those who contribute and to ensure that 
data and study materials are dealt with properly. A 
template for agreements on how data and materials 
should be shared in a given setting can be found in 
[13]. 
 
5.4 Resources 
Increasing the number of high-quality SE studies, pri-
marily with the software industry as the laboratory, 
would require a substantial increase in the amount of 
resources available. To illustrate the kind of costs in-
volved, consider a comprehensive experiment with 
professional developers. It may require several re-
searchers and support staff for recruiting the subjects 
[18] and practical organization; funds for paying the 
professionals for their participation; and the develop-
ment of infrastructure and experiment support appara-
tus. Hiring more than 100 consultants for one full day 
[4] may cost more than $100,000. A support tool that 
provides multiplatform support for downloading ex-
perimental materials and uploading task solutions, real-
time monitoring of the experiment, recovery of ex-
periment sessions, backup of experimental data, etc. 
was developed over several years and cost about 
$200,000 [5]. Case studies may also benefit from pay-
ment beyond salaries to researchers, for example, for 
data collection [2, 68].  

In a given setting, the resources available will be 
limited. A researcher would have to prioritize between, 
for example, carrying out several artificial versus few 
comprehensive, realistic experiments, which is related 
to tradeoffs among internal, external, statistical conclu-
sion and construct validity; see the discussion in [118]. 
Another challenge for the community at present is that 
prioritizing large, resource-intensive, longitudinal case 
studies or action research studies seems to lead to 
fewer publications than if the focus is on (say) small, 
simple experiments; a stronger emphasis on the former 
kind of studies must be reflected in the credit given by 
the community.  

There are indications that more empirical work in 
SE is being funded. For example, there are an increas-
ing number of members in the International Software 
Engineering Research Network (ISERN). However, 
pursuing our vision will require a significant increase 
in resources. In addition to funding more ordinary re-
search positions, the SE community should ask for 
money for other purposes as well [23]; for example, 
for funding PhD students in industry [28] or support-
ing the conducting of empirical studies.  

Finding the money to fund comprehensive empiri-
cal studies is a matter of politics. At Simula Research 
Laboratory, we have been given the flexibility to con-
trol our own budget in a way that we find optimal for 
our purposes, as long as we can envisage a good re-
search outcome. Hence, we have decided to use about 
25% of our budget for empirical studies, mainly at the 
expense of employing a larger number of researchers. 
Surprisingly, almost nobody in the community seems 
to include such expenses in their applications to fund-
ing bodies. The current attitude seems that empirical 
studies should be inexpensive, e.g., the use of students 
or inexpensive observation of industrial practice. In the 
future, applying for expenses for professionals or com-
panies that take part in empirical studies should be as 
natural as applying for expensive laboratory hardware.  

As SE researchers, we should contribute to making 
the development of software systems a mature indus-
try. Given the importance of software systems in soci-
ety [20], there is no reason why research projects in SE 
should be less comprehensive and cost less than large 
projects in other disciplines, such as physics and medi-
cine. The U.S. funding for the Human Genome Project 
was $437 million over 16 years. If a wide range of 
scientific activities related to genomics are included, 
the total cost rises to $3 billion!  
 
6. Summary 
We presented a vision that the use of empirical meth-
ods could contribute to improved SE research and 
practice. Major challenges to reaching the vision were 
identified, i.e., more empirical studies of higher quality 
and relevance, and more focus on research synthesis 
and theory building. Each challenge was described in 
terms of the current state of the practice and how we 
envisage the targets for the future (2020-2025). Sev-
eral ways of addressing these challenges were outlined, 
including increasing competence on conducting em-
pirical studies, improving links between academia and 
industry, promoting common research agendas, and 
increasing resources devoted to empirical studies pro-
portionate to the importance of software systems in 
society. 
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