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Abstract. The purpose of this paper is threefold: (i) to demonstrate that

the Lorenz system is computable over long time intervals; (ii) to prove sharp
computable error estimates for the propagation of round-off errors and quantify
the computability of the Lorenz system; and (iii) to present a reference solution
of the Lorenz system on the time interval [0, 1000].

1. Introduction

In a classic paper from 1963 [22], Edward Lorenz studied the computability of a
simple system of three ordinary differential equations,

(1)











ẋ = σ(y − x),

ẏ = rx− y − xz,

ż = xy − bz,

where σ = 10, b = 8/3, and r = 28. Lorenz computed1 numerical solutions of
the system (1) and found the solutions to be very sensitive to changes in initial
data. The equations had been devised by Lorenz as a simple model of atmospheric
flow, based on a truncated Fourier expansion of the partial differential equations
governing Rayleigh–Bénard convection [24, 21, 25]. In his paper, Lorenz computed
solutions on the interval [0, 60]. As we shall see below, the Lorenz system is not
computable on the equipment that was available to Lorenz in 1963 beyond time
T ≈ 25.

Aside from its implications on the possibility of weather predictions over long
time intervals, the Lorenz system has gained significant interest among mathemati-
cians, in particular in the dynamical systems community. The main focus of interest
has been directed towards the existence of a (strange) attractor [26, 28] and the
geometric properties of the attractor [1, 11, 31]. See [29] for an overview.

Surprisingly, there have been few results on the computability of the Lorenz
system. A common misconception is that the Lorenz system is not computable, or
computable only over very short time intervals. Indeed, a standard a priori error
estimate indicates that the growth rate of the error is

(2) ‖e(T )‖ ≤ CeLT ǫ,

where ‖e(T )‖ denotes some norm of the error at the final time T , L is the Lipschitz
constant of (1), and ǫ is the size of the residual or local truncation error in a
numerical solution of (1). The Lipschitz constant is of size L ≈ 33 which indicates
that solutions are not computable beyond T ≈ 1.1, even if the residual is close

1The actual computations were carried out by one Miss Ellen Fetter on a Royal McBee LGP-30
weighing in at 333kg, operating at 1500W, and capable of integrating the Lorenz system one time

step per second. The size of the time step was ∆t = 0.01 and the precision was six digits.
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to machine precision (ǫ ∼ 10−16 on most computers).2 However, the estimate (2)
is overly pessimistic; it is well known that solutions of the Lorenz system may be
computed on short time intervals. In fact, one may easily compute solutions over
time intervals of length T = 25 with any standard ODE solver.

In [9], it was demonstrated that the Lorenz system is indeed computable on
intervals of moderate length (T = 30) on a standard desktop computer. The
computability of the Lorenz system was linked to the growth of a stability factor in
an a posteriori estimate of the error at the final time. It was shown that the growth
rate of the stability factor is non-constant. On average the growth is exponential
but with a rate much smaller than indicated by (2).

In [19], the computability of the Lorenz system was further extended to T = 48
using high order (‖e(T )‖ ∼ ∆t30) finite element methods. This is the longest
interval on which solutions have been published, as far as the authors are aware.
As we shall see below, this is also the “theoretical” limit for computations with
16 digit precision. Solutions over longer time intervals have been computed based
on shadowing (the existence of a nearby exact solution), see [4], but for unknown
initial data. Other related work on high-precision numerical methods applied to
the Lorenz system include [30] and [16]. For an overview of some recent results
obtained with high-precision numerical methods, we also refer to [2].

In the present paper, we extend the computability of the Lorenz system to time
T = 1000. Furthermore, we quantify the computability and try to answer the
following fundamental question:

How far is the Lorenz system computable for a given machine precision?

As we shall see, obtaining a sequence of converging approximations for the solu-
tion of the Lorenz system is non-trivial. In particular, such a sequence of solutions
cannot be obtained simply by decreasing the size of the time step, see for exam-
ple [27]. This has led to misconceptions regarding the computability of the Lorenz
system, see for example [32]. To obtain a sequence of converging solutions, one
must also control the effect of round-off errors. This was also noted by Lorenz
in [23] as a response to [32].

2. Main results

We prove below that the error E in a computed numerical solution U approxi-
mating the exact solution u of the Lorenz system is the sum of three contributions,

E = ED +EG +EC ,

where ED is the data error, which is nonzero if U(0) 6= u(0); EG is the discretization
error, which is nonzero as a result of a finite time step; and EC is the computational
error, which is nonzero as a result of finite numerical precision. Furthermore, we
bound each of the three contributions as the product of a stability factor and a
residual that measures the size of local contributions to the error. The size of the
residuals may be estimated in terms of the size of the time step. We find that

E ∼ SD(T )‖U(0)− u(0)‖+ SG(T )∆tp + SC(T )∆t−1/2,

2The value of the Lipschitz constant was computed as the maximum l2-norm of the Jaco-

bian J = ∂f/∂u of the right-hand side f of the Lorenz system over the interval [0, 1000].
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Figure 1. Phase portrait of the solution of the Lorenz system on
the time interval [0, 1000] for u(0) = (1, 0, 0).

where ∆t is the size of the time step, p the order of convergence of the numerical
method, and SD(T ), SG(T ), SC(T ) are stability factors that grow exponentially as
function of the final time T with an approximate rate of 100.4T .

We conclude that the computability of the Lorenz system is bounded by finite
precision arithmetic at the time T when EC = EG. With 16 digits of precision, this
limit occurs at T ≈ 50. With 420 digits, the limit occurs at T ≈ 1050. We compute
a converging sequence of solutions up to order p = 200 and precision ǫ = 10−420 to
obtain a solution of the Lorenz system accurate on the time interval [0, 1000]. We
further demonstrate that the computability of the Lorenz system is given by

T ∼ 2.5nǫ,

where nǫ = log10 ǫ is the number of significant digits.
Figure 1 shows the familiar phase portrait of the Lorenz system. The solution tra-

jectory revolves around one of the two unstable fixed points P± = (±6
√
2,±6

√
2, 27)

for a while and then, seemingly at random, jumps to the other fixed point. Phase
portraits (“attractors”) resembling the phase portrait of Figure 1 are commonly
displayed in most books on dynamical systems and chaos theory. However, in one
way the phase portrait of Figure 1 is significantly different. It is the phase portrait
of a well-defined dynamical system, namely the Lorenz system (1) with initial con-
dition (1, 0, 0), not the result of an unspecified discrete map which includes both
the effect of a particular time-stepping scheme and the unknown effect of round-off
errors.
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3. Error analysis

To analyze the computability of the Lorenz system, we prove an error estimate
for the propagation of errors in numerical solutions of the Lorenz system. The proof
follows the now well established techniques developed in [8, 7, 6, 3] but extensions
are made to account for the accumulation of round-off errors.

We consider the numerical solution of general initial value problems for systems
of ordinary differential equations,

u̇(t) = f(u(t), t), t ∈ (0, T ],

u(0) = u0.
(3)

The right-hand side f : RN × [0, T ] → R
N is assumed to be Lipschitz continuous

in u and continuous in t. Our objective is to analyze the error in an approximate
solution U : [0, T ] → R

N , for example a numerical solution of the Lorenz system.
The error analysis is based on the solution of an auxiliary dual problem. The

dual (adjoint) problem takes the form of an initial value problem for a system of
linear ordinary differential equations,

−ż(t) = Ā⊤(t)z(t), t ∈ [0, T ),

z(T ) = zT .
(4)

Here, Ā denotes the Jacobian matrix of the right-hand side f averaged over the
approximate solution U and the exact solution u,

(5) Ā(t) =

∫ 1

0

∂f

∂u
(sU(t) + (1− s)u(t), t) ds.

By the chain rule, it follows that

Ā(t)(U(t)− u(t)) =

∫ 1

0

∂f

∂u
(sU(t) + (1− s)u(t), t)(U(t)− u(t)) ds

=

∫ 1

0

∂

∂s
f(sU(t) + (1− s)u(t), t) ds = f(U(t), t)− f(u(t), t).

Remark. The Lorenz system is quadratic in the primal variable u. Hence, the
average (5) corresponds to evaluating the Jacobian matrix at the midpoint between
the two vectors U(t) and u(t). It follows that the dual problem of the Lorenz system
is

(6)











−ξ̇ = −σξ + (r − z̄)η + ȳζ,

−η̇ = σξ − η + x̄ζ,

−ζ̇ = −x̄η − bζ,

where z = (ξ, η, ζ) denotes the dual solution and (x̄, ȳ, z̄) = (U + u)/2.

The following error representation follows directly from the definition of the dual
problem. It represents the error in an approximate solution U (computed by any
numerical method) in terms of the residual R of the computed solution and the
solution z of the dual problem (4). The only assumption we make on the numerical
solution U is that it is piecewise smooth on a partition of the interval [0, T ] (or that
it may be extended to such a function). At points where U is smooth, the residual
is defined by

R(t) = U̇(t)− f(U(t), t).



LONG-TIME COMPUTABILITY OF THE LORENZ SYSTEM 5

Theorem 3.1 (Error representation). Let u : [0, T ] → R
N be the exact solution

of (3) (assuming it exists), let z : [0, T ] → R
N be the solution of (4), and let

U : [0, T ] → R
N be any piecewise smooth approximation of u on a partition 0 =

t0 < t1 < · · · < tM = T of [0, T ], that is, U |(tm−1,tm] ∈ C∞((tm−1, tm]) for m =
1, 2, . . . ,M (U is left-continuous). Then, the error U(T )−u(T ) may be represented

by

〈zT , U(T )− u(T )〉 = 〈z(0), U(0)− u(0)〉+
M
∑

m=1

〈z(tm−1), [U ]m−1〉+
∫ T

0

〈z,R〉 dt,

where R(t) = U̇(t) − f(U(t), t) is the residual of the approximate solution U and

[U ]m−1 = U(t+m−1)− U(tm−1) = limt→t+m−1

U(t)− U(tm−1).

Proof. By the definition of the dual problem, we find that

〈zT , e(T )〉 = 〈zT , e(T )〉−
∫ T

0

〈ż+Ā⊤z, e〉 dt = 〈zT , e(T )〉−
M
∑

m=1

∫ tm

tm−1

〈ż+Ā⊤z, e〉 dt,

where e = U − u. Noting that 〈Ā⊤z, e〉 = 〈z, Āe〉 and integrating by parts, we
obtain

〈zT , e(T )〉 = 〈z(0), e(0)〉+
M
∑

m=1

〈z(tm−1), [U ]m−1〉+
∫ tm

tm−1

〈z, ė− Āe〉 dt,

where [U ]m−1 = U(t+m−1)−U(t−m−1) = U(t+m−1)−U(tm−1) denotes the jump of U

at t = tm−1. By the construction of Ā, it follows that Āe = f(U, ·)−f(u, ·). Hence,
ė− Āe = U̇ − f(U, ·)− u̇+ f(u, ·) = R, which completes the proof. �

Remark. Theorem 3.1 holds for any piecewise smooth function U : [0, T ] → R
N ,

in particular for any piecewise smooth extension of any approximate numerical
solution obtained by any numerical method for (3).

We next investigate the contribution to the error in the computed numerical
solution U from errors in initial data, numerical discretization, and computation
(round-off errors),

E = ED +EG +EC .

Here, ED is the data error, which is nonzero if U(0) 6= u(0); EG is the discretization
error (G for Galerkin), which is nonzero as a result of a finite time step; and EC is
the computational error, which is nonzero as a result of finite numerical precision.

To estimate the computational error, we introduce the discrete residual R̄ defined
as follows. For p ≥ 0, let {λk}pk=0 be the Lagrange nodal basis for Pp([0, 1]), the
space of polynomials of degree ≤ p on [0, 1], on a partition 0 ≤ τ0 < τ1 < · · · < τp ≤
1 of [0, 1], that is, span{λk}pk=0 = Pp([0, 1]) and λi(τj) = δij . Then, the discrete
residual R̄m is defined on each interval (tm−1, tm] by

(7) R̄k
m = λk(0)[U ]m−1 +

∫ tm

tm−1

λk((t− tm−1)/∆tm)R(t) dt, k = 0, 1, . . . , p.

We also define the corresponding interpolation operator π onto the space of piece-
wise polynomial functions on the partition 0 = t0 < t1 < · · · < tM = T by

πv(t) =

p
∑

k=0

v(tm−1 + τk∆tm)λk((t− tm−1)/∆tm), t ∈ (tm−1, tm].
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We may now prove the following a posteriori error estimate.

Theorem 3.2 (Error estimate). Let u : [0, T ] → R
N be the exact solution of (3)

(assuming it exists), let z : [0, T ] → R
N be the solution of (4), and let U : [0, T ] →

R
N be any piecewise smooth approximation of u on a partition 0 = t0 < t1 < · · · <

tM = T of [0, T ], that is, U |(tm−1,tm] ∈ C∞((tm−1, tm]) for m = 1, 2, . . . ,M (U is

left-continuous). Then, for any p ≥ 0, the following error estimate holds:

〈zT , U(T )− u(T )〉 = ED +EG +EC ,

where

|ED| ≤ SD ‖U(0)− u(0)‖,
|EG| ≤ SG Cp max

[0,T ]

{

∆tp+1(‖[U ]‖/∆t+ ‖R‖)
}

,

|EC | ≤ SC C ′
p max

[0,T ]
‖∆t−1R̄‖,

where Cp and C ′
p are constants depending only on p. The stability factors SD, SG,

and SC are defined by

SD = ‖z(0)‖,

SG =

∫ T

0

‖z(p+1)‖dt,

SC =

∫ T

0

‖πz‖dt.

Proof. Starting from the error representation of Theorem 3.1, we add and subtract
the degree p left-continuous piecewise polynomial interpolant πz defined above to
obtain

〈zT , e(T )〉 = 〈z(0), e(0)〉

+
M
∑

m=1

〈z(tm−1)− πz(t+m−1), [U ]m−1〉+
∫ tm

tm−1

〈z − πz,R〉 dt

+

M
∑

m=1

〈πz(t+m−1), [U ]m−1〉+
∫ tm

tm−1

〈πz,R〉 dt

≡ ED +EG +EC .

We first note that the data error ED may be bounded by ‖z(0)‖ ‖e(0)‖ ≡ SD ‖e(0)‖.
By an interpolation estimate, we may estimate the discretization error EG as fol-
lows:

EG ≤
M
∑

m=1

‖z(tm−1)− πz(t+m−1)‖ ‖[U ]m−1‖+
∫ tm

tm−1

‖z − πz‖ ‖R‖dt

≤ Cp max
[0,T ]

{

∆tp+1(‖[U ]‖/∆t+ ‖R‖)
}

M
∑

m=1

∫ tm

tm−1

‖z(p+1)‖dt,

where
∑M

m=1

∫ tm
tm−1

‖z(p+1)‖dt =
∫ T

0
‖z(p+1)‖dt ≡ SG and Cp is an interpolation

constant. Finally, to estimate the computational error, we expand πz in the nodal
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basis to obtain

EC =
M
∑

m=1

p
∑

k=0

〈

z(tm−1 + τk∆tm), λk(0)[U ]m−1 +

∫ tm

tm−1

λk((t− tm−1)/∆tm)R(t) dt

〉

=

M
∑

m=1

p
∑

k=0

〈z(tm−1 + τk∆tm), R̄k
m〉 =

M
∑

m=1

∆tm

p
∑

k=0

〈z(tm−1 + τk∆tm),∆t−1
m R̄k

m〉

≤
M
∑

m=1

∆tm

p
∑

k=0

‖z(tm−1 + τk∆tm)‖ ‖∆t−1
m R̄k

m‖

≤ max
[0,T ]

‖∆t−1R̄‖
M
∑

m=1

∆tm

p
∑

k=0

‖z(tm−1 + τk∆tm)‖

≤ C ′
p max

[0,T ]
‖∆t−1R̄‖

M
∑

m=1

∫ tm

tm−1

‖πz‖dt,

where
∑M

m=1

∫ tm
tm−1

‖πz‖dt =
∫ T

0
‖πz‖dt ≡ SC and C ′

p is a constant depending only

on p. �

Remark. Theorem 3.2 estimates the size of 〈zT , U(T ) − u(T )〉 for any given vec-
tor zT . We may thus estimate any bounded linear functional of the error at the
final time by choosing zT as the corresponding Riesz representer. In particular, we
may estimate the error in any component ui(T ) of the solution by setting zT to the
ith unit vector for i = 1, 2, . . . , N .

Theorem 3.2 extends standard a posteriori error estimates for systems of ordinary
differential equations in two ways. First, it does not make any assumption on the
underlying numerical method. Second, it includes the effect of numerical round-off
errors. A similar estimate can be found in [18] but only for the simplest case of the
piecewise linear cG(1) method (Crank–Nicolson).

We now investigate the propagation of numerical round-off errors in more detail.
In the following, EC denotes the computational error defined by

(8) EC =

M
∑

m=1

〈πz(t+m−1), [U ]m−1〉+
∫ tm

tm−1

〈πz,R〉 dt.

Theorem 3.2 bounds the computational error in terms of the discrete residual de-
fined in (7). The discrete residual tests the continuous residual R = U̇ − f of (3)
against polynomials of degree p. In particular, it tests how well the numerical
method satisfies the relation

(9) U(tm) = U(tm−1) +

∫ tm

tm−1

f(U, ·) dt.

With a machine precision of size ǫmach, our best hope is that the numerical method
satisfies (9) to within a tolerance of size ǫ > ǫmach for each component of the
vector U . It follows by the Cauchy–Schwarz inequality that

max
m,k

‖R̄k
m‖ ≤ ǫ

√
N.

We thus have the following corollary.
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Corollary 3.3. The computational error EC of Theorem 3.2 is bounded by

|EC | ≤ SC C ′
p

ǫ
√
N

min[0,T ] ∆t
.

This indicates that the computational error scales like ∆t−1; the smaller the
time step, the larger the computational error. This explains why it is difficult to
compute a converging sequence of solutions for the Lorenz system and other chaotic
systems. At first, this seems non-intuitive, but it is a simple consequence of the fact
that a smaller time step leads to a larger number of time steps and thus a larger
number of round-off errors. However, it does not mean that one cannot obtain a
converging sequence of solutions to the Lorenz system as is commonly believed.
Converging solutions can be obtained as long as the discrete residual is kept under
control, that is, if EC ≤ EG.

Furthermore, the estimate of Corollary 3.3 is overly pessimistic. It is based on the
assumption that round-off errors accumulate without cancellation. In practice, the
round-off error is sometimes positive and sometimes negative. As a simple model,
we make the assumption that the round-off error is a random variable which takes
the value +ǫ or −ǫ with equal probabilities,

(10) (R̄k
m)i =

{

+ǫ, p = 0.5,
−ǫ, p = 0.5,

for all m, k, i. Under this assumption, we find that the expected size of the com-
putational error scales like ∆t−1/2. As we shall see in the next section, this is also
confirmed by numerical experiments.

In reality, round-off errors are not uncorrelated random variables, but the simple
model (10) may still give useful results. For a discussion on the applicability of
random models to the propagation of round-off errors, see [12] (Section 2.8).

Theorem 3.4. Assume that the round-off error is a random variable of size ±ǫ
with equal probabilities. Then the root-mean squared expected computational error

EC of Theorem 3.2 is bounded by

(E[E2
C ])

1/2 ≤ SC2

√

C ′
p

ǫ

min[0,T ]

√
∆t

,

where

SC2
=

(

∫ T

0

‖πz‖2 dt
)1/2

and C ′
p is a constant depending only on p.

Proof. As in the proof of Theorem 3.2, we obtain

EC =

M
∑

m=1

p
∑

k=0

〈z(tm−1 + τk∆tm), R̄k
m〉 =

M
∑

m=1

p
∑

k=0

N
∑

i=1

zi(tm−1 + τk∆tm)(R̄k
m)i,
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where by assumption (R̄k
m)i = ǫxmki and xmki ± 1 with probability 0.5 and 0.5

respectively. It follows that

E2
C =

M
∑

m,n=1

p
∑

k,l=0

N
∑

i,j=1

zi(tm−1 + τk∆tm)zj(tn−1 + τl∆tn) ǫ
2xmkixnlj

=
∑

(m,k,i)=(n,l,j)

z2i (tm−1 + τk∆tm) ǫ2x2
mki

+
∑

(m,k,i) 6=(n,l,j)

zi(tm−1 + τk∆tm)zj(tn−1 + τl∆tn) ǫ
2xmkixnlj .

We now note that x2
mki = 1. Furthermore, yijklmn = xmkixnlj is a random variable

which takes the values +1 and −1 with equal probabilities. We thus find that

E[E2
C ] = ǫ2

M
∑

m=1

p
∑

k=0

N
∑

i=1

z2i (tm−1 + τk∆tm) + 0 = ǫ2
M
∑

m=1

p
∑

k=0

‖z(tm−1 + τk∆tm)‖2

≤ ǫ2

min[0,T ] ∆t

M
∑

m=1

∆tm

p
∑

k=0

‖z(tm−1 + τk∆tm)‖2 ≤ S2
C2

C ′
p

ǫ2

min[0,T ] ∆t
,

where SC2
=
(

∫ T

0
‖πz‖2 dt

)1/2

. This completes the proof. �

Remark. By additional assumptions on the smoothness of the dual solution z, one
may relate the error to the expectation value of the distance from the starting point
for a random walk which is

√
n for n steps (for n large), and prove a similar estimate

for the expected absolute value of the computational error, E[|EC |] ∼ SCǫ/
√
∆t,

where SC =
∫ T

0
‖πz‖dt.

Remark. By Cauchy–Schwarz, the stability factor SC of Theorem 3.2 is bounded
by

√
TSC2

. For the Lorenz system, the two stability factors grow at equal rates
with SC2

∼ 3.3SC .

We conclude this section by discussing how the above error estimates apply to
the particular methods used in this work. The estimate of Theorem 3.2 is valid for
any numerical method but is of particular interest as an a posteriori error estimate
for the finite element methods cG(q) and dG(q) (see [13, 14, 15, 5]).

The continuous and discontinuous Galerkin methods cG(q) and dG(q) are formu-

lated by requiring that the residual R = U̇−f(U, ·) be orthogonal to a suitable space
of test functions. By making a piecewise polynomial Ansatz, the solution may be
computed on a sequence of intervals partitioning the computational domain [0, T ]
by solving a system of equations for the degrees of freedom on each consecutive
interval. For a particular choice of numerical quadrature and degree q, the cG(q)
and dG(q) methods both reduce to standard implicit Runge–Kutta methods.

In the case of the cG(q) method, the numerical solution U is a continuous piece-
wise polynomial of degree q that on each interval (tn−1, tn] satisfies

(11)

∫ tn

tn−1

v R dt = 0

for all v ∈ Pq−1([tn−1, tn]). It follows that the discrete residual (7) is zero if p =
q−1. However, this is only true in exact arithmetic. In practice, the discrete residual
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is nonzero and measures how well we solve the cG(q) equations (11), including
round-off errors and errors from numerical quadrature.3 For the cG(q) method,
we further expect the residual to converge as ∆tq. Thus, choosing p = q − 1 in
Theorem 3.2, one may expect the error for the cG(q) method to scale as

E = ED +EG +EC ∼ ǫ+∆t2q +∆t−1/2ǫ.

4. Numerical results

In this section, we present numerical results in support of Theorem 3.2 and The-
orem 3.4. The results were obtained using the finite element package DOLFIN [20]
version 0.9.2 together with the multi-precision library GMP [10]. For a detailed
discussion on the implementation, we refer to [17]. The source code as well as
scripts to reproduce all results presented in this manuscript are made available
at http://www.lorenzsystem.net/.

4.1. Solution of the Lorenz system. In Figure 2, we plot the solution of the
Lorenz system on the interval [0, 1000]. The corresponding phase portrait is plotted
in Figure 1. The solution was computed with cG(100), which is a method of order
2q = 200, a time step of size ∆t = 0.0037, 420-digit precision arithmetic4, and a
tolerance for the discrete residual of size ǫ ≈ 2.26 · 10−424.

The very rapid (exponential) accumulation of numerical errors makes the Lorenz
“fingerprint” displayed in Figure 2 useful as a reference for verification of solutions
of the Lorenz system. If a solution is only slightly wrong, the error is quickly
magnified so that the error becomes visible by a direct inspection of a plot of the
solution. In fact, as will be demonstrated below, errors accumulate at a rate of
approximately a factor 100.4 ≈ 2.5 per unit time.

Some interesting statistics may be computed from the solution displayed in Fig-
ures 1 and 2. One such statistic is shown in Figure 3 where we plot the fraction of
time spent around each of the two unstable fixed points P± = (±6

√
2,±6

√
2, 27).

We define the fraction of time α1(t) spent around the fixed point P+ by

α1(t) =
1

t

∫ t

0

χ1(s) ds,

where

χ1(t) =

{

1, if ‖u(t)− P+‖ < ‖u(t)− P−‖,
0, if ‖u(t)− P+‖ ≥ ‖u(t)− P−‖.

We define α2(t) analogously. The result seems to indicate that over long time, equal
time is spent around each of the two fixed points.

To verify the computed solution, we perform a simple experiment where we
compute the solution with methods of increasing order. The time step is fixed
(∆t = 0.0037) and so is the arithmetic precision (420 digits). By Theorem 3.2, we
expect the discretization error EG to decrease exponentially with increasing order
while the computational error EC remains bounded. The error should therefore
decrease, until EG < EC . Since no analytic solution or other reference solution is

3To account for additional quadrature errors present if the integral of (11) is approximated by
quadrature, one may add and subtract an interpolant πf of the right-hand side f in the proof of

Theorem 3.2 to obtain an additional term EQ = SQ max[0,T ] ‖πf − f‖ where SQ =
∫ T

0 ‖z‖ dt ≈

SC .
4The requested precision from GMP was 420 digits. The actual precision is somewhat higher

depending on the number of significant bits chosen by GMP.
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Figure 2. The three components of the Lorenz system on the
interval [0, 1000] with the x and y components plotted in blue and
green respectively (and almost overlaid) and the z component in
red.
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Figure 3. Fraction of time α1(t) spent around the first of the two

fixed points P± = (±6
√
2,±6

√
2, 27).

available, we compare the cG(10) solution with the cG(20) solution and conclude
that when the two solutions no longer agree to within some tolerance (here 10−16),
the cG(10) solution is no longer accurate. The same experiment is repeated for
cG(20/30), cG(30/40), . . . , cG(90/100), cG(99/100). The solutions are displayed
in Figure 4. The results indicate that the cG(99) solution is accurate on the time
interval [0, 1025]. Alone, this does not prove that the cG(99) is accurate at time
T = 1025. However, together with the error estimate of Theorem 3.2 and the
numerically computed values of the stability factors presented below, there is strong
evidence that the solution is accurate over [0, 1025].

We emphasize that similar results may be obtained with other numerical meth-
ods and other software. In particular, Theorem 3.2 shows that the solution is
computable with any solver that (i) discretizes the equations with high order and
(ii) solves the discrete equations with high precision. The authors are aware of two
such solvers: the DOLFIN solver used in this work and Taylor [16]. As a reference,
we include values of the solution of the Lorenz system with 16 digits on the inter-
val [0, 1000] in an appendix of this paper. The full reference solution is available
at http://www.lorenzsystem.net/.

4.2. Dual solution and stability factors. The solution of the dual problem
of the Lorenz system on the interval [0, 1000] is plotted in Figure 5. The dual
solution grows exponentially backward in time. The size of the dual solution at
time t = 0 is SD = ‖z(0)‖ ≈ 0.510 · 10388. By Theorem (3.2), it follows that
perturbations in initial data for the Lorenz system are amplified by a factor 10388

at time T = 1000. The amplification of round-off errors may be estimated similarly
by integrating the norm of the dual solution over the time interval. One finds

that SC =
∫ T

0
‖πz‖dt ≈ 2.08 · 10388, which is the amplification of errors caused

by finite precision arithmetic. The stability factor for discretization errors depends
on the numerical method and in the case of the cG(1) method, one finds that

SG =
∫ T

0
‖ż‖dt ≈ 28.9 · 10388. This is summarized in Table 1.

By repeatedly solving the dual problem on time intervals of increasing size, it
is possible to examine the growth of the stability factors as function of the end
time T . The result is displayed in Figure 6. Note that each data point (T, S)
in Figure 6 corresponds to a solution of the dual problem on the interval [0, T ].
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Figure 4. Computed numerical solutions for the Lorenz system
with methods of increasing order, starting at cG(10) (a method of
order 20) and increasing up to cG(99) (a method of order 198).

SD SG SC

0.510 · 10388 28.9 · 10388 2.08 · 10388
Table 1. Size of the stability factors SD, SG (for cG(1)), and SC

at T = 1000.

However, the linearity of the dual problem and the small size of the Lorenz system
makes it possible to store the solution operators z(T ) 7→ z(tn) for a partition
0 = t0 < t1 < · · · < tM = T as a sequence of 3 × 3 matrices and reuse those
solution operators when solving the dual problem on the interval [0, T +∆T ]. This
procedure is described in more detail in [19, 17].

By Figure 6, it is evident that the stability factors grow exponentially with the
end time T . On [0, 1000], the growth of the stability factor(s) may be approximated
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Figure 5. A logarithmic plot of the absolute value of the dual
solution of the Lorenz system on the time interval [0, 1000] (left)
and a detail of the solution on the time interval [0, 20] (right). The
dual solution was computed with final time data zT = (1, 0, 0).

Figure 6. Growth of the stability factors SC (left) and SG (right)
for the Lorenz system on the time interval [0, 1000]. The stability

factor SG =
∫ T

0
‖ż‖dt is the discretization stability factor for the

cG(1) method.

by

(12) S(T ) ∼ 100.388T ∼ 100.4T .

The rate of growth is very stable and it is therefore reasonable to extrapolate beyond
time T = 1000 to predict the computability of the Lorenz system on [0,∞). We
return to this question below in Section 5.

A growth rate of 100.388T is far below the growth rate e33T indicated by the
simple analytic a priori error estimate (2). A close inspection of the growth of the
stability factor SC (Figure 7) explains the discrepancy between the two estimates.
The growth rate of the stability factor is not constant; it is not even monotonically
increasing. While it sometimes grows very rapidly, the average growth rate is much
smaller. The analytic a priori estimate must account for the worst case growth rate
and will therefore overestimate the rate of error accumulation by a large margin.
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Figure 7. Growth of the stability factor SC accounting for accu-
mulation of round-off errors on the time interval [0, 50].

4.3. Error propagation. We conclude this section by examining how the error
depends on the size of the time step ∆t. In Section 3, we found that the dis-
cretization error EG scales like ∆t2q for the cG(q) method. On the other hand,
we expect the computational error EC to scale like ∆t−1/2. Since initial data is
represented with very high precision, we have E ≈ EG +EC ∼ ∆t2q +∆t−1/2. We
thus expect the error to decrease when the time step is decreased, at least initially.
However, at the point where EG = EC , the computational error will start to dom-
inate and we expect to see the error increase with decreasing time step. This is is
confirmed by the results presented in Figure 8, which also confirm the convergence
rates EG ∼ ∆t2q and EC ∼ ∆t−1/2. We also note that the error remains bounded
for large values of ∆t; the numerical solution stays close to the attractor but in the
wrong place.

5. Computability of the Lorenz system

5.1. A simple model for the computability of the Lorenz system. Based
on the analysis of Section 3 and the numerical results of Section 4, we develop a
simple model for the computability of the Lorenz system. We consider the cG(q)
method and make the following Ansatz for the error at the final time T as function
of the time step ∆t, the polynomial degree q, and the precision ǫ,

E =
[

C
[q]
1 ‖U(0)− u(0)‖+ C

[q]
2 ∆tα + C

[q]
3 ∆tβǫ

]

· 100.388T .
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Figure 8. Error at time T = 30 for the cG(1) solution (left) and
at time T = 40 for the cG(5) solution (right) of the Lorenz system.
The slopes of the green lines are −0.35 ≈ −1/2 and 1.95 ≈ 2 for the
cG(1) method. For the cG(5) method, the slopes are−0.49 ≈ −1/2
and 10.00 ≈ 10.

q 2 3 4 5

α 4.04 5.46 8.15 10.00
β -0.47 -0.50 -0.50 -0.49

Table 2. Values of the constants α and β as function of q at time
T = 40.

To determine the constants α, β, C
[q]
1 , C

[q]
2 , and C

[q]
3 , we repeat the experiment

of Figure 8 for q = 2, 3, 4, 5 on the interval [0, 40] using the cG(100) solution as a
reference. The constants α and β may be determined by a least-squares fitting of a
linear polynomial to the regime where the error is dominated by the discretization
error EG or the computational error EC , respectively. The results are given in
Table 2. As expected, we find that α ≈ 2q. Furthermore, we find that β ≈ −1/2
in agreement with Theorem 3.4.

Next, we fix the constants α = 2q and β = −1/2 and determine the constants

C
[q]
1 , C

[q]
2 , and C

[q]
3 as function of q. In Section 3, we found that SD(T ) = ‖z(0)‖ ≈

0.510·100.388T ; hence C [q]
1 ≈ 0.5. By fitting curves of the form C

[q]
2 ∆t2q ·100.388T and

C
[q]
3 ∆t−1/2 · 100.388T to the two regimes where either EG or EC dominates, we find

values for the constants C
[q]
2 and C

[q]
3 . We expect C

[q]
2 to decrease with increasing q

(it is essentially an interpolation constant) and C
[q]
3 to grow at a moderate rate (by

a close inspection of the proof of Theorem 3.4). The results are listed in Table 3.
Based on these results, we find that

C
[q]
2 < 0.001,

C
[q]
3 ≈ 0.002 + 0.0005q.

We thus arrive at the following model for the propagation of errors:

(13) E ≈
[

0.5 ‖U(0)− u(0)‖+ 0.001∆t2q + (0.002 + 0.0005q)∆t−1/2ǫ)
]

· 100.388T .
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q 2 3 4 5

C
[q]
2 0.000356 0.000135 0.000032 0.000007

C
[q]
3 0.0031 0.0036 0.0042 0.0048

Table 3. Values of the constants C
[q]
2 and C

[q]
3 as function of q.

5.2. Optimal time step. Based on the model (13), we determine an estimate of
the optimal time step size by setting EG = EC . We find that

(14) ∆t = ((2 + 0.5q)ǫ)
1

2q+1/2 ≈ ǫ
1

2q+1/2

for large values of q. Inserting the values ǫ = 10−420 and q = 100 used in this work,
we find ∆t ≈ 0.008 which is reasonably close to the value of ∆t = 0.0037 which was
used to compute the solution.

5.3. Computability as function of machine precision. To answer the question
posed in the introduction — How far is the solution computable for a given ma-

chine precision? — we insert the approximate optimal time step ∆t given by (14)
into (13). Neglecting data errors, that is, assuming U(0) = u(0), we find that

E ≈ 2 · 0.001∆t2q · 100.388T ≈ 0.002ǫ
2q

2q+1/2 · 100.388T ≈ 0.002ǫ · 100.4T

for large values of q. Let nǫ = log10 ǫ be the number of significant digits. It follows
that E ≈ 0.002 · 100.4T−nǫ . We conclude that the time T at which the solution is
no longer accurate is

T = nǫ/0.4 = 2.5nǫ.

With six significant digits available to Lorenz in 1963, the computability was
limited to T ≈ 2.5 · 6 = 15. With 16 significant digits, the computability is limited
to T ≈ 2.5 · 16 = 40. Finally, with 420 significant digits, as was used in this work,
the computability is limited to

T ∼ 2.5 · 420 = 1050 > 1000.

A more precise estimate is possible by considering the actual size of the stability
factor at any given time T . Noting that SC(T ) ≈ 2 · 10388 at T = 1000, we may
obtain the estimate

E ≈ 0.001ǫ SC(T ).

With ǫ = 10−16, it follows from Figure 6 that E = 0.001 at T ≈ 50. Furthermore,
for ǫ = 10−6 we find that the computability is limited to T ≈ 25.

6. Conclusions

We have demonstrated that the Lorenz system is computable over long time
intervals by high order and high precision numerics. In particular, we have demon-
strated that the solution is computable on the time interval [0, 1000]. Increasing the
number of significant digits beyond the 420 digits used in this work increases the
interval on which the Lorenz solution is computable. In fact, we have demonstrated
that the size of the time interval on which the solution is computable scales linearly
with the number of digits, T ∼ 2.5nǫ. Thus, if a precision of 840 digits is used, one
may compute the solution on [0, 2000] and if a precision of 4200 digits is used, one
may compute the solution on [0, 10000].
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Furthermore, we have derived a quantitative global error estimate for the Lorenz
system (and other systems of ordinary differential equations) that includes the effect
of errors in initial data, discretization errors, and computational (round-off) errors.
The results of numerical experiments agree well with the theoretical predictions
based on this estimate.
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Appendix A. Reference solution on [0, 1000]

t x y z

0 1 0 0

1 −9.408450567056036 −9.096199071186479 28.581627624392340

2 −7.876082549991658 −8.761621817314939 24.990260995565926

3 −8.143999245434069 −6.942058961947722 28.120426584688346

4 −9.453542010189011 −10.430214212303325 26.938025375071280

5 −6.974570472684818 −7.021060890822531 25.119616492127594

10 −5.857685382424090 −5.831082486426101 23.932132987027561

15 −10.307035782050431 −4.451151241384303 35.094663385722221

20 −8.021143613317436 −11.905464749171751 19.856374858398414

25 −0.960995516331200 −2.395630257446737 20.215326486394101

30 −3.892637337379485 0.274019816217374 27.866107798922574

35 −13.160033671307707 −17.934308953754190 27.389641766647930

40 −0.194731422418737 0.181102990970540 17.234465691306429

45 −4.209878880668230 −4.949651517445130 20.445977088053489

50 16.246275544569393 23.171100649775568 30.162707065608277

100 12.286006677018985 16.581464262811753 26.597525090160012

150 3.714163850157513 4.963799440808135 18.356814911871552

200 −0.428878362621397 −0.812388566743750 8.141562045191055

250 2.502814098879616 4.820514815351314 7.743299823079606

300 −7.946536271496051 −1.159949771727215 33.524744262421997

350 9.112823629247304 14.898280249726538 17.891171661916864

400 5.943245586080340 9.672638471715088 16.076376870383008

450 −6.180721929981728 −10.835782455846392 13.289688415684369

500 −11.118772890892362 −15.011144913050707 25.223573344110680

550 −3.035500113897037 0.579934174022604 26.679609648806029

600 13.982585780713302 12.606312490063734 35.686835498440018

650 −0.731432166791398 0.267894604554171 20.518258634657265

700 −7.974669839553495 −2.477557738987132 32.428427138140691

750 −5.483956851307489 −9.590492702691833 13.012815684212407

800 0.882587574884531 1.111923175877187 15.724886069017078

850 9.522594933374956 14.745161623188793 20.068031706266400

900 15.450276601479965 21.458347336788307 29.834655787376352

950 3.491185243251774 6.231329755516670 11.366593194327329

1000 12.537229584422063 12.842013118843248 31.953398729274273


