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Abstract. FEniCS is a collection of software tools for the automated solution of differential equations by finite element
methods. In this note, we describe how FEniCS can be used to solve a simple nonlinear model problem with varying levels
of automation. At one extreme, FEniCS provides tools for the fully automated and adaptive solution of nonlinear partial
differential equations. At the other extreme, FEniCS provides a range of tools that allow the computational scientist to
experiment with novel solution algorithms.
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INTRODUCTION

The FEniCS Project [1] is a collaborative effort towards the development of innovative concepts and tools for
automated scientific computing. Particular emphasis is placed on finite element methods for partial differential
equations. An overview of the project can be found in [2]. FEniCS is organized as a collection of interoperable
components, all released under a free/open-source license (GNU L/GPL).

One of the main components is DOLFIN which provides the user interface for FEniCS. The user interface is
available in two different forms: either as a C++ library or as a Python module. Both provide the user with a range of
classes and functions that automate various aspects of the finite element method. A novel feature of FEniCS is that
it relies on automated code generation for the general and efficient solution of finite element variational problems. In
particular, code for the assembly of finite element matrices and vectors is automatically generated by a form compiler
for each particular partial differential equation and each particular choice of finite element discretization. This allows
FEniCS to combine two seemingly contradictory properties: generality, by handling a large class of partial differential
equations, and efficiency, by generating optimized and highly specific code for each particular equation. For a more
detailed exposition, we refer to [3, 4, 5, 6, 7].

In this note, we examine the Python interface of FEniCS/DOLFIN and demonstrate how it can be used to solve a
partial differential equation with varying levels of automation. Users may rely on FEniCS to automatically compute
solutions of nonlinear partial differential equations with automatic adaptive error control, or use the tools provided by
FEniCS to design novel solution algorithms and experiment with different discretizations.

SOLVING A NONLINEAR PDE IN FENICS

As a model problem, we consider the following nonlinear partial differential equation:

—V-((1+sinu)Vu) = sin(5mx), inQ=(0,1)x(0,1),
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The corresponding variational problem takes the following form: find # € V such that
F(u;v) = / (1 —i—sinzu)Vu-Vvdx—/ sin(57x)vdx =0
Q Q

forallveV where V= {ve H'(Q):v=00nQp}.



Automated discretization, solution, and error control

We first demonstrate how the solution of (1) can be computed using fully automated discretization, solution, and
goal-oriented error control. Automated goal-oriented error control was recently added to FEniCS (in DOLFIN 0.9.8),
based on an automation [8] of the framework for goal-oriented error control presented in [9, 10]. To compute the
solution with automatic error control, we specify a functional of interest (the goal functional) .# : V — R. Automated
goal-oriented error control then seeks to find a suitable discrete subspace V;, C V such that

| A (1) — A (un)| < &,

where € > 0 is a given tolerance and uy, € V}, is the finite element solution of the variational problem on V},. Here, we
consider the simple case where the functional is given by the average of the solution over the domain; that is,

Q
To solve (1) to within a given tolerance in FEniCS, one only needs to define the computational domain, the
variational problem, the boundary conditions and the goal functional, and then ask FEniCS to compute the solution.
This is illustrated below where we list a complete program for computing the solution with fully automated adaptive
error control. The solution to this problem is shown in Figure 1, along with the adaptively refined mesh.

from dolfin import «

# Create mesh and function space
mesh = UnitSquare (4, 4)
V = FunctionSpace (mesh, "CG", 1)

# Define Dirichlet boundary
def dirichlet_boundary (x) :
return x[0] == 1.0 or x[1] == 1.0

# Define boundary condition
g = Constant (0)
bc DirichletBC(V, g, dirichlet_boundary)

# Define source term

f = Expression("sin (5xpi*x[0])")

# Define variational problem

u = Function (V)

v = TestFunction (V)

F = inner ((1 + sin(u)**2)=*grad(u), grad(v))*dx frvrdx
M = uxdx

# Solve variational problem
problem = AdaptiveVariationalProblem(F, bcs=[bc], goal_functional=M, u=u)
u = problem.solve (le-5)

# Plot and save solution

plot (u, title="Solution", interactive=True)
file = File("solution.pvd")

file << u

Automated discretization and solution

A user may wish to rely on FEniCS for automated discretization and solution, but design a novel adap-
tive algorithm or compute the solution on a fixed mesh. We illustrate this in the program listed below. Here,
AdaptiveVariationalProblem is replaced by VariationalProblem. These two classes differ in that
VariationalProblem expects as input the nonlinear variational problem F(u;v) as well as the its Fréchet
derivative F’. This may either be supplied by the user or, as in the code listed below, computed automatically by
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FIGURE 1. The computed approximate solution u, of (1) and the adaptive refined mesh.

FEniCS by a call to derivative. Both AdaptiveVariationalProblemand VariationalProblem use
Newton’s method to solve nonlinear systems. The automatic differentiation is symbolic, and not numerical. For an
overview of automatic differentiation in FEniCS, we refer to [11].

[initial part of program same as above]

# Define variational problem

u = Function (V)
v = TestFunction (V)
F = inner((l1 + sin(u)»**2)xgrad(u), grad(v))xdx - fxrvxdx

du = TrialFunction (V)
dF = derivative(F, u, du)

# Solve variational problem
problem = VariationalProblem(dF, F, bcs=[bc], nonlinear=True)
problem.solve (u)

# Plot and save solution

plot (u, title="Solution", interactive=True)
file = File("solution.pvd")

file << u

Automated discretization

Although FEniCS provides tools for simple and automatic solution of linear and nonlinear partial differential
equations, it is recognized that solution methods are diverse and evolving. FEniCS therefore provides a set of tools
that can be used to experiment with different solution techniques. Two such tools are the assemble and solve
functions. In the code snippet below, we illustrate how these may be used to assemble and solve a linear system
for a single iteration of Newton’s method for the solution of the nonlinear partial differential equation (1). Optional
arguments may be given to the solve function to select different direct or iterative linear solution methods and, in
the latter case, to select a preconditioner.

[

‘# Assemble linear system
‘A = assemble (dF)
b

= assemble (F)



# Apply boundary conditions
bc.apply (A, b)

# Solve linear system
dx = Vector ()
solve (A, dx, b)

Low-level interaction

FEniCS also provides low-level interfaces that allow advanced users to fine-tune solution algorithms. One such in-
terface is the UFC interface [12] which specifies the mechanisms for communication between FEniCS and application-
specific generated code. This code is normally generated automatically, but users with specific needs may also choose
to implement this code, or parts of it, manually and communicate the code to FEniCS through the UFC interface.

DISCUSSION AND CONCLUSIONS

We have demonstrated how FEniCS can be used to solve partial differential equations with varying level of automation
and complexity. The user interface of FEniCS is the result of an iterative development process over many years. With
the recent release of DOLFIN 0.9.8, FEniCS is approaching the release of a stable interface with the expected release
of DOLFIN 1.0 at the end of 2010.
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