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Abstract—Fat-trees are a very common communication archi- without disconnecting any computing nodes, with failing-ne
tecture in current large-scale parallel computers. The probability work elements depends strongly on the network topology
of failure in these systems increases with the number of compo- and the routing function used to generate paths through the

nents. We present a routing method for deterministically and twork. For th t t ; tedaft fault
adaptively routed fat-trees, applicable to both distributed and network. For the system (o remagonnectedatter a fau

source routing, that is able to handle several concurrent faults has occurred, there must exist a path between every pair of
and that transparently returns to the original routing strategy = computing nodes that avoids the failed element.

once the faulty components have recovered. The method is local  The most simplistic fault tolerance method, and perhaps
and dynamic, completely masking the fault from the rest of the the most widely deployed, is to shut down the network that

system. It only requires a small extra functionality in the switches - .
to handle misrouting around a fault. The method guarantees contains the faulty components and replace them. This rdetho

connectedness and deadlock and livelock freedom for up tb—1  requires no complex mechanisms, but the time to toleration
arbitrary simultaneous switch and/or link faults where k is half may vary from hours to days, depending on the availability of
the number of ports in th(_? switches. Our simulation experiments replacement hardware. However, it might not be necessary to
show a graceful degradation of performance as more faglts ocCtU  ghut down the entire system to perform the replacement.
Furthermore, we demonstrate that for most _fault combinations, An example of a slightly more complex mechanism is the
our method will even be able to handle significantly more faults o .
beyond the k — 1 limit with high probability. ability of BlueGene/L to shut down the faulty parts of its
network and continue functioning at reduced capacity. This
example indicates another step on the path to reducing time
|. INTRODUCTION to toleration, that of reconfiguring the network automalyca
In order to reduce costs, most clusters, and even supercaither by halting it or while it remains in operation. Such
puters, use commodity components. Now that the requiretbthods are known as reconfiguration methods, because the
computing power no longer can be achieved with a singleetwork is reconfigured once the fault is discovered. A digni
processor, parallelisation has become the de facto methodcant challenge when using reconfiguration is to guaranigte th
achieving high computational efficiency and huge processithere are no dependencies between packets being routegl in th
powers. Large computer systems such as supercomputetvork throughout the reconfiguration that may cause sycle
are constructed by interconnecting many smaller computiagd deadlock the network. A long-used method of ensuring
devices through a switched interconnection network. Thikis is to halt the network and its applications and drainfit o
numerous computing devices usually communicate over tak traffic before it is reconfigured, thereby guaranteeinagt t
interconnection network in order to cooperatively solvargé there is no traffic in the network during the reconfiguration.
computational problem, so a critical factor of such systésnsThis is static reconfigurationlt is very time-consuming and
the ability of the computing devices to communicate. Manmequires that the network applications are checkpointed at
applications require large amounts of data to be transgorteegular intervals so that they may be restarted once theonketw
between the computing devices. The speed at which tlissreconfigured. Much research is therefore being directed
communication occurs will, to a large extent, dictate thewards reconfiguring the network while it is online without
efficiency of the supercomputer. Therefore, an efficient amatroducing dependencies that may deadlock it, known as
reliable interconnection network is a crucial component afynamic reconfiguration
large-scale computing systems. Reconfiguration takes time, either to run a distributed meco
As the race for higher computing speeds progresses, axistiiguration algorithm or to gather the information that a ceht
technology is pushed to its limits. This also affects thernt entity requires to calculate the new routing tables andidige
connection network. Higher speeds leave less margin for.erthem. Furthermore, since faulty networks must generally be
Further, the increased power consumption may lead to shoneewed as irregular networks, a generic routing algorithaym
expected lifetimes of the network devices and decreased mée required to maintain connectivity. This approach wiglgi
time between failures (MTBF). It becomes vitally importangood probabilities of remaining connected despite network
that the interconnection network is able to operate close failures, but the use of general-purpose routing algorsthmay
its nominal capacity even when network elements (typicallyave a severe negative effect on network performance.
switches and their interconnecting links) cease to fumctio The remaining approaches fall within the class of rerouting
correctly. algorithms. These are inherently dynamic. By configuring th
The ability of the interconnection network to maintain aetwork with alternative paths from start-up it is possitde
high operational efficiency, or at least to remain operationfurther reduce the time taken to route packets around n&twor



faults. In the approach that we catdpoint dynamic rerouting CM [13]. A more recent example is SGI Altix 3700 [29],
the network is configured with multiple paths between everyhich is used in NASAs Colombia, and the Ranger system at
source/destination pair. It requires much less time befloee the Texas Advanced Computing Centre. Due to the widespread
fault is tolerated than the reconfiguration methods, butesorase of the fat-tree, we will constrain our proposal to this
time is still required to inform the sources of the networkopology.
faults when they occur. During this time, traffic alreadylet In this paper we present a dynamic local rerouting method-
network will still encounter the fault and must be discardedology for fat-trees. It can guarantee connectivity for uial

The most expedient way of handling a fault is to let thancluding & — 1 arbitrary faults using either deterministic or
devices that are directly connected to the faulty elemde taadaptive routing, wheré is half the number of ports in the
care of the problem. We call this approatiital dynamic switches. We implement this methodology as four different
rerouting, because the fault is handled locally by the netwonlouting algorithms: link fault tolerance and link/switchuit
elements. For instance, if a switch learns that one of itslerance for deterministic routing, and link fault toleca and
neighbouring switches is no longer available, it is resfimas link/switch fault tolerance for adaptive routing. We shdvat
for forwarding packets on alternative paths that avoid thétf using deterministic routing we require two virtual charsni
This requires that there are preconfigured paths around gularantee deadlock freedom with more than one link fault and
single elements that may fail in the network. This createsymathree virtual channels for more than one switch fault, while
possible paths in the network, and care must be taken to avd&hdlock freedom for the adaptive version of the dynamialloc
dependencies and deadlock. rerouting algorithm does not require the use of virtual cteds

Of the approaches listed here, local dynamic rerouting hasall, either for link or switch faults. Furthermore, we kav
by far the lowest time to toleration and so has the lowepteviously shown that the dynamic local rerouting algarith
number of packets lost when a fault occurs. In fact, onlylso is applicable to source routing for link faults [16].
packets that are crossing the failing element at the time ofThe rest of the paper is organised as follows. Section
failure, or packets irreversibly buffered at the failingment, Il introduces the k-ary n-tree, the commonly used fat-tree
will be lost. However, due to the local nature of the pathse consider in this paper. Section Il discusses previous
utilised when tolerating faults, they may be suboptimal. ~ work relevant for dynamic fault tolerance and multistage

The large time penalty incurred by static fault toleranciterconnection networks. In section IV, we present a set of
may prevent the approach from providing high computationdéfinitions that are needed for presenting the fault-tokera
efficiency in the case of frequent fault events. This is Ugualrouting mechanism in section V. We apply this mechanism
the case for large supercomputers, because the probabidtydeterministic routing in Section VI, and adaptive rogtin
of failure increases with the number of components. Furthém Section VII, and show that the algorithms are connected
the high hardware cost or long turnaround time makes it amd deadlock free. In Section VIII we present a simple
expensive solution. Thus, in systems that have frequetisfaureconfiguration scheme for fat-trees to which we will congpar
some of which may be transient, dynamic fault tolerancees tlhur dynamic local re-routing algorithms. The algorithms ar
preferred choice. Therefore, we will adopt the local dyramevaluated and compared in Section IX. Section X concludes
rerouting approach in this paper. the paper.

Local dynamic rerouting requires a mechanism for rerouting
packets around faults locally. This can be achieved eitger b
using an adaptive routing algorithm, or by adding a rerautin
mechanism to the switches in the case of deterministicmguti  The basic characteristic of a fat-tree is that the link cépac
We will explore both of these options. at every tier is constant. This is different from an ordintige,

Parallel computer systems often use the following netwoik which the aggregate capacity of each tier becomes smaller
topologies: either direct networks such as the k-ary n-culs we approach the tree root. The increase in link capacity at
and mesh, or Multistage Interconnection Networks (MIN). I@ach switch tier compared to ordinary trees may be achieved
direct networks (e.g. mesh), all switching elements congai by simply increasing the capacity of the links and switches
computing node. On the other hand, MINs are constructéta tree with only a single root. However, the most common
with multiple switching stages through which the packet mugpproach is to add additional switches and links so that the
traverse from one processing node to another. MINs were firstmber of links and switches at every tier is the same, for
introduced by C. Clos in 1953 as a means of constructifigstance as a k-ary n-tree [12].
nonblocking telephone switching networks [4]. A typical fat-tree with 4-port switches is depicted in Figur

A specific MIN topology is the fat-tree. The fat-tree wad. It is a k-ary n-tree (in this case a 2-ary 5-tree) as it is
proposed by C. Leiserson in 1985 [9]. Most of the commercidefined in [12] and Definition 1. The k-ary n-tree is the class
interconnection technologies for SANs and clusters adeocaf topology we consider throughout the paper, but it is jisst a
the use of fat-trees or other bidirectional MINs, for instan easy to apply the algorithms we develop here to the m-port
Infiniband [1] and Quadrics [11]. Because of this, the faetr T-tree [15].
is to be found in many parallel computer systems. Two of Assume a bidirectional MIN in which the top tier is tier
the top 10 supercomputers rely on the fat-tree topology @sand processing nodes are connected to the bottom tier,
their primary interconnection network [24] (November 2D09tier n — 1. Every switch hask ports in each direction of
A classical example of a supercomputer using fat-trees tiee bidirectional MIN. Each of the: tiers consists ofc™ !

Il. BACKGROUND



such switches. Within each switch tier, switches are nuetberthe packet is routed downwards to its destinafio@iven that
sequentially from zero and upwards from left to right. the fat-tree has multiple roots, there will be multiple Eath

The following definition states how switches should bBetween any source/destination pair. This property may be
interconnected to switches at their neighbouring tiersotnf Utilised efficiently in a static/dynamic reconfigurationulia
a k-ary n-tree. The definition uses a notation for n-tuplet9lerance scheme or an endpoint dynamic rerouting fault-
{0,1,...,k — 1}, which indicates that the n-tuple may bdolerance scheme.
viewed as an-digit number where each digit may have one The fat-tree topology allows for fully adaptive routing et
of the values{0,1,...,k — 1}. An n-tuple w may also be upward phase. Every switch port that leads further up in the
represented by its individual digits as), w1, . .., wn_1. network is a shortest path towards a least common ancestor
Definition 1: A k-ary n-tree is composed of two types Opf the source and destingtion of the_packet. However, in the
vertices:N = k" processing nodes angs £"~! communica- downward phase, there is only a single shortest path from

tion switches, each witk ports in the upward and downward®"y switch to the packet destination. Hence, it is difficult
directions. Each node is an n-tuple, 1,...,k — 1}", while to implement local dynamic fault tolerance in the downward

each switch is defined as an ordered pairw,! >, where phase, because there are no additional minimal paths that ma
w is the number of the switch in the sequence from left 8¢ Supplied by the algorithm for selection. As a result, it

right represented as an n-tupte,c {0,1,...,k— 1}~ and is necessary to develop a new rout?ng algorithm 'Fhat makes
additional downward paths available in the case of linkufal

1€{0,1,...,n— 1} is the tier where it is located.

o TWo switches < wg,w1,...,w,_2,l > and < IIl. RELATED WORK
wp, Wi, = s Wp_o, 1" > are C(?nnecteq by an edge if and Muych of the work on fault tolerance in multistage inter-
only if I' =1+ 1 andw; = w; for all i # . ~connection networks focuses on providing multiple paths-en

o There is an edge between the switchy-end to facilitate either static reconfiguration or eridpo
< Wo, Wiy Wp—2,m — 1> and the dynamic rerouting. A frequently used approach to supply
processing nodepo,p1,...,pn—1 if and only if myitiple paths is to add hardware to the network, in the form
w; =p;Vi € {0,1,...,n —2}. of additional switch stages or additional links and swighe

Note that the tier numbering is opposite of that of converalo 0 the already existing stages [22], [28]. Another approach
multistage interconnection networks which usually lathed t '€lies on every source being connected to more than one
tier connected to the processing nodes astién this context destination and every destination being connected to nhare t
upward and downward is relative to the top and bottom of t{f1€ source. The result is that it is impossible to isolatevargi
tree, i.e. upwards is towards tiérand downwards is towards S€t of sources and destinations when there is a network fault
tier n — 1. An example of this switch labelling is shown intherefore, it is possible to bypass a fault using the halisti
Figure 1. property of the network. Such a network offdtgl dynamic
accessand allows packets to be routed through the network
in several passes by using intermediate destinations 88], [

0000 0001 0010 0011 0100 0101 0110 0111 1000 1001 1010 1011 1100 1101 1110 1111

stage 0 Hybrid approaches have also been suggested, combining mul-
~§§§ ”” tiple paths with routing in multiple passes to achieve a tgrea
N <] ’ ple p g ple p
'B:’:NN NNK"" degree of fault tolerance [21].
””4’& %RQE\ Similar work has been performed on types of fat-trees that
””’ﬁ "‘\#\\ do not provide multiple paths in their basic construction.
stage 1 “g“’ \“%%?’>> An orthogonal fat-tree attempts to maximise the number of
}{0}:0:;014' h{ojﬁﬁg{' leaves connected to a tree for a given switch degree [27].
stage 2 "b’i§§> /‘/‘7‘49\4&#) This approach supplies only a single path between any
:0:‘ % ‘ ‘ %:0:‘ source/destination pair. To adapt the approach so thamit ca
stage 3 I N BTN deal with faults, a fault-tolerant orthogonal fat-tree J[2fas
stage 4

been proposed that supplies a number of disjoint paths leetwe
Switch group every source/destination pair by increasing the switchreteg
This approach allows endpoint dynamic rerouting or static
Figure 1. ~ Switch labelling in a 2-ary 5-tree. The outline @mpasses a reconfiguration. However, it may not be used to achieve local
switch group (Definition 10). dynamic rerouting in a straightforward manner.
A comprehensive study of the fault-tolerant properties
Packet routing in a fat-tree is carried out in much the saneé several multistage interconnection networks is pertm
way as in an ordinary tree, or any other least common ancestor[10]. None of the methods evaluated consider dynamic
network [14]. Packets are routed towards the tree root urfdult tolerance, and the authors found that enhancing MIN
they reach a switch that is the least common ancestor of tiag@ologies with additional hardware may lead to a decrease i
source and destination, i.e., a switch that may reach bgtarformance compared to the original network.
the source and destination in the downward direction, butlN _ o o _
ote that relative to the enumeration given in Definition 1aaket in an

through diﬁerent_"nks' This is called thepwards p_haseThe upwards phase will traverse decreasing switch tier numlaers,a packet in
upwards phase is followed by downwards phasén which the downward phase will traverse increasing tier numbers.



To provide local dynamic rerouting, Sengupta et al. [20] Definition 2: An adaptive routing functiol* supplies a set
propose a modified version of the single path Omega netwark possible output queues to be used by an incoming packet
to create multiple paths between the source/destinatios, paon input port: on switchs to reach a destinatiod. When a
which may be used to avoid faults dynamically while theet of possible output queues for a packet has been given by
packet is traversing the network. Furthermore, Sengupth aan routing function, the actual queue into which the packet is
Bansal [19] propose another topology, called the Quad Trderwarded is chosen by selection function
which consists of two parallel Double Trees. There are links Definition 3: A deterministic routing functiorR* supplies
interconnecting the same stages in the two trees, whiclvallone output queue to be used by an incoming packet on input
packets to be re-routed dynamically. Both topologies ailg orport i on switchs to reach a destinatiod. The output queue
able to tolerate a single fault in any stage. Yet another aiktw is the same for all incomming packets to the same destination
topology that supports dynamic rerouting is the modified Note that the incoming port and the associated virtual
MIN presented in [26]. Redundant links are placed betweehannel may or may not be part of the routing function,
switches at the same stage. This allows a packet to thepending on what is required by the algorithm and supported
forwarded to another switch at the same stage when a fao§t the hardware.
is encountered. The same approach is used in [18], wherdefinition 4: A link is a connection between two switches
crossover links between two parallel fat-trees are used fivat are connected by an edge (as defined in Definition 1),
local dynamic fault tolerance. This method may, in pringjpl allowing information such as data packets to pass between
be applied to many MIN topologies, but it still only provideghem.
tolerance of a single fault. A downward link from a switch at tiet is the connection

FRoots [23] is a topology-agnostic routing algorithm theat ito a switch at tief + 1. Recall that we assume that queues are
designed to provide both end-to-end and local dynamic faldicated at the switch outputs. A downward queue is therefore
tolerance. It is based on the idea that every network nodegueue at a switch output port that is connected to a switch
should be a leaf of a tree, so that if a node fails, no traffine tier lower down (from tiet to I + 1) by a link. Similarly,
passes through it other than traffic to and from it. This i@n upward queue is a queue at a switch output port that is
achieved by constructing several Up*/Down* routing graphsonnected to a switch one tier higher up by a link (from tier
such that each node is a leaf in at least one graph. Edch 1 to [). This combination of queue and link may also be
Up*/Down* graph is implemented in its own virtual layer.called achannel
When a packet encounters a faulty network element, it mayLet us next define the faults we consider for our routing
be switched to a new layer with a graph in which the faultglgorithms.
elements are leaves. It will then be forwarded to its detina  Definition 5: A link fault is the total benign perma-
along a different path. nent/transient failure of a link or either of the switch ort

Imposing tree topologies on the fat-tree so that every $witconnecting a switch to the link.
and processing node in the network is a leaf in one of Definition 6: A switch faultis the total benign perma-
the trees is difficult, because the fat-tree is already a treent/transient failure of a switch.
topology. A large number of Up*/Down* graphs, and thus The following definitions help us to name parts of the fat
virtual layers, will be required to ensure this. In additiohe tree.
complexity would lead to a much longer path when a fault is Definition 7: Theleast common ancestof&ca) of a source
encountered. Clearly, such a generic solution is suboptimaand destination/ are all the switches at tidr where! =
when considering a regular topology such as the fat-tre@in(j),s; # d;, andlca; = s; = d;Vi <
It requires a large number of virtual channels to form the Recall that the routing in the fat-tree consists of two pbase
necessary virtual layers and the path length will be longdi) the upward phase from the source up the tree towards one
even when the network is fault-free. of the least common ancestors (towards €igrand then (i)

To the best of our knowledge, there exists no previollse downward phase from the least common ancestor down
method that provides local dynamic rerouting for severétie tree (through increasing tier numbers) to the destinati
simultaneous network faults without adding additionaldaar The length of the path followed by the packet is determined
ware and without requirement of additional virtual chasnelby the tier at which the least common ancestors of the source
We argue that with the sizes of the supercomputers that ard destination are located.
currently being built, local dynamic fault tolerance is wer To demonstrate the fault-tolerance capabilities of theimgu
appealing, if not mandatory. algorithm that we will present, we must know which part of the
network is affected by the fault in that it carries the adufitil
load of the packet that has to be routed around the fault.

Definition 8: Two switches areeighbourdf there is a link
In this section, we present a set of definitions that pfOVid:%nnecting them to each other.

the necessary framework to show that the fault-tolerartingu  The switches can only be neighbours if they are at neigh-

algorithms that we will present in the next sections arealttu pouring switch tierd andi + 1.

fault-tolerant and that they are deadlock free. Definition 9: Two sets of switches; andb, arecompletely
We begin by defining adaptive and deterministic routingyterconnectedif every switch ina is a neighbour of all

algorithms in general. switches inb (and implicitly vice versa).

IV. DEFINITIONS



Two such interconnected sets make up an integral partadsignments are actually possible, given a particularimgut
the dynamic local routing algorithm we will present latea. Tfunction.
identify the possible paths taken by a packet that encosinter Definition 16: A legal configurationfor the routing func-
link faults, we must know something about the relationshifion R* is an assignment of packets to network queues that
between the switches in different tiers of the fat-tree.sTihi may be reached from an empty network following R*.
expressed in the next definition. Definition 17: A configuration isdeadlockedf the config-
Definition 10: A switch groupg in a k-ary n-tree is the uration is legal and there exists a set of queues Q such that
union of two completely interconnected sets of switches, all possible next-hop queues for the first packet in any queue
andb, wherea contains only switches at tiérandb contains <€ (@ is alsoe Q.
only switches at tief + 1. a contains all neighbours at tigr ~ Definition 18: A routing function R* is connectedif it
of all switches inb, andb contains all neighbours at tiér- 1 establishes a path to the destination for every packet iryeve
of all switches ina, g = aUb. legal configuration.
And now we describe the same switch group in the context
of the k-ary n-tree definition. V. DYNAMIC LOCAL REROUTING

Definition 11: A switch groupG ina k-ary n-tree is made We will start by g|\/|ng the reasoning behind the dy_
up of all switches at the switch tiefsand/ + 1 wherev; = namic local re-routing mechanism that we propose. The basic
u;Vi # [, andv,u are n-tuples as defined in Definition 1. mechanism is the same, regardless of whether we consider
More informally, if each switch hag links in the upward adaptive or deterministic routing and link or switch faultée
direction, a switch group consists @k switches. Of these, show in this section that when using our proposed re-routing
k switches are at the lower tier of the group, tier 1, and mechanism the network remains connectedifer1 arbitrary
k are at the upper tier, tiel. Every switch at the lower tier faults, and is livelock and deadlock free for one arbitrary
of the group has a link that connects it to all switches in thfault, regardless of whether adaptive or deterministidingu
upper tier and vice versa. An example of a switch group is utilised. We show in the following sections how the re-
illustrated in Figure 2. routing mechanism can be guaranteed livelock and deadlock

The concept of the switch group can be extended to einee for k — 1 arbitrary faults using both deterministic and
compass a two-hop switch group, a switch group that consisisaptive routing. However, the actual implementationshef t
of three tiers of switches instead of two. This is necessary algorithms and the proofs to achieve this differ for the two
tolerate switch faults. routing schemes, so they will be discussed separately.

Definition 12: A 2-hop switch group&, is made up of all The fault model we consider is that of permanent or
switches at three neighboring switch tiéré+ 1,7 + 2 where transient benign faults that totally disables single pans
v; = uw;Vi # 4,5 = [I,1 + 1], andv,u are n-tuples as definedentire switches in the networks. Tolerating the failure lod t
in Definition 1. links and switches that connect processors to the fat-tike w

Routing in the fat-tree prohibits packet transitions betwe require multiple network interface cards for each processi
certain queues (downward to upward) in order to guarantéede, and each of these nodes must be connected to multiple
deadlock freedom, a state in which it is impossible forccess points in the fat tree. This case must be solved by
the network to experience deadlock. However, when faulroducing additional hardware, rather than by re-raytias
are introduced into the network, some of the illegal packw#tas done with the Siamese-twin fat-tree topology [18].
transitions must be performed in order to keep all processor Given an arbitrary source and destination, it follows from

connected. The next definitions identify where in the faetr Definition 1 that every possible upward queue (from tier
these illegal transitions take place. 1+ 1 to tier ) in the upward phase of the routing algorithm

Definition 13: A U-turn is a part of a packet's path whereleads towards a least common ancestor. Fault tolerance in
a downward queue (from tiérto tier  + 1) is followed by an the upward phase of the routing algorithm is therefore quite
upward queue (from tiek+ 1 to tier I). simple to achieve. Whenever the output supplied by the rgutin
Thus, the term 'U-turn’ does not apply to the upward t§/gorithm is faulty, a re-routing mechanism or adaptivety
downward transition that separates the upward and downw&@Vides one of the other upward ports, which we know leads

paths in the original routing algorithm. to a least common ancestor. .
Definition 14: A U-turn switchis the switch that contains "€ downward phase is not as straightforward, because
the upward queue of a U-turn. there are no alternative shortest paths from a switch ceedec

The next set of definitions will be used when considering 2 faulty downward link /switch. The packet must therefore
e re-routed on a longer path.

the deadlock freedom and connectivity of the fault-toléra
algorithm that we will propose.
Definition 15: A network isdeadlockedf there exists a set A. Link Faults
of full queues such that all queues supplied by the routing It can be seen from the fat-tree topology and Definition 10
function for the first packet in every queue (p are also in that every switch is part of one or two one-hop switch groups,
Q. one in each direction in which it has neighbours. The group
More formally, there are many conceivable assignmentsnsists of (i) the switch itself ankl— 1 other switches at the
of packets to queues in a network, but only some of thesame tier, and (iik switches at one of the two neighbouring



tiers (definition 10). In other words, every switch in a fede each of its neighbours in the group. There are no links betwee
except a bottom-tier switch (tier— 1) is an upper-tier switch switches at the same tier; hence, these paths will be théeshor
in a switch group. Similarly, every switch in a fat-tree epte paths, each with a length of two hops— 1 link faults are

a top-tier switch (tier0) is a lower-tier switch (largef) in a not sufficient to disconnedt disjoint paths, so there exists a
switch group. path of length two hops within the group between any two
switches at the upper tier of the group. |

Using this lemma we can show that there exists a path from
any healthy switch in the network to any destination given
k — 1 arbitrary link faults when using the 1-hop re-routing
mechanism presented above.

Lemma 2:Every switch has a path to all destinations with
fewer thank arbitrary link faults when re-routing down one
tier on encountering link faults in the downward phase.

Proof: For all destinations reachable upwards from any
switch there arek links providing this connectivity. With
k — 1 link faults one of these links will always be available,
providing a path to move the packet one hop closer to
the destination. For destinations reachable in the dowshwar
direction from a switch we have the following argument: When
Figure 2. A fat-tree consisting of radix 8 switches with twiokl faults.  there arek — 1 link faults in the system, at least one of the
Theh falylty Iinkks ta:‘freomgegoafcgitéegsliggzii ﬁ;t?oaheN%?édAE;d;Cekse tﬁ:s k upper tier switches in a group with link faults will not be
E:trouc;eg v‘\)/ﬁﬁir?the group vi: the U-turn switch. fhe numberﬁgr to the Conneqed to_any faUIty link. We call this switch. Let the
corresponding steps of the routing algorithm. upper tier switches of the switch group be at tiethen the

lower tier switches of the same group are at tier 1. From

When a packet encounters a faulty link in the downwardemma 1, there arg disjoint paths between any two switches
phase, the path to the destination that involves only dowtiwaat the upper tier in a groug: — 1 link faults are not enough
movement is disconnected. We must therefore expand toedisconnect all these paths, and thus, any upper tier lswitc
routing algorithm in the downward phase to make a largeonnected to a faulty link is able to reaéh, which we know
number of paths available. Latdenote the next hop switchhas a healthy link that moves the packet one hop closer to its
that is unreachable from because of the link fault (Figure destination. Once the packet has reached a lower tier switch
2). The switch in which the packet currently residey i§ (tier /+1) in the group with a valid downward path, subsequent
an upper-tier switch of a switch group, asdnust therefore link failures encountered will be tolerated in a differenbigp,
be a lower-tier switch in the same group. We now proposerther down in the tree. |
to reachs by re-routing the packet within the group; first to
an arbitrary lower-tier switch in the group, and from ther% .
to an arbitrary upper-tier switch in the group (differemrfr = Switch Faults
c). It follows from the definition of a group that there should For switch-fault tolerance, re-routing down one tier is not
be a link from this arbitrary upper-tier switch (marked “ui’ i sufficient to avoid the faulty switch, as all paths to a specifi
Figure 2) down tos. The lower-tier switch to which the packetdestinationd within the switch group will lead through the
is re-routed becomes a U-turn switch, because a downwardsgame switchs. However, re-routing down two tiers instead of
upward transition takes place (Definition 14). A U-turn slit just one will avoid the faulty switch and achieve connectivity.
recognises a re-routed packet as a packet arriving from lanthis case we say that the faulty switehis located at the
upward port for which it only has upward output ports in theniddle tier of a two-hop switch grouf¥s (Figure 3). We do
forwarding table, i.e. the packet is in the downward phase, ot need the concept of switch groups to tolerate the failure
has no downward path from the switch. of the top tier switches, as the failure of these need only be

Lemma 1 proves that there akedisjoint paths between any considered in the upward routing phase. Note that re-rgutin
two switches at the upper tier of a one hop switch group; i.8own two tiers to tolerate switch fault also implies tolevatof
betweenc and any other switch at the same tier within théink faults. However, for link faults between the two bottom
group. tiers of the fat-tree it is obviously not possible to re-eut

Lemma 1:A switch w at the upper tief in a 1-hop group down two tiers for packets located at tier— 2. Therefore,

G, at switch tiersl, [ + 1 can reach any other switahat the to guarantee full link fault tolerance, as well a switch faul
same tier inG'; with a path length o2 hops with fewer than tolerance, it is necessary for the bottom tier switches to ac
k — 1 link faults in in the group. as U-turn switches even though the re-routing mechanism is
Proof: Any switch ¢ at the upper tieri§ of a switch configured for two hops. Also, recall that extra hardware is
group hask neighbours at the lower tief { 1). Each of these required to tolerate the failure of the bottom-tier switshkn
neighbours are neighbours to all switches in the group at theder to keep track of the number of tiers the packet has been
same tier as. Thus, there exisk paths frome to each of re-routed down an extra field in the packet header, which we
the other switches in the group of the same tier, one througall theport field, is required. This field is initially set to -1 to

Destination s
(s) switch
Switch group

Source



indicate that the packet is not re-routed. After re-routilogyn Lemma 3, any upper tier switch connected to a faulty switch
the first tier (froml to [ + 1), it is set to -2 to inform the next is able to reactt;, which we know is connected to a healthy
receiving switch that it is the U-turn switch. Upon forwardi switch at tier/ + 1 with no faulty links, one hop closer on the
the packet upwards (froriH- 2 to [ + 1), the receiving switch path to the destination. Once the packet has reached a switch
at the tier above the U-turn switch (tiér+ 1) records the on the shortest path to the destianation at a lower tief){ it
incoming port number in the field in the packet header. Thenters a new group, so subsequent switch failures encednter
allows a packet that is returning to tierand that encounters will be tolerated in a different group, further down in thedr
another switch fault to return to the same U-turn switch from With at mostk — 1 link faults between the two bottom tiers
which it arrived. It will first be forwarded down the same linkof the fat-tree, link fault tolerance is guaranteed sincs th
to tier [ + 1 from which it arrived, and then, using theort reduces to rerouting in a one hop switch group around the
field in the packet header, it can be returned down to theru-tdink fault(s). [ ]
switch at tierl 4+ 2. All U-turns performed by that packet to

avoid switch faults at tiet+ 1 will be through the one U-turn C. The general algorithm

switch. Lemma 3 demonstrates the same property for two-hopy generic version of the algorithm for link faults is given

switch groups as Lemma 1 did for one-hop switch groups. pe|ow, The numbers of the points in the algorithm respond to
Lemma 3:A non-faulty switchw at the upper tief in @ e numbers in Figure 2.

2-hop groupG, over switch tierd, ! + 1,1+ 2 can reach any 1 1 _ .

: ’ o . n the upward phase towards the root, a link is provided
Iothetrhno;'nz-lfahulty S.\;Vlttﬁh) at thefsamet;[]l;ra 'rGQ.tVﬂth adplatrll by the forwarding table as the packet’s outgoing link. If
ength o ops It there are Tewer switch and fin the link is faulty, it is disregarded and one of the other

faults in the group. ) . .
i ) . . . . upward links are chosen by the re-routing mechanism,
Proof: The middle-tier switches in the two-hop switch re-routing the packet.

group are at switch tief+ 1 in the fat-tree, and they consist . .

pf all _possible permutations of thléth and (I 4 1)th di.gi_ts ) llirr]“ihii_ dl;)rv(\)/\r)i\glzgd g; atzz (;[g\r/\\:\?ar?(;:;i;i;lg.nlza?nsel?f I?he

|]: thelrlgl-tuples, V\tntth all o'EPrt]ar dlglthS bet'ﬂg eql:al.lA d'gmﬁ link on the shortest path from the current switch to the
possible permutations. 1hus, when there are L Swilc destination. If this link is faulty, the following actions

faults in the group, there exigt switches in the switch group are performed:

at tier/+ 1, each with the same permutation of th&fh digit, If th k ¢ f h itch tier ab ¢

and a unique permutation of their+ 1)’th digit that are fault a) € packet came from the Switch tier above ( rom

[ to [ + 1), another arbitrary downward link is

free. We call this set of switcheg'. Thus, following from | dbv th . hani hich f
Definition 1, there is at least one swit@hat the lower tier in selected by the re-routing mec anism, which forces
the packet to be re-routed. This will result in the

G5 that is fault free and connected to all switchesFinT is ket being f ded | th ¢
consequently able to reach any non-faulty upper-tier $wiitc Fha:nz Iinil?gul?srwar €d as long as there are tewer

G- through a switch inFf’. Any non-faulty upper-tier switch . .
in G2 can thus reach any other non-faulty upper-tier switch in b) Ifthe packet came from_ the switch tier below (from
[+ 1 to I), the packet is re-routed back down to

G throughT. h | erl (e 1 itch in. This |
The case for link faults is identical. As every switch fault the same lower-tier .(+ ) switch again. This is
necessary to avoid livelock.

is associated witl2 x &k failed links, the necessary paths are } _ ]

still available withk — 1 link faults. - 3) A switch that receives a packet from a link connected
We now continue with proving the same degree of connec- {0 @n upper tier for which it has no downward path is a

tivity for & — 1 switch faults assuming we re-route down two ~_ Y-turn switch. .

tiers when encountering switch faults in the downward phase4) The U-tumn switch chooses a different upward port
Lemma 4:Every switch has a path to all destinations with  through which to forward the packet that has not been

fewer thank arbitrary link or switch faults (assuming no faults previously tested. _
in the bottom switch tier) when re-routing down two tiers on ) If @l upward ports from the U-turn switch have been
encountering switch faults in the downward phase. tested, the path is disconnected and the packet must be

Proof: For all destinations reachable upwards from any  discarded.
switch there arek links to k different switches providing ~Which output port is chosen from the U-turn switch in point
this connectivity. Withk — 1 link or switch faults one of 4 and how the switch knows that all upward ports have been
these links will always be healthy and connected to a healtigsted in point 4 and 5 is specific to the deterministic and
switch, providing a path to move the packet one hop closaflaptive routing schemes and will be detailed in the next
to the destination. For destinations reachable in the dawadw sections. We have shown that this algorithm is connected
direction from a switch we have the following argument: Wheand [17] (or Appendix A) shows that it is deadlock and
there arek — 1 link or switch faults in the System, at least 0néiV€|OCk free with one link or switch fault without the use
of the k2 upper tier switches in a two-hop switch group wittPf additional resources.
k — 1 switch faults at the middle and lower tier will not be
connected to any faulty switch or link. We call this switéh VI. DETERMINISTIC ROUTING
Let the upper tier switches of the switch group be atiti¢hen We have shown that the re-routing mechanism presented in
the lower tier switches of the same group are atitie2. From the previous section is sufficient to guarantee a connecitd p



from every switch to every destination. However, we have y&dbm the U-turn switch in point 3; there is no need for a test
to consider how we can be guaranteed to find this path in thequence. In addition, there is no need for additional afrtu
presence ofc — 1 faults. We will now give a deterministic channels, because a deadlock requires at least two U-turns i
routing algorithm which is able to find the connected patthe network as we proved in [17] (or Appendix A). We can
while remaining livelock and deadlock free. guarantee the existence of only one U-turn by determitaiksyic
The basic algorithm consists of regular upward-downwasglecting the same downward re-routing link on encoungerin
fat-tree routing combined with re-routing in the downwardhe link fault. All re-routed packets will always reach trere
phase around the link faults. To ensure that the routitdrturn switch through the same downward link, and thus there
algorithm is deadlock-free, a strict ordering must be ingabsis only one U-turn. Livelock freedom and — 1 link fault

on the sequence of upward links (ports) to test from a U-tutalerance forR;jnk .. . has previously been proved in [17]
switch when a packet is being re-routed. In the rest of thfsr Appendix A), and deadlock freedom will be shown in the
section, we call this sequende. next section.

A. Link Faults B. Switch Faults

k — 1 link fault tolerance requires the use of an additional In order to ‘O'efate switch faults.we need to mo@fy the
virtual layer, the re-routing layer, in which packets wilk b packet header. tq mclude the port field as w.e.have indicated
forwarded V\;hile they are being re,-routed A virtual layet, V previously. This is required to be able to efficiently reteu
. . ’ o 2 - down two tiers. Furthermore, to guarantee that this willagm
is a set of virtual channels such that every bidirectiora li deadlock free we require three virtual channels/lavere on
has a bidirectional virtual channel (VC) in the virtual laye q yers

For simplicity, we assume that VC1 on all links belongs tmore than for link faults. The deterministic dynamic switch

_ H switch 7
VL1, the normal layer (NL), and VC2 on all links belongs to?ault .toleraljt algomhm’Rdem‘mi"isf.ic’ for tolerating up to
) and includingk — 1 switch faults is presented below. The
VL2, the re-routing layer (ML).

Based on this, the deterministic dynamic fault-tolerant aﬁ)erfessor)rtlglii a![?)otrrl,t:rgtears inm?rzzegl Igrilt:r:gr]#re 3 by numbers
gorithm, R{n* for tolerating up to and including P 9 P 9 -

deterministic’

k—1 link faults is presented below as additions to the generic
algorithm presented in the previous section. The stepsisf th
algorithm are marked in Figure 2 by numbers corresponding
to the steps in the algorithnR!"*

deterministic
1) The packet is forwarded in NL.
2) ...:
a) The packet is forwarded in NL.
b) The packet is forwarded in ML.

3) All subsequent forwarding of this packet through this
U-turn switch will take place in ML.

a9 8 0 0 8 9 0 o o f320 n
VoS Neantes o gl

a) If the packet arrives in NL the U-turn switch Bestraton }—
chooses the first upward link in testing sequence (s) ‘ U-turn Source
D 2-hopswitch  switch

b) The packet arrives in ML the U-turn switch group

chooses the next upward link in ,the testing SeF_igure 3. A fat-tree consisting of radix 8 switches with tweitsh faults.
qut_anceD after the port through which the packet The faulty switches and their links are marked as dotted
arr 'ng gnd subsgqyently forward; the .packet UHnes, and the bold line describes the path of a packet from
this I|nk' in ML. This is always possible with —1 4 s rce to its destination. Note how the packet is reemut
faults sinceD covers all thek upward ports of the within the group via the U-turn switch. The numbers refer to

U-turn switch. the corresponding steps of the routing algorithm.
4) A U-turn switch that receives a packet from an upward

link that is the last link in the sequende discards the Rfiwitch

eterministic

packet. 1) In the upward phase towards the root, one link is pro-
After reaching point 5 of the algorithm, the switch may vided by the forwarding table as the packet's outgoing
inform the source node of the failure to prevent it from link. If the switch connected to the link is faulty, it is
transmitting more packets. This can only happen when the disregarded and one of the other upward links are chosen
network contains more thah— 1 link faults. by the re-routing mechanism, re-routing the packet. The

Local dynamic re-routing one-link fault tolerance can be packet is forwarded in NL.
achieved with a simpler version of the algorithm, given that  2) In the downward phase (towards tier 1), only a single
know that any path taken by the packet after the U-turn switch  link is provided by the forwarding table; namely, the
is fault free. Points 4 and 5 iR""* can therefore be link on the shortest path from the current switch to the

deterministic

ignored in this case. An arbitrary upward link can be used  destination.



a) If the packet arrives from below in ML2, forward the incoming port number in theort-field and forwards

the packet downwards in ML2. the packet in ML2 through one of its upward links. The
b) If the packet arrives from above in ML2, forward algorithm is then repeated from step 2.
the packet downwards in ML1. After reaching point 4.b.iii) of the algorithm, the switch
c) If the packet arrives in ML1, forward the packeinay inform the source node of the failure to prevent it from
downwards in NL. transmitting more packets. This may only happen when the
d) If the packet arrives in NL, forward the packehetwork contains more thaln— 1 link and switch faults.
downwards in NL. If we consider only one switch fault, it is sufficient thatghi
3) If the switch connected to this downward link is faultyfield only contains one bit to indicate whether the packet is
the following actions are performed: re-routing down the first or the second tier (frdrto [+ 1, or

a) If the packet came from the switch tier above (frorfrom [+ 1 to [ 4 2). Furthermore, any packet will be re-routed
[ to [ + 1), another arbitrary downward link is only once before it reaches its destination; hence, themne ca
selected, which forces the packet to be re-routede no livelock. Thus, no modifications are required in order t
This will result in the packet being forwarded asensure freedom from livelock apart from the re-routing hit i

long as there are fewer thanlink faults. the packet header, not even a re-route vector in the switches
i) If the packet is in ML2, forwarded in ML1. Just as for link fauItSR;;”;",fff;bim.m.C allows transparent re-
ii) If the packet is in ML1 or NL, forward it in utilisation of previously failed elements. The proof of cec-

NL. tivity and livelock freedom is available in [17] (or Appexdi

b) If the packet came from the switch tier below)-
(from [ + 1 to [), the packet is re-routed back
down to the same lower-tiei { 1) switch again. c. Deadlock Freedom
This is necessary to avoid livelock. The packet is

forwarded in ML2. In this section we show thak{j’it,, ;.;.;. is deadlock free.
The method for showing thdtswiteh . - . is deadlock free is

4 A SW.'tCh that receives a packet f_rom_ a port connected ﬂ’nilar, except that three virtual layers are required sTarbof
a switch at the tier above, for which it has no downwar:

. : available in [17] (or Appendix A). As we have indicated, to
path takes the following actions: _ guarantee tharlink . ... is deadlock free with more than
a) If theport-field equals—1 another arbitrary down- gne fault, we require the use of two virtual layers: (i) a nafm
ward link is selected, which forces the packet Qi3] layer (NL) where most of the packet forwarding takes
be re-routed. This will result in the packet being,5ce and (ii) a re-routing layer (ML) that contains the kes
forwarded as long as there are fewer thaswitch ¢ rrently being re-routed. The transition from NL to ML take
faults. The packet is forwarded in NL. place in the U-turn switches. Each time a packet performs a
b) If the port-field equals—2 or theport-field equals .ty it enters ML. The transition from ML back to NL takes
—1 and the switch is a bottom-tier switch (at tiefy|5ce in those lower-tier switches in the switch group thet a
n — 1) this switch is a U-turn switch. on the packet's path to the destination. In other words, the
) If the packet is in the normal channel, forwardransition back to NL takes place when the re-routed packet
the packet upwards through the first port spegras reached the switch at the bottom end of the failed link
ified by the re-routing sequende from which  around which the packet was initially re-routed.
the packet did not arrive. As long as there are An obvious property of a cyclic dependency chain is that
fewer thank switch faults one of these portsif each channel in the cycle were to be assigned a number
will be connected to a fault free switch. larger than the previous channel in the cycle, there would,
ii) If the packet is in ML1, forward the packetsooner or later, be a dependency from a channel with a high
through an upward output port in ML1 fol- sequence number to a channel with a lower sequence number.
lowing the incoming port in the re-routing consequently, if it is possible to apply a set of numbers to
sequenceD. all channels in the network in such a way that any packet
iii) If the incoming port is the final output in the raversing the network always moves to a channel with a highe

re-routing sequenc® and the incoming layer sequence number than the previous channel, there can never
is ML1, discard the packet. All upward links ofpe any cycle.

the U-turn switch have been tested and there is|n order to show thatRlin* is deadlock-free we

deterministic

no available path to the destination from thisntroduce a numbering scheme which we apply to all channels
switch. This may only happen when there arg, the fat tree. The fat-tree consists of four types of chisine
k or more faults. upward and downward channels in NL, and upward and
c) If the port-field does not equal either1 or —2, downward channels in ML. LeiV* be the set of upward
forward the packet down through the port indicateghannels in NL at link tiers and N¢ the set of downward
by the port-field and set theport-field to —2. The channels in NL at link tiers. M, is the set of upward and
packet is forwarded in ML1. downward channels at tierin ML, and M* and M¢? are the
5) A switch that receives a packet from a port connected soibsets of the upwards and downwards channels respectively
the lower tier in which theport-field equals—2 stores «’ is the sequence number assigned to the channels incident



of that all years five and it.. The assignment’ = j where
j is an integer greater than -1 ande N U M assigns the
number; to the channek. The number of link tiers in the
network isn—1, ands is the link-tier number[(, n—2]). The
tier number of a link is same as the tier number of the switch
connected to its upward end. Hence, the link-tier number of
the links connected to the root switches as fiés also0, and
the link-tier number of the links connecting the leaf swish
at tiern — 1 to the swithces at tien — 2 is n — 2. We number
the channels as follows:
) v=n—-2-sYueN'sec{0...n—2}
All upward channels in NL are assigned the reversed
indexing of the link tiers.
2) u' =7 +1,Vu € N§,Vv € N

All downward channels in NL at the topmost link tier Source Destination
are assigned a number that is one unit greater than the
topmost upward channels in NL. Figure 5. The path followed by packets from source to desitinaThe link
’ / d d marked “X” is faulty, and since this is on the deterministiclpahe packet
3) u' >, Vu € NS Vv € M1 U NS 1,8 > 0. must be re-routed. The dotted links carry packets of the flowaugs in the

Every downward channel at ties in NL is given a network, dashed links carry packets downwards, and theedashd dotted
number that is larger than any downward channel link carries packets of the flow both ways. The numbers inditae number

: : ; of the channel that the packet occupies out from the switcbrading to our
NL and any channel in ML of all tier$ hlgher than numbering scheme, the underlined numbers being in the re-tayte. The

s(l<s). packet path is indicated by the arrowed line.
) v =v+2i+1l,w =v+2i+2,VueDe M we

D € MZ, i is the index ofu in the sequence), i €

{0,...,k—1}, Vv € N& may therefore be assigned a number that satisfies 2uiesl

Every re-routing channel is given a number larger thah which is one greater than—2+[+[2k. There is obviously

the normal downward channels at tigfin an increasing only one such number for any link at any link stage.

order fromv’ + 1 corresponding to the index of the re- Similarly, rule4 guarantees that all re-routing channels at all

routing channel in the re-routing sequenbefrom the tiers are assigned a number. R@lguarantees that all top-tier

u-turn switch. For instance, assuming that the largedownward channels in NL are assigned the same number

sequence number of all downward channels in NL #tssigning the numbet+: to consecutive channels with index

tier s is 10, the first upward re-routing channel in the in the re-routing sequencP, combined with the fact that

sequence to be tested from a U-turn switch atdiisr11, any re-routing channel belongs to the re-routing sequefice o

the first downward re-routing channel 18, the second one and only one U-turn switch, guarantees that we conform

upward re-routing channel is3, and so forth. to rule 4 for the top-tier re-routing channels and that every re-
We now show that the proposed numbering scheme providesiting channel is assigned exactly one number. For reagut
all channels in the network with a single number. channels at subsequent lower link tiers, the same reasoning

Lemma 5:Every channel in the fat-tree can be assigneabplies, except that the number of the downward channels in
one and only one number if that satisfies all four points of tféL of each tier! is given byl « 2k + [ +n — 2, as shown
numbering algorithm. previously. [ ]

Proof: We consider first the channels in NL. Every This numbering scheme is illustrated in Figure 4 for a small
channel in the fat-tree belongs to a single link tier. Rule 2-ary 3-tree. There is one figure for each of the upward and
guarantees that all upward channels in NL are assignedl@vnward channels in the normal and re-routing layers.réigu
number. The only requirements on these numbers is that tHiejllustrates the path followed by a flow of packets from the
be the reverse order of the link tier indexing, which is @lvi node marked 'source’ to the node marked ‘'destination’. The
to guarantee. There is only one possible assignment for aigtted links carry packets of the flow upwards in the network,
link. dashed links carry packets downwards, and the dashed and

For the downward channels in NL, rul@sand3 guarantee dotted link carries packets of the flow both ways. The link
that every channel is assigned a number. All downward chanarked “x” is faulty, and since this is on the deterministic
nels at the topmost link tier only have one possible assignmeath the packet must be re-routed. Since= 2, packets
as per rule2. From point4, the maximum number assignedmust therefore backtrack down one tier towards the source
to the re-routing channels at a tiefs limited by the number to the U-turn switch, as illustrated by the dashed and dotted
of channels in the re-routing sequence, which2is k. The line. The numbers indicate the number of the channel that
maximum number assigned to any channel at a tier above tilee packet occupies out from the switch, according to our
lisn—2+1+1x2k (the numbers assigned to all channels inumbering scheme. It is clear that the re-routed packets onl
N*, plus the number assigned to the downward channelscabss channels with increasing numbers, thereby guaiagtee
each tier, plus all the numbers assigned to re-routing adannthat the routing algorithm will never deadlock.
at each tier abové). Any downward channel at tigrin NL Before we proceed with the formal proof of deadlock



(&) Normal
channels

upward (b) Normal downward (c) Upward channels in (d) Downward
channels the re-route layer channels in the re-
route layer

Figure 4. Channel numbering in a fat-tree for link fault talece. Numbering of the different channels in the normal anduéng layers, assuming that
the ordered sequende tests the upward ports from left to right.

freedom, we must consider one final corollary, which shows
that any upper-tier switch in a switch group will have the sam
index in the re-routing sequende for any U-turn switch in
that group. This means that all upward channels in the re- the current channel is a normal channel or a re-routing
routing layer to a given switch will have the same sequence channel.

numberi, and all downward channels in ML from this switch 3) The packet is forwarded upwards in ML

According to rules 2 and 3, all downward channels at
the next link tier downwards have a larger sequence
number than the current channel, regardless of whether

will have the same sequence number1 (This follows from
rule 4).
Corollary 1: All upward links to an upper-tier switch in
a switch groupG have the same index in the re-routing
sequenceD of all U-turn switches inG.
Proof: Consider a switch groug’ with its upper tier at

This only takes place in the downward routing phase.
According to rule 4, all re-routing channels at the

current link tier have a larger sequence number than
any downward normal channel at the same tier, and all
re-routing channels at the tiers above. In addition, the
next re-routing channel always has a larger sequence

tier [, and its lower tier at tief + 1. From Definition 1, all number than the current re-routing channel, following
switches inG are connected to pott; + k£ of the switches at the ordered sequende and rule 4.
tier I + 1, wherew is the (I)'th tuple of the switch n-tuple.  4) The packet is forwarded downwards in ML
Any upper-tier switch is therefore connected to the samé por  There are two possibilities. Either the packet must return
number on all the lower-tier switches, and these will hawe th to the U-turn switch, or it has a fault-free downward path
same index in the re-routing sequergdor all possible u-turn towards the destination. We call the current switch
switches in the group. has the same position in the re-routing sequebctor
| all U-turn switches in the switch group. Thus all upward

We proceed with the proof of deadlock freedom for the re-routing channels in the switch group connected to
routing algorithm. We consider here the dependencies legtwe z will have the same sequence number, as will all
channels in the network. Since every channel in the network the downward re-routing channels in the switch group
has its own number, it is sufficient to show that the next hop  connected ta (rule 4, see Figure 4 for an example). The
channel for any packet in any node in the network has a sequence number of the downward re-routing channel
number that is larger than the sequence number of all ch&nnel  from 2, whether it runs back to the U-turn switch or
that the packet may previously have traversed. When follgwin towards the destination, must therefore be larger than
such a dependency chain where all channels have a number, the sequence number of any upward re-routing channel
all next-hop channels that could possibly close a cycle will  that may have led a packet to

necessarily be assigned a number that is lower than or equgl packet forwarded in the network will ever reach a channel

to the current channel. that has a sequence number that is lower than or equal to that

Theorem 1:R 5., inistic 1S deadlock-free. of any channels it has previously traversed, @~ .

Proof. We give all channels in the network a sequengg geadlock-free.
number conforming to the above rules. The routing algorithm -
is deadlock-free if we can show that it is impossible to move ; is worth noting that resuming the use of a previously

to a channel that has a sequence number lower than or eqiaby |ink once it is restored to service is also deadlock-

to the current channel. free, because the numbering scheme that we have utilised her
There are four specific situations for any packet forwarded ,4ins intact.

in the network.
1) The packet is forwarded upwards in NL
According to rule 1, all upward channels at the next
link tier upwards have a larger sequence number thanWe have given deterministic routing functions capable of
the current channel. toleratingk — 1 arbitrary faults while remaining both livelock
2) The packet is forwarded downwards in NL and deadlock free. The nature of the deterministic routing

VIl. ADAPTIVE ROUTING



algorithm required us to use one/two extra virtual cham)el(is needed for temporary faults is a timer that zeroes out the
on all links to guarantee deadlock freedom. When we norg-route vector after a given time interval. Note that thisw
consider adaptive routing, the adaptivity gives us an extnat required for the deterministic routing algorithm, sni¢
degree of freedom, removing the necessity of using virtudid not store any state information in the switches.
channels to maintain deadlock freedom. Figure 6 shows (i) a more detailed view of re-routing in a
Whereas deterministic routing required a strict ordering sfvitch group that has multiple faults and (ii) the state af th
the paths to be tested from the U-turn switches, we can userouting vector. The connectivity, and livelock and deak
the greater degree of freedom afforded by adaptive routngfteedom for the algorithm withk — 1 link faults is shown
simply ensure that we test all possible paths once, but in any[17] (or Appendix A).
order, allowing maximum adaptivity. To facilitate this, a-r
routing vector of lengttk bits is required in the switches, with
one bit for each of the upward links to be tested from the U-
turn switch. By setting the bit in the vector that correspotal
the link on which a re-routed packet arrives, the U-turn slwvit
can keep track of which upward links lead to faulty paths and
which are not connected to any faults. A timeout mechanism
is required to reset the rerouting vector after a period ofiks-
inactivity in order to be able to tolerate transient faulinte
that the use of the re-route vector is only required to guagan

3

Misroute  1st: 2nd:  3rd:
Fhe tolgrancg Qf more Fhan one fault. If only qne-fault tahzre_ vector: 0100 1100 1110 Egress
is required, it is sufficient to choose an arbitrary upwanrd li
from the U-turn switch. Figure 6. A combination ok — 1 faults with re-routing in a group in a

k = 4 network.The terms ’ingress’ and ’egress’ refer to the svagclwvhere
the packet enters and leaves the switch group, respectiVbly numbered
A. Link Faults U-turns refer to the corresponding states of the re-routtovelisted next to
. . . . the U-turn switch) as the U-turns are performed.
Using the foregoing reasoning as a basis, the adaptive

dynamic fault-tolerant algorithmi7* . . for tolerating up

to and includingk — 1 link faults is presented below. Theg switch Faults

steps of th|_s algorithm are _marked n _F|gure 2 by numbers Switch fault tolerance with adaptive routing is more com-
corresponding to the steps in the algorithm.

Rlink plex than link fault tolerance with adaptive routing beao$
adaptive the number of possible paths that can be taken by a packet.

1 ... Hence, in addition to re-routing down two tiers which fol-

2) ... lowing from Lemma 4 guarantees connectivity with less than
a ... k switch faults, we require the port field as for deterministic
b) ... routing.

3) The U-turn switch sets the bit in its re-routing bit Below we list the routing algorithnR;2/c"  to tolerate

vector that corresponds to the link on which the packet— 1 arbitrary switch faultsR; %' _ is illustrated in Figure
arrived (it is not necessary to try to use this link forz,
forwarding the re-routed packet, because we know theThe fault tolerance fok — 1 switch faults is guaranteed by
path is broken). the fact that every possible U-turn switehat the lower tier
4) The U-turn switch adaptively chooses one of its upwaid the two-hop switch group has at least one upward link that
links that does not have its corresponding bit set in theads to a switch in the sdt, which again is connected to
bit vector and subsequently forwards the packet up thise switchT, as defined in the proof of lemma 3. is not
link. If there are fewer thark link faults, fewer than connected to any faulty switch through its downward links,
k of the bits will be set. Therefore, the packet will beand it will therefore never re-route any packet down:to
forwarded as long as there are fewer thalink faults. Consequently, there will always be one upward port in any
The algorithm is then repeated from step 2. U-turn switch for which the corresponding bit in the re-mut
5) A U-turn switch that receives a packet from an upwangector will always be zero.
link in which all other bits in the re-routing vector areRr;4/ch |
set discards the packet. 1) In the upward phase (towards tigy, all upward links
In the final stage of the algorithm, the U-turn switch may are supplied by the routing function and one is selected
choose to inform the source node of its inability to find a as the packet's outgoing link. If any of the links are
correct path in order to prevent it from transmitting more faulty, the selection function simply does not choose it.

packets. This will result in the packet being forwarded as long
One important feature of the above algorithm is that redativ as there are fewer thah link faults. When the packet
to the original adaptive routing for the fault-free casdydhe has reached a switch with the packet destination in its

re-routing in step 2 and the selection function (steps 1,8 an subtree, the upward phase ends and is followed by the
4) need to be modified. The only additional functionalityttha downward phase.
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Source

Destination

Figure 7. Re-routing in a 2-ary 5-tree
The bold, whole links show the path from the source to the
destination, re-routing around a fault both in the upward an
downward direction. The switches that are denoted as open6)
circles with their corresponding dashed links have faikeat]
the switches and links with the grey outlines belong to a
two-hop switch group. The numbers correspond to the points
in the routing algorithm.
7)

2) In the downward phase (towards tier— 1), only one
link is supplied by the routing algorithm; namely, the
link on the shortest path from the current switch to the

packet arrived (it is not necessary to try to use

this link up for forwarding the re-routed packet,

because we know the path is broken).

If the switch is a bottom-tier switch (at tier— 1)

it becomes a U-turn switch and sets the bit in

its re-routing bit vector that corresponds to the

link on which the packet arrived to guarantee link-

fault tolerance. Theort-field is set to—1, and the

switch adaptively chooses one of its upward links

to forward the packet.

d) If the port-field does not equal either1 or —2,
forward the packet down through the port indicated
by the port-field, which is reset to -2.

The U-turn switch adaptively chooses one of its upward
links that does not have its corresponding bit set in the
bit vector and subsequently forwards the packet up this
link. If there are fewer thark link faults, fewer than

k of the bits will be set. Therefore, the packet will be
forwarded as long as there are fewer thalink faults.

A switch that receives a packet from a port connected to
the lower tier in which thgort-field equals-2 stores the
incoming port number in th@ort-field and adaptively
chooses one of its upward links. The algorithm is then
repeated from step 2.

A U-turn switch that receives a packet from an upward
link in which all other bits in the re-routing vector are set
and theport-field is —2 discards the packet. All upward
links of the U-turn switch have been tested and there
is no available path to the destination from this switch.

3)

4)

destination. If this link is faulty, the following actions This may only happen when there dreor more faults.

are performed: The connectivity and deadlock freedom properties of this
a) If the packet came from the switch tier above (fromalgorithm for & — 1 switch faults is presented in [17] (or
Il — 1 to [), another arbitrary downward link is Appendix A).
selected, which forces the packet to be re-routed.
This will result in the packet being forwarded as
long as there are fewer thanlink faults.
I the packet came from_the switch tier below (from Because of the lack of any other dynamic local rerouting
lh+ 1o l)’l the pgcket IS re—.rort:ted paCkhqowr.]”toalgorithms to compare with in the evaluation presented in
tmzkséalzerec-)xv)i:_etlderégc?ets\?gt; :lv%gcl:rr]] ;r(;igvlwitthe next section, we compare our dynamic local rerouting
. : glgorithm for deterministic dynamic local re-routing (DB
more than one fault follow the pat.h |!Iustrated "Mand adaptive dynamic local re-routing (ADLR) with a fault-
Figure 6. This is necessary to avoid livelock. tolerance algorithm that we call deterministic dynamicorec
A switch that receives a packet from a port connected fguration (DDRC). DDRC is one of the more straightforward
a switch at the tier below and which has a shortest paffays of tolerating faults dynamically in a deterministigal
fault-free downward link, ensures that tpert-field is  routed fat-tree. It may be used for both source routing and
—1 and forwards the packet downwards. distributed routing. For source routing, every networkneat
A switch that receives a packet from a port connected {Rat is connected to the element that fails broadcastsriveor
a switch at the tier above, for which it has no downwargon about the failure to all processors in the network. Each
path takes the following actions: processor may then remove all paths that involve the faulty
a) If the port-field equals—1 it is set to —2 and element from their routing table, or remove the faulty elatme
another arbitrary downward link is selected, whiclfrom its network graph and compute new routing tables using
forces the packet to be re-routed further down. Thitandard fat-tree routing, thus avoiding the fault. Digtréd
will result in the packet being forwarded as longouting tables in interconnection networks are usuallyupdty
as there are fewer thanlink faults. a management unit. In this case, the nodes that are connected
b) If the port-field equals—2 this switch is a U-turn to the failure send information to the management unit, tvhic
switch. The switch sets the bit in its re-routing bitalculates new tables without the faulty elements and waisloa
vector that corresponds to the link on which théhese to the switches.

VIIl. ENDPOINT DYNAMIC REROUTING

b)



A. Hybrid Dynamic Rerouting A. Simulation Environment

Since dynamic local re-routing (DLR) and DDRC have \We have conducted a series of network simulations in
two distinctly different methods of operation, it is possito which the experiments were run with an increasing number
combine the two into a hybrid approach. When both methods |ink faults, (from 0-10) in order to examine how the
are used simultaneously, DLR may re-route packets while thfsthods perform as the network degrades. The simulations
processing nodes or a management unit is being informedv@re performed in an event driven simulator developed in-
the fault event. This will reduce the number of packets @t phouse at Simula Research Laboratory. It is based upon the
fault. However, the probability that the routing algorittvaill  J-sim framework [25]. In our evaluation, the link bandwidth
keep the network connected is dictated by DDRC. The reasgfis 2.5 Gb/s. However, the links used the 8b/10b encoding
is that all paths that contain faults will be removed by thgcheme; hence, the maximum effective bandwidth for data
algorithm. Therefore, DLR will only operate in the intervakraffic was limited to 2 Gb/s. The size of a virtual output geteu
between (i) the faults being discovered and (i) the routinfgr a VC is 512 bytes, which is sufficient to allow buffering of
table of the switches being updated by the management ufitto two 256 byte packets, which in turn is close to the packet
and all packets that followed the old routes being drainethfr sjze/buffer space ratio that is often found in real hardwahe
the network. For this hybrid approach, all performance iv@tr send queue of the processing nodes was set at 1.3 MB, which
that we evaluate in the next section are the same as for DDREsufficiently large to inject the required traffic into a iedoly
except for packets sunk per link fault, which will be the sam@aded network.
as for DLR. Therefore, it will not be evaluated through any Two topologies were simulated: the 4-ary 3-tree and the 2-
specific simulations. ary 6-tree. These topologies consist of 48 (64) and 192 (64)
switches (computing nodes), respectively. They have a mod-

IX. EVALUATION . .
] ) erate number of network elements, which allows the required
In this section, we evaluate the performance of the proposggh ity of simulations to be run within a reasonable time.

dynamic local re-routingnethod (DLR) with both determin- £, .thermore. the effects of faults in these small-scale/oets

istic routing (DDLR) based lorgizg’;,.,,m,,ism and adaptive onresent upper bounds on the impact on performance irrlarge
routing (ADLR) based onf/j,,,,;,.. The most prominent nanyorks, because the impact of any single fault in a large
feature of the DLR mechanisms is the speed of their respongg, ok will be smaller than in a small network. Regarding th
to failures, which results in very few packets being 10Sf affic pattern, both uniform and hotspot traffic was valiht
However, the price of this almost instantaneous fault &iee 1 only the results were uniform traffic have been included

is paths in the network that are less optimal, and thus retuce; his clearly illustrates the performance of the algarith

performance. We compare the DLR mechanisms against fg:yet generation was governed by a normal approximation

determinist'ic dyna'mic reconfigurgtcmethod (DDRC) that'we of the Poisson distribution. Further, the packet size we® 25
presented in Section VIII. We will use an implementation °5ytes. The link-transfer rate was 128 bytes per cycle. With

DDRC close to that which can be achieved in Infiniband. Upat}, effective link bandwidth of 2 Gbl/s. this gives 1 secead
discovering a faulty port, the switch that makes the disnove; 953125 simulation cycles. ’

sends a message to the Infiniband subnet manager to inform it

of the failure. The subnet manager then generates new goutin Latency 0 faults

tables and distributes these to all switches in the network. 100 — ‘ ‘

We evaluate the effects that the two paradigms have on 4 | aabive s oy e e |
performance, to illustrate the difference between usirtgrap ~— Deterministic 4-ary 3-tree e
paths (DDRC) and suboptimal paths combined with deter- 80| geiermimstic 2-ary 6-tree 1
ministic (DDLR) or adaptive routing (ADLR). We compare 700 Unsaturated , , i

the three methods with respect to performance degradatiorz .| |
with link faults; hence, DDRC is configured with only one 5 /
virtual channel, even though DDLR in fact requires two. In
this manner we may use the performance degradation as
measure of the cost of the fast failover of ADLR and DDLR 30k
compared to DDRC. We also compare the probabilities that
the three algorithms will keep the network connected beyond

50f 1

I:atency (cy

40-

their guaranteed connectivity limit of — 1 faults. For this 10r .
comparison the probability will be the same for DDLR and 0 ‘ ‘ ‘ ‘ ‘ ‘
ADLR as they both rely on the same re-routing mechanismto ~ ° 5 Oftered paskevate (aketsicyde) L

maintain connectivity.

We have only included the evaluation for link faults irfFigure 8. Saturated and unsaturated loads with uniforrfidraf
this paper. Switch faults will have a more severe perforreanc
degradation than link faults because more paths are taken oufwo load cases were evaluated for increasing numbers
of commission by a single fault, and the re-route path iséongof link faults. The exact loads chosen for the evaluations
than for link faults. However, the general conclusions weendr are marked by the vertical lines in Figure 8 for uniform
at the end of the evaluation are valid for both types of faultgaffic: i) saturated, which was slightly above the satorati



point (relative to the fault-free network), and ii) unsatied, all attain almost equal performance. The 2-ary 6-tree ctssi
where the load was 30 below the saturation point. Theof switches with a significantly lower number of ports than
figure shows the throughput and latency for an increasitige 4-ary 3-tree, limiting the number of available paths for
network load for the two traffic distributions, with adagiv utilisation by ADLR. The difference between deterministicd
and deterministic routing for both tested topologies. Tharé adaptive routing will therefore be less noticeable, altitothe
clearly shows when the networks saturate, and the verti@alaptive throughput is slightly lower. However, as the namb
lines mark the selected unsaturated and saturated loadsofvéaults increases, we again see that the throughput of DDLR
use in the following experiments. is more dramatically affected by link faults than both ADLR
Each data point in the performance figures is the averaged DDRC. Another interesting point is that as we pass nine
of 500 independent simulation experiments. For each expdink faults the throughput of ADLR slips below the throughpu
ment, we let the simulation run until the average latency had DDLR. With this large number of link faults there is a high
stabilized, before the measurements were started. Thereaprobability of encountering a number of link faults on eithe
the simulation was run for another 10000 simulation cyclesof the available paths in the network. As a consequence of
this, the relative performance difference between theouari
paths becomes smaller as in the case without link faults, and
the performance of ADLR will be lower than DDLR. The
We start the evaluation by considering the degree of netwaflethod with the best performance is still DDRC which simply
utilisation the various routing algorithms are able to n&iim removes the faulty paths from the routes without having to re
as more and more link faults are introduced into the networksute traffic. However, as we will see later in the evalugtion
The throughput obtained by the three methods, DDLR, DDR€he involvement of a central entity, the subnet managesesau
and ADLR, in a 4-ary 3-tree and a 2-ary 6-tree fat-trea severe time penalty to this operation. This will greatiyuse
topology for saturated and unsaturated loads is presentedhe effectiveness of DDRC, especially for short-lived faul
Figure 9. The x-axis in these figures represents the number oft is evident from Figure 8 that the 2-ary 6-tree has a greater
link faults introduced into the network, and the y-axis ig thforwarding capacity with uniform traffic than the 4-ary &dr
average number of packets per cycle accepted by the netwfokthe same number of endpoints. For unsaturated throughpu
injected by the end nodes. The vertical line at the pointsd athe number of link faults we have introduced is not sufficient
1 on the x-axis depict thé — 1 fault tolerance limits in all to cause network congestion, and thus throughput reduction
three evaluated algorithms. However, careful examination will reveal the same behaviou
If we consider the case for the 4-ary 3-tree with uniformas for the 4-ary 3-tree, for 10 link faults the throughput of
traffic in Figure 9(a), we notice that for zero faults ADLRDDLR shows a slight decrease.
achieves a slightly lower saturated throughput than the RDL Let us next consider the number of packets discarded by the
and DDRC methods. Recall that without faults DDLR andetwork from the time that the fault occurs until it is tolema,
DDRC are in essence the same routing algorithm. This ighich is the strongest point in favour of the DLR methods. For
because for a uniform traffic pattern, a well-balanced deiter DDLR and ADLR, this is plotted in Figure 10. The number
istic routing algorithm will outperform adaptive routing][ of packets lost per link fault is plotted along the y-axis,ileh
However, as the number of link faults increases, we see tllag increasing number of link faults is plotted along thexisa
the saturated throughput for DDLR quite rapidly decreasespte that interconnection networks do not discard paclegts,
already for one link fault, ADLR displays higher throughputhe packet loss accounted here is exclusively caused by the
than DDLR. Furthermore, we see that the saturated throughpuok failures.
of DDRC is higher than for the two other algorithms for We see that for any number of faults, the number of packets
any number of faults (except for zero faults where it isunk because of each link fault for the saturated case istabou
identical to DDLR). Of the DLR methods, ADLR is in other1.5 and2.5 — 3 in the 4-ary 3-tree with uniform traffic (Figure
words better at maintaining high throughput with link fault 10(a)) for DDLR and ADLR respectively. For the unsaturated
showing only a slightly higher decrease in throughput as tlease it increases from 0.4 to 0.6 for one through ten faults
number of faults increases than DDRC. The reason for thir both DDLR and ADLR. Recall that the DLR methods
is that the path used for re-routing around the link faultsnly loose packets that are either currently in transit dker
quickly becomes a bottleneck in the network. This severefxiling link or queued for the failing link.
impacts the performance of DDLR, while ADLR benefits We found that the simulation time we used was insuffi-
from its adaptivity in being able to redirect traffic to othercient to encompass the reconfiguration of the DDRC method.
healthy paths. This view is further strengthened if we aeisi Hence, we were forced to resort to calculating analytictiy
the unsaturated loads for the three methods. In this casember of packets lost during the reconfiguration. To aehiev
all algorithms are able to maintain the same throughput tids, we first approximate the time it takes to discover atfaul
without link faults, except for DDLR which also here showgompute new forwarding tables, and distribute them. Using
a throughput reduction as we pass three link faults. as a basis the work done by Bermudez et al. [2], which
Moving on to the 2-ary 6-tree in Figure 9(b) the situation isvaluates the time it takes for the Infiniband subnet manager
somewhat different. First, note that since= 2 the algorithms to perform these tasks, we find that the time taken to didtibu
can only guarantee toleration of one link fault. We see that fthe new forwarding tables is about 0.03 seconds in a 32-8witc
saturated throughput without link faults all three aldumis network. The full time taken to reconfigure the network is

B. Evaluation Results
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ADLR. The faults range from 0 to 10.

about 0.5 seconds, most of which is used for routing tabfecket rate of 0.56 packets per cycle, and an upper tier link
calculation. In the calculations we assume that this catmn carries 0.42 packets per cycle.
is instantaneous, because the fat-tree routing algorigheasy  Multiplying this by the number of cycles in 0.03 seconds
to set up. In addition, the subnet manager expends no timeyisids a total of 32812 and 24704 packets lost per link fault
discovering the topology change, because it is informedef tiocated at the lower or upper link tiers respectively; about
fault by the switches. For the sake of simplicity we assun®000 times as many packets as DDLR and 10000 times as
the information is transmitted instantaneously. Themft03 many as ADLR. Keep in mind that the reconfiguration time
seconds is a lower bound on the time it will take to reconfigugg 0.03 seconds was based on a 32-switch network, which is
a 32-switch network. smaller than the one considered here, and it was assumed that
First, the 0.03 seconds required for updating all forwagdirit would take zero time to inform the subnet manager of the
tables from the subnet manager corresponds to approxinatailure and to calculate new tables. Hence, the actual packe
58593 simulation cycles. Second, to calculate the numberlogs for DDRC may be significantly larger than that calcudate
packets lost in the presence of one link fault, it is necgsear here, given the packet size. In that respect, the calculasio
determine the packet rate over a single link in the fat-fiégds  optimistic compared to a real case.
depends on (a) whether the link is at the bottom or top link For the 2-ary 6-tree the situation is much the same, with
tiers of the fat-tree, and (b) the total accepted packet ahte ADLR losing more than twice as many packets per link fault as
the network, which can be seen from Figure 9 for the saturatB@LR with saturated traffic. For unsaturated traffic the mgack
case with zero faults at approximately 18 packets per cycliiscard count is quite low since an unsaturated network has
Based on this we can calculate that the bottom tier link hasv@nimal queuing time, and thus fewer packets are likely to be



stuck in disconnected gueues Percent of deadlocked simulations as simulation time increases

The reason for the increased packet loss of ADLR compared — 4faults _eemTTmmmm
to DDLR is that ADLR through its adaptivity distributes tiaf el A e
more evenly in the network, thus forcing more buffers to be 16} I
occupied. Hence, there is a higher probability of there gpein | ',"
a large number of packets in the buffers that are connected tc3 o
the link that fails. The average packet loss will therefoee b £ 2] R
somewhat higher. $ 10- R

The fundamental property of any fault tolerant routing ‘g al ',"

o

algorithm is the ability of the algorithm to keep the endpsin
connected when there are faults present in the network. In ¢ o
Figure 11 we have plotted the probability (y-axis) of the at ‘ e

routing algorithm keeping the network connected after the oL

occurrence of a given number of faults (x-axis) for the 4-ary L
3-tree (Figure 11(a)) and the 2-ary 6-tree (Figure 11(b)) fo % =0 100 150 200 250 300
the three algorithms. Note that the probability of mainitain Time (cycles/1000)

connectivity is the same for the two DLR mthOdS’ ADLR. angi ure 12. Probability of deadlock beyokd- 1 faults with adaptive routing.
DDLR, as they both use the same re-routing mechanism gg 5 4-ary 3-tree was four, seven, and 10 faults.
forward the packets, and that this probability is differérotn
the probability of the network being physically connected.
The difference that can be observed between the two meth@éise approaches infinity. We have obviously not be able to let
in the figures is therefore a result of statistical variatfon time approach infinity, but it is still possible to get a geaier
the 500 samples we have simulated. Recall that the 4-aryi@ea of the probability from the figures presented. For tiagyl-
tree is able to guarantee a connected network when theresiee (Figure IX-B) we see that for four link faults, the lest
less than four link faults. The figure shows that for the 4wumber of link faults for which we do not guarantee deadlock
ary 3-tree, all algorithms managed to maintain connegtivitreedom, the probability of deadlock slowly approaches 1%.
for all 500 tested combinations of 4 link faults. AlthouglFor seven link faults the probability approaches 7%, and @or
such connectivity cannot be guaranteed, the probabilifpwf faults the probability of deadlock has climbed to about 20%.
link faults disconnecting a 4-ary 3-tree is very low. As th€omparing this to the probability of connectivity discusse
number of link faults increases towards 10, the probabiity previously, we see that even though the 4-ary 3-tree remaine
all three algorithms decreases by roughly the same amodthnected for all combinations of four link faults we tested
down towards 97%. For the 2-ary 6-tree, on the other hand, tii@re is a 1% probability of the network becoming deadlocked
algorithms can only guarantee the toleration of one linktfauSimilarly, for 10 link faults the probability of maintainin
We see from the figure that already at two link faults none @bnnectivity was about 97%, but the probability of deadlock
the algorithms maintain a 100% probability of connectivityfor this case is 20%.
Furthermore, we see that the probability of connectivity fo
DDRC stands out by decreasing more rapidly than for the two
DLR algorithms. Local re-routing is in other words capabie o
tolerating a larger number of fault combinations for a given The size and complexity of modern high-performance com-
number of faults than reconfiguring the network to avoid theuter systems exacerbates the need for efficient faultaiaie
faulty paths in fat-trees. mechanisms to guarantee high system performance. In this
Finally, we will consider the probability of the networks-be paper we have presented a fault-tolerance mechanism based
coming deadlocked when operating outside the limit spetifien dynamic local rerouting, aimed at the much utilised fat-
by the theory in the previous sections. For ADLR this is anlyee topology. The fault tolerance algorithm can transmifye
number of faults eyon& —1. Recall that the deadlock freedomtolerate up to and including — 1 arbitrary link faults, where
theory for Rlink only has validity when there are less thark is number of ports in one direction of a switch in the fat-

adaptive

k faults. Rfjgjzfmmstie, on the other hand, is guaranteed ttree. Depending on whether adaptive or deterministic nguti
be deadlock free for any number of faults as long as one/tigutilised, deadlock freedom can be guaranteed withougusi
additional virtual channels are used when re-routing. Hewe additional resources, or with one extra virtual channelpee-
without these virtual channels, deadlock freedom can ogly bvely.
guaranteed with one fault. Any number of faults larger than Simulation experiments show a graceful degradation in per-
this carries the risk of deadlocking the network. formance as the number of link faults in the system increases

To generate these figures we have run 500 simulations feor larger fat-trees with higher radix switches the effett o
each of 4,7, and 10 link faults for the 4-ary 3-tree. We haany link fault in using dynamic local rerouting is believea t
let each simulation run for 200 000 simulation cycles anlgke significantly smaller. For the relatively small topolegjive
recorded the time at which the network became deadlockéessted, the degradation is higher than for a simple recorafigu
if at all. The resulting plots will asymtothically approatie tion mechanism to which we compare the results. However, the
probability of deadlock for the given number of faults as thspeed and transparency of the mechanism has a significantly

X. CONCLUSION
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Figure 11. Probability of connectivity for a 4-ary 3-treeda®rary 6-tree. For the three methods: DDLR, DDRC, and ADLRe Taults range from 0 to 10.

lower impact on network traffic. A high-speed reconfigumatioupward link to avoid the fault will not cause additional de-
mechanism may lose up to 20,000 times more packets than pandencies to those already present from the up/down gputin
dynamic local rerouting mechanism. Finally, the probapili For the downward phase, at least one of the other lower-tier
of maintaining network connectivity for all end nodes iswitches (excepf,) of G; may be a U-turn switchS,, turn.
slightly higher using dynamic local rerouting compared tblext, suppose the network is deadlocked, so there is a cycle
reconfiguring the fat-tree. Therefore, a careful comboratf in the channel dependency graph of the network. This cycle
dynamic local rerouting with reconfiguration as in the hglbrimust involve a dependency from the channel frémto the
approach will yield a fault tolerance mechanism with highd-turn switchS,, turn to the channel front, turn to an upper-
performance, virtually no packet loss, and high probabiit tier switch of Gy, S,p, and a chain of dependencies back to
connectivity beyond the guaranteed connectivity region. S,,. There can be no dependency cycles within because
no packets are re-routed ), so S, # S,p. OutsideG, the
APPENDIX A only possible dependency chain frafyp to S, is upwards
through a switchb,. higher up in the tree, and then downwards.
This downward portion of the dependency chain will never go
We have shown that every switch has a connected pdfitioughG.; otherwise,S, would be able to reach the same
to every destination when re-routing down one switch tigfestination through two downward links, which is impossibl
with & — 1 arbitrary link faults. How we may configure Hence, this dependency chain must involve another U-turn
the routing algorithms to find these paths while guarantgeifor it to be able to return back t8, and S, turn. However,
livelock and deadlock freedom is the topic of the next seatio given that there is only one fault in the network and no packet
There are separate sections for deterministic distribaredi following paths created by previous faults, there are naitdst
source routing, and adaptive routing, since there arefgignt outsideG; and thus there can be no cycle.
differences between how the routing algorithms must beset u Livelock freedom is guaranteed since from any switch
for the different cases. Before we proceed with this, howeveonnected to a fault in the downward direction all other
we will show that adding the re-routing mechanism in thdownward links leads to a U-turn switch. Similarly, all upea
downward phase is deadlock and livelock free if there is julinks from a U-turn switch (except the link from which the
one link fault in the network, regardless of whether we have-routed packets arrive) have connected up/down paths to
adaptive or deterministic routing. the destination. Any re-routed packet will therefore never
It is well-known that a network may deadlock if there existencounter the same fault twice, and is always forwarded on
a chain of channel dependencies that form a cycle [5], so tlie shortest connected path to the destination. [ ]
it is possible to follow the dependency chain from one specifi
channel and subsequently arrive at the same channel (ghthou ) i ,
this is not necessarily the case for adaptive routing). direh .lirﬁcn algorithm for calculating forwarding tables for
is no such cyclic dependency chain, there is no deadlock. “‘deterministic
Theorem 2:Re-routing around a single link fault will never  Algorithm 1 presents the pseudocode of the function to fill
deadlock or livelock when there are no packets in the netwattke routing tables of a switch for a destination in the fagtre
that have been re-routed around any prior fault. It requires that the routing function is able to take bothuinp
Proof: Suppose the link between upper-tier switéf) port and input VC as parameters in addition to the destinatio
at tier/ and lower-tier switchS,, at tier/ + 1 in group G; address, and returning output port and output VC. Recadtl tha
has failed. In the upward phase, simply selecting a differeany VC belongs to either NL or ML. The only additional

A. Deadlock and Livelock Freedom with One Fault



mechanism required in the switches is the ability to seleatlivelock requires that a packet is forwarded in a loop. €her

(i) an arbitrary output port in the correct direction when aust therefore exist a set of switches that the packet may
faulty link is encountered and the packet is in NL, and (iifraverse an unlimited number of times. There are obviously
the incoming ports as the output port when a faulty link ieo such loops in the upward phase. The only possible cause

encountered and the packet is in ML. of a loop is the U-turn performed when re-routing around a
fault. However, the ordered sequenbeutilised in point 4 of
Algorithm 1 Rggtlérmmistic — table Riiigflérministic and the re_rOUting in pOint 2b ﬂgglzrnzin’istic
1. global array sequence[K] guara.nt.ees that all the upper-tier switches in the switcligr
2: global array route[J[][] containing the faults are used as next_hops at m_ost onceghenc
3: sequence[incomming port p]=next upward port to test NONe of these can be mvolv_eo! in a livelock. Given that _there
4: sequence[0]=first port in the sequence are fewer thark link faults, it is guarantegd that there is a
5: VC1 belongs to normal VL path that moves the packet out pf the switch group and one
6: VC2 belongs to re-routing VL t!er lower dow_n towards thg d.estllnatlon. Consequgntlyr}eve
7: route[destination][incomming port][incommingt!me a packeF is re-rputgd, it will find a pa.th thgt prmgs ieon
VC]=outgoing port, outgoing VC tier closer to its destination, and the algorithm is livéddize.
8: function ROUTEDESTINATION(Switch s,Destination d) u
o: if d not reachable downwardshen
10: select upward porép > should be balanced in D. Livelock freedom and connectivity féseitch . .
some way Lemma 7: Rswiteh . . is connected and livelock free
1L for all downward portp in s do with & — 1 arbitrary link or switch faults.
12: s— > route[d|[p][VC1] = dp,VC1 © set up Proof: Lemma 4 guarantees a path from every switch
regular routes for all downward ports to every destination. It is therefore sufficient to show thnet
13 end for routing algorithm is livelock free. The number of links isifey
14 for all upward portsp in s do > u-turnsi> for the  hence, a livelock requires that a packet is forwarded in p.loo
first u-turn There must therefore exist a set of switches that the packgt m
15: s— > route[d|[p|][VC1] = sequence[0],VC2  traverse an unlimited number of times. There are obviously n
> for subsequent u-turns through the same switch such loops in the upward phase. The only possible cause of a
16: s— > routeld][p][V C2] = sequence[p], VC2  |oop is the U-turn performed when re-routing around a fault.
17 end for However, the ordered sequenée utilised in point 4 of the
18 else algorithm, the port field that guarantees in points 4c and 5
10: dp=downward port tal that a packet always returns to the same u-turn switch, and
20: for all portsp in s exceptdp do > set up regular the re-routing in point 2b, guarantees that all the uppeer-ti
routes for all incomming ports switches in the switch group containing the faults are used a
21 s— > route[d][p][VC1] = dp, VC1 next hops at most once; hence, none of these can be involved
22: if p is downward port then > Route jn g livelock. Given that there are fewer thamswitch faults,
downwards after the u-turn it is guaranteed that there is a path that moves the packet
23: s— > route[d|[p][V C2| = dp,VC2 out of the switch group and one tier lower down towards the
24: end if destination. Consequently, every time a packet is re-thtite
25: if p is upward portthen > will find a path that brings it one stage closer to its destimat
Continue downwards below the tier of the fault and returging the algorithm is livelock free. ]
to normal layer
;3 en dSE > route[d][p|[VC2] = dp, VC1 E. Deadlock Freedom foRrswitch
08: end for To achieve deadlock freedom with deterministic routing and
20: end if the fault tolerance algorithm presented above, we reghee t
30: end function use of three virtual layers: (i) a normal virtual layer where

most of the packet forwarding takes place, (ii) a re-routing

layer (ML1) that contains the packets currently being neted

) o _ in the lower half of the two-hop switch group, and iii) a sedon

C. Livelock freedom and connectivity f@;7,%, . ,;sic re-routing layer (ML2) containing all packets being re-em
We now prove livelock freedom and ttke-1 fault tolerance in the upper half of the two-hop switch group.

of Rlink The transition from the normal layer to ML1 takes place in

deterministic*

Lemma 6: R'nk is connected and livelock freethe U-turn switches. Each time a packet performs a U-turn it

deterministic
with k£ — 1 arbitrary link faults. enters ML1. The transition from ML1 to ML2 takes place in
Proof: Lemma 2 guarantees a path from every switch tihe switch at the tier above the U-turn switch when re-rautin
every destination using the re-routing function impleredntn upwards, and the transition from ML2 to ML1 takes place
Rlink e Iis therefore sufficient to show that the routingn a switch at the same tier when re-routing downwards. The

algorithm is livelock free. The number of links is finite; lien  transition from ML1 back to NL takes place in any switch



at the lower tier that is not the u-turn switch. This will only We will show later that all the M1 channels will have

occur after the fault leading to the u-turn has been negatiat the same index. Every downward channel in M2 for all
In order to show thatRswitch . . s deadlock-free we links connected to the upward ports of the same switch is
will use the same technique as we used&jf’> . . .. . We given an index one higher than the upward M2 channels

introduce a numbering scheme which we apply to all channels on the same link.

in the fat tree. Because of the complexity of the algorithime, t  Before we proceed with the formal proof of the validity
numbering scheme will also be more complex. of the numbering scheme and deadlock freedom, we must
The fat-tree COﬂfigUTEd for switch fault tolerance ConSiSE:bnsider one final Coro”ary, which shows that any uppe’r-tie
of six types of channels: upward and downward channels diitch in a 2-hop switch group is connected through downward
NL, upward and downward channels in ML1, and upward anghks only to switches that have the same index in the re-
downward channels in ML2. LelN; be the set of upward routing sequenc® for any U-turn switch in that group. This
channels in NL at link tiers and N¢ the set of downward means that all upward channels in M2 to the switch will have
channels in NL at link tiers. M1% and M1¢ are the set of the same sequence numberand all downward channels in
upward and downward channels at tiein the first re-routing M2 from the switch will have the same sequence nunibet
layer, andM 2% and M2¢ is the set of upward and downward(This follows from rule5).
channels at tiers in the second re-routing layet’ is the Corollary 2: An upper-tier switchu in a 2-hop switch
sequence number assigned to the chamndlhe assignment group G, is connected through downward links only to
u' = j wherej is an integer greater than -1 amde N U  switches that have the same indeix the re-routing sequence
My U M, assigns the numberto the channel.. The link tier  p for all U-turn switches inG.

numbering is almost the same as we used for link faults. We  proof: Consider a 2-hop switch grou, with its upper

number the channels as follows: tier at tierl, and its lower tier at tiet+ 2. From Definition 1 ,
1) W/ =n—-2-s,Yue N, s€0...n—2 all switches at tief + 1 in G5 are connected to portt;; + k
All upward channels in NL are assigned the reversasf the switches at tiet+ 2, wherew; ; is the (I +1)’th tuple
indexing of the link tiers. of the switch number. For any given ordering sequebsall

2) v =v' 4+ 1Vu € N¢, Vv € N switches at tied + 1 in G with the same value imv; ., will

All downward channels in NL at the topmost link tierhave the same index in the sequerigeFurther, any switch
are assigned a number thatligreater than the upmostat tier/ in G wherew+1) = a for anya is only connected

upward channels in NL. to switches at tief + 1 that also haveuv;,; = a. Thus, any
3) v >v'Vue NLVwe M19 UN? |, s> 0. switch at tierl in G is connected only to downward switches

Every downward channel at tier in NL is given a with the same index iD.

number that is larger than the downward channels in ]

NL and all channels in the ML1 for all tiers higher than We now show that the proposed numbering scheme provides
s. all channels in the network with a single number.

) v =0+ (GE*x4)+ 1w =v +(ixd)+4Yu e D € Lemma 8:Every channel in the fat-tree can be assigned
M1% w € D € M1%,iis the index ofu in the sequence a number that satisfies all five points of the numbering
D, Vv € N%, w andw are part of the same link. algorithm.

Every ML1 channel is given a number larger than the  Proof: We will first consider the channels in NL. Every
normal downward channels at tigr in an increasing channel in the fat-tree belongs to a single link tier. Riule
order fromv’ 4+ 1 corresponding to the index of the re-guarantees that all upward channels in NL are assigned a
routing channel in the re-routing sequenbefrom the number. The only requirement on these numbers is that they
u-turn switch. For instance, assuming that the largese the reverse order of the link tier indexing, which is ailvi
sequence number of all downward channels in NL at tiégo guarantee.

s is 10, the first upward M1 channel in the sequence to For the downward channels in NL, rulesand 3 guarantee

be tested from a U-turn switch at tieris 11, the first that every channel is assigned a number. From dyl¢he
downward M1 channel id4, the second upward M1 maximum number assigned to M1 channels at atigtimited
channel isl5, the second downward M1 channelli8, by the number of channels in the re-routing sequence which
and so forth. is 4k, so the maximum number assigned to any channel at a

5) Let u,v,w be connected to the same switch at tietier above tierl is n — 2 + [ + [ x 4k (the numbers assigned
s. u and w are the upward and downward channel® all upward channels in NL, plus the number assigned to all
of the same link connected to an upward port, and downward channels at each tier, plus all the numbers askigne
is an upward channel connected to a downward pott re-routing channels at each tier). Any downward charmel i
wo=v 4+ 1Lw =+ 2¥u € M2%,w € M2¢v € NL at tierl may therefore be assigned a number that satisfies
M1}, u,v,w are connected to the same switch at tiemles2 and 3, which is on greater than — 2 + [ + [ x 4k.

s, s >= 0. Similarly, rule4 guarantees that all M1 channels at all tiers
Every upward channel in M2 connected to an upwarare assigned a number. Rudeguarantees that all top-tier
port of a given switch at tieg is given an index that downward channels in NL are assigned the same number
is one higher than the index of all the M1 channeléssigning the number. + i x 4 + 1 to consecutive upward
connected to the downward ports of the same switcbhannels with indexi in the re-routing sequenc®, and



(a) Normal upward channels (b) Normal downward channels
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19 15 19

(c) Upward channels in M1 (d) Downward channels in M1

14

(e) Upward channels in M2 (f) Downward channels in M2
Figure 13. Channel numbering in a fat-tree for switch faults
Numbering of the different channels in the normal and rdingulayers, assuming that the ordered sequebagonsists the
upward ports from left to right.



assigningn + i x 4 + 4 to consecutive downward channels,
combined with the fact that any M1 channel belongs to
the re-routing sequence of one and only one U-turn switch,
guarantees that we conform to rule for the top-tier re-
routing channels. For re-routing channels at subsequemrio
link tiers, the same reasoning applies, except that the ramb
of the downward channels in NL of each tikeis given by

n — 2+ [+ [ x4k, as shown previously.

Finally, rule 5 guarantees that all M2 channels at all tiers
are assigned a number. It follows from Corollary 2 that all
up/down channels in M2 that are connected to the same upper-
tier tier switch inG5 will be connected to middle-tier switches
in G4 that are connected only to downward links with the same
index in D and therefore the same channel number. Assigning
a sequence number to the upward M2 channels connected to
the upward ports of a switch that is one larger than an arfgitra
upward M1 channel connected to the downward ports of the
same switch will therefore yield the samme number regasdles
of which of the upward channels in M1 are chosen. The same
is the case for the downward M2 channels connected to the
same switch. [ ]

This numbering scheme is illustrated in Figure 13 for a 5)
small 2-ary 3-tree. There is one figure for each of the upward
and downward channels in the normal and the two re-routing
layers.

We will now proceed with the proof of deadlock freedom
for the routing algorithmpswitch . . . The proof follows
the same method as for link faults, we show that there are no
transitions from any link to another link with a lower seqoen
number.

Theorem 3:R5Yitch . .. is deadlock-free.

Proof: All channels in the network are given a sequence
number according to the above rules. The routing algorithm
is deadlock-free if we can show that it is impossible to move
to a channel that has a sequence number lower than or equal
to the current channel.

There are six specific situations for any packet forwarded
in the network.

1) The packet is forwarded upwards in NL
According to rule 1, all upward channels at the next
link tier upwards have a larger sequence number than
the current channel.

The packet is forwarded downwards in NL

6)

2)

ing to the U-turn switch, it is on a fault-free downward
path towards the destination, or it must be re-routed
again because the shortest downward path contains
another fault. We call the current switch 2z has the
same position in the re-routing sequenbefor all U-

turn switches in the switch group. Thus all upward M1
channels in the switch group connectedztavill have

the same sequence number, as will all the downward M1
channels in the switch group connectec:trule 4, see
Figure 13 for an example). The sequence number of the
downward M1 channel fromz, whether it returns back

to the U-turn switch, proceeds towards the destination,
or is re-routed again, must therefore be larger than the
sequence number of any upward M1 channel that may
have led a packet te and any downward M2 channel
that may have led a packet t9 since a downward M1
channel has a sequence number that is 3 larger than the
same upward M1 channel (rule 4), and any M2 channel
at the tier above connected to the same switch has a
sequence number at most two larger than the upward
M1 channel (rule 5).

The packet is forwarded upwards in M2

This only takes place after an upward M1 channel.
Following from Corollary lall upward M1 channels
connected to the downward ports of the same switch
have the same sequence number. Hence, following rule
5, the upward M2 channel from this switch will have
a sequence number one larger than any upward M1
channel leading to it.

The packet is forwarded downwards in M2

There are two possibilities. Either the packet must return
to the U-turn switch, or it has a fault-free downward
path towards the destination. We call the current switch
z. Following from Corollary 2z is connected through
downward links only to switches with the same sequence
number inD. Consequently, following rule 5, all upward
M2 channels ta: have the same sequence number, which
is one larger than any upward M1 channel that may have
preceded it, and all downward M2 channels frorhave

the same sequence number, which is one larger than any
upward M2 channel that may have preceded it.

No packet forwarded in the network will ever reach a channel
that has a sequence number that is lower than or equal to that

According to rules 2 and 3, all downward channels & any channels it has previously traversed, @j;‘<"
the next link tier downwards have a larger sequenGg deadlock-free.

erministic

number than the current channel, regardless of whetheias is the case for link faults, resuming the use of a
the current channel is a normal channel or a M1 channgfeviously failed switch once it is restored to service isoal

3) The packet is forwarded upwards in M1

deadlock-free, because the numbering scheme that we have

This only takes place in the downward routing phasgtilised here remains intact.

According to rule 4, all upward ML1 channels at the
current link tier have a larger sequence number th
any downward normal channel at the same tier, and

E} Livelock freedom and connectivity fét!n*

adaptive
nk

re-routing channels at the tiers above. In addition, the We now prove the Connectednessidjdapme.

next re-routing channel always has a larger sequence_emma 9: R\7F

is connected and livelock free when

adaptive

number than the current re-routing channel, followinthere are fewer thah link faults in every switch group.

the ordered sequende and rule 4.

4) The packet is forwarded downwards in M1

Proof: Lemma 2 guarantees that there exists a path from
every switch to every destination with less thian 1 arbitrary

There are three possibilities. Either the packet is returtink faults. It is therefore sufficient to show that the aligfom



is livelock free. The number of links is finite; hence, a lvek (I < n — 1) is the root of a subtree. Forwarding in a fault-free
requires that a packet is forwarded in a loop. There mustt-tree takes place in the subtree of the least common emces
therefore exist a set of switches that the packet may trenasrs chosen in the upward phase.
unlimited number of times. There are obviously no such loopsEvery switch is a member of a specific set of subtrees, i.e.
in the upward phase. The only possible cause of a loop is thiee for each switch that can be reached in the upward directio
U-turn performed when re-routing around a fault. Howevefrom that switch. Atop-rooted subtrees a subtree of a top
the re-routing vector in point 4 of the algorithm and the reier switch. An example of a top-rooted subtree is shown in
routing in point 2b guarantee that all the upper-tier swatch Figure 14 on page 26.
in the switch group containing the faults are used as nextDefinition 20: Two switches arenembers of the same set
hops at most once; hence, none of these can be involvedofrtop-rooted subtrees they have all top-tier subtree roots in
a livelock. Given that there are fewer thanink faults, it is common.
guaranteed that there is a path that moves the packet out of thDefinition 21: A subtree that is fault-free above tiéris a
switch group and one tier lower down towards the destinatiosubtree whose root is at the top tier of the fat-tree (tier 0),
Consequently, every time a packet is re-routed, it will find and whose leaves are the processing nodes. All the links and
path that brings it one stage closer to its destination, Aed tswitches above tiet in the tree are fault-free.
algorithm is livelock free. In a subtree that is fault-free above tigall switches in the
W top-rooted subtree at tiefd),...,! — 1}, and all links going
1) Livelock freedom and connectivity féts%itch . The downwards from the switches, are fault free.

proof of connectivity and livelock freedom ?gégﬁ%w is Definition 22: A subset of leavesonsists of all the leaves

quite similar to that foerj;akpme_ reachable through a single downward link from a _subtree root
Lemma 10;3;%;%@ is connected and livelock free with The numerous U-turns caused by packets being re-routed

less thank — 1 arbitrary link and switch faults. around faults may close cycles in the dependency graph, and

Proof: Lemma 4 guarantees that there exists a path frdfus potentially cause deadlock. We now show that the cycles
every switch to every destination with less thian 1 arbitrary do not cause deadlocks, provided that the number of linkgaul
link and switch faults. It is therefore sufficient to showtttize  does not exceed a certain threshold. We assume the use of
algorithm is livelock free. The number of links is finite; leen  Virtual cut-through switches and we focus on the depenesnci
a livelock requires that a packet is forwarded in a loop. €hePetween the switch queues where the packets are buffered.
must therefore exist a set of switches that the packet mayn & deterministically routed network, a necessary and
traverse an unlimited number of times. There are obviouspyfficient condition for deadlock freedom is that the channe
no such loops in the upward phase. The only possible Cai%oendency graph is free from cycles. However, in an adaptiv
of a loop is the U-turn performed when re-routing arounf€twork, each packet may have several alternative next-hop
a fault. However, theport-field utilised in points 3 and 5 dueues. Which of these queues is chosen is determined by a
guarantees that the re-routed packet always returns tathe s Selection function, which may depend on several factorsh su
U-turn switch until it has progressed one tier closer to tS dueue length and mean queuing time. As long as one of
destination. Furthermore, the re-routing vector in poinvf4 the alternative next-hop queues has available space, tketpa
the algorithm, the port field utilised in points 4 and 5, anfh@y be forwarded to this queue. It follows that an adaptive
the re-routing in point 2b guarantees that all the upper_tigetwork is not necessarily deadlocked even if there exists a
switches in the switch group containing the faults are used @/cle in the dependency graph. Even if there is a set of queues
next hops at most once; hence, none of these can be invol{at form a dependency cycle, packets in the queues that form
in a livelock. Given that there are fewer tharswitch faults, the cycle may have additional next-hop queues that are not
it is guaranteed that there is a path that moves the pacR@it of the cycle, because of the adaptivity.
out of the switch group and one tier lower down towards the In [6] there is a comprehensive theory of deadlocks in
destination. Consequently, every time a packet is re-thute adaptive cut-through networks. For completeness, we asphr

will find a path that brings it one tier closer to its destioati the part of this theory that is necessary for proving that our
and the algorithm is livelock free. m Mmethod provides freedom from deadlock.

We have shown above thaglink and RSvitch s Definition 23: A routing subfunction R1 of the routing

adaptive adaptive

connected when there are fewer thiafink faults in the fat- function R* is a routing function that is defined on the same
tree. We now show that freedom from deadlock only can K®main as R* but that provides a subset of the queues provided

guaranteed within the same number of link faults. by R*. _ o _
R1 may thus be viewed as a limited version of R*, where

link /switch some of the network queues supplied by R* for a destination
G. Deadlock Freedom foR, ;. are not supplied for that destination by R1. There may exist
Definition 19: The subtree rooted at switch sonsists of many routing subfunctions of R*. However, when we later
all the links and switches reachable in the downward dioecti apply the theory to our routing method, we will concentrate
from s. Thesubtree leaveare the processing nodes connecteoh one particular carefully chosen one.
to the bottom tier switches of the subtree. For a network to be deadlocked, the network must have
The fat-tree is made up of multiple subtrees at every levedached a state in which there is an assignment of packets to
of the fat-tree. Every switch at a tiérabove the bottom tier queues that prohibits the network from functioning. Now we



turn our attention to the precise nature of deadlock: one subtree that is fault-free above its own tier.

Packets that occupy space in one queue and request accessProof: The set of possible U-turn switches contains all
to another form a relationship between the two queues switches in the fat-tree except the switches at tier zeromFr
which the blocking of one may lead to the blocking of théeemma 11, we know that every possible U-turn switch is
other. We call this relationship a dependency. connected tdk disjoint sets of subtrees, one set through each

Definition 24: There exists alependencyrom one queue, of its k upward links. As the sets are disjoint, a single fault
a, to anotherp, for the routing function R when there existamay be in at most one of the sets. Therefdre;- 1 is an
a legal configuration relative to R where packetsaiimay insufficient number of faults to place one fault in each of the
requesth as the next hop according to R. disjoint subtree sets. Thus, at least one of the upward links

Definition 25: Let R1 be a routing subfunction of R*. Therefrom any U-turn switch is connected to at least one faule-fre
exists across dependencffom queuea to queueb if there subtree above its own tier. [ ]
exists a legal configuration relative to R*, in which a packet These are the foundations necessary to construct our rout-
in a may requesb according to R1. ing subfunction. Recall that this routing subfunction ist no

The difference between a dependency and a cross depaspposed to be implemented. It is defined only for proof
dency is subtle, but important for our proof. If R1 is a rogtin purposes, because its mere existence proves that the fault-
subfunction of R*, then R1 has its own set of dependencieslerant routing algorithmz"*/s% is deadlock-free. The

adaptive

according to Definition 24. However, because R1 is a routingeps of the routing subfunctio®’ of Rlink/switch

adaptive adaptive

subfunction, an additional set of dependencies emerges frgre |isted below. We can use the same routing subfunction
the interplay between R* and R1. In particular, R* may routgy for both link and switch faults, the only difference

adaptive

some packets to destinations where R1 would not have rou{gdyhether we re-route down one or two tiers.
them. Still, R1 may (and actually should, as becomes clear
later) provide routing alternatives for these packets. s€he
routing alternatives that R1 provides for packets that are
“misplaced” relative to R1 give rise to cross dependencies.

Definition 26: Let R1 be a routing subfunction of R*. The
extended dependency graphR1 is a directed graph whose
vertices are queues supplied by R1, and there is an arc from
gueue a to queue b if there is either a dependency or a cross
dependency from a to b.

Definition 27: A routing function R is connectedif R
establishes a path to the packet destination for every patke
every queue in every legal configuration.

An important special case of the above definition is the
case in which R1 is a routing subfunction of R*, and R* is o .
the routing function that is operative in the network. Inttha * In the downwards direction, do the following:

« Choose a fault-free subtree above every U-turn switch.

« Do the following in the upwards direction until a least
common ancestor of the source and destination has been
reached:

— Outside the chosen fault-free subtrees, adaptively
forward the packet upwards.

— Within a chosen fault-free subtree above a U-turn
switch, route the packet upwards within this tree.
If there is a conflict because a switch is part of
two different chosen fault-free subtrees (above two
different U-turn switches), route within the chosen
subtree above a U-turn switch at the lowest level in
the fat-tree.

case, for the routing subfunction R1 to be connected, it must — Route the packet deterministically downwards to-
establish paths for every configuration that is legal redato wards its destination.
R*. Finally, we present the main theorem of the theory in — If a fault is encountered in the downward direction,
[6]. We make use of this theorem to show that our routing re-route the packet one or two steps downwards for
algorithm is free from deadlock: link or switch fault tolerance.

Theorem 4:A routing algorithm R* is deadlock-free iff — Forward the packet back up the chosen subtree that
there exists a connected routing subfunction R1 of R* that is fault-free. 4 4
has no cycles in its extended dependency graph. The only limitation onR},;, ;. relative to Rfféfgfjﬁ’e’“h

To use Theorem 4, we must construct a routing subfunctie which upward path may be taken for packets residing in
that is connected and cycle-free in its extended dependercychosen subtree that is fault-free above a U-turn switch.
graph. In order to do this, we must first make some observBhe path of a packet following this routing subfunction is
tions concerning the structure of the fat-tree. illustrated in Figure 14. One of the original paths from seur

Observation 1:For any top-tier switch (tied), there is only to destination wasource - A — B — E — Destination.

a single downward path between it and an arbitrary switédnce the linkB — F fails, packets are forwarded in two tiers.

within its subtree. First, a fault-free subtree at tier 1 that encompasses tlee th
Lemma 11:All upward links from a switch belong to possible U-turn switchesl, F', and G comes into existence.
disjoint sets of subtrees. Second, all packets in A and B are forwarded towards the

Proof: Assume that two of the upward links of a switctfaulty link, and as they encounter it they are re-routed te on

s have at least one subtree in common. In that case, there @frthe U-turn switches. From here on the packet enters the fau
at least two different paths from the root of the subtree doviree subtree and follows this all the way to the destinatien v

to s, and we have a contradiction with observation 1. m D and E. All subsequent packets from the source via A will
Lemma 12:When there are fewer thak faults in the have entered the fault-free subtree and are thereforeregfjui
network, every possible U-turn switch is connected to agtlego continue following the tree to the destination from tier 1



and upwards (to tiep). The path for all subsequent packet$n the downward phase, connectedness is trivial when there
is thereforeSource -+ A — D — E — Destination. Note are no faults. If the packet reaches a fault, the packet will b
that there are two more fault-free subtrees that have nat besble to reach a U-turn switch as long as there are fewer than
marked in the figure. k faults. Let! be the tier of this U-turn switch. The packet
The U-turn switch will only be traversed by the firstwill now be forwarded within the fault-free subtree abdye
few packets encountering the link fault. This is because ahd thereby not reach another fault before it has reached lev
subsequent packets will have to enter the fault-free sebtieon its way down again. But then the next U-turn switch
in the upward phase in order to reach the fault, but theyill be at a level belowl. Since there are not infinitely many
will never encounter it because the packets are not allowlkels, connectedness is proven by well-founded induaion
to leave the fault-free subtree. This obviously eliminsaey the number of U-turn switches that the packet has to traverse
possible cycles, because all packets that would othervege h |
encountered the link fault follow the fault-free subtree. SINCER), 1,11, IS @ routing subfunction oRff;;'%jjj’;t(h and
Before we proceed with the main theorem, we prove a lemm& have shown thaR,,,, ;.. has no cycles in its extended
on the nature of the dependenciesitf;, ;.. dependency graph, we refer to Theorem 4 and conclude that
Lemma 13:Let s be a U-turn switch at level. In the gRlnk/switch io qaadlock-free when there are fewer than

adaptive . )
extended dependency graph®f,;,.;... there are no depen- arbitrary link and switch faults respectively.
dencies at or above levéthat go out of the chosen fault-free

subtree above.
Proof:

Assume that the lemma does not hold. This means that th
must be a possible situation in which a packet that resides at
above level in the chosen fault-free subtree abovenay be
routed out of the subtree b’ This may be a packet

adaptive*
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