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Simula carries out basic research, explores ways to apply the research 
in both industry and the public sector, and educates master and PhD 
students.
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Shared network resources could lead to network 
congestion and head-of-line (HOL) blocking.

To avoid performance degradation, the HOL blocking
must be removed.

Congestion tree

HOL blocked traffic



The InfiniBand CC mechanism relies on a closed 
loop feedback control systems to remove the 
congestion tree.

FECN

BECN



The InfiniBand CC mechanism is configured using 
several parameters

Switch
Threshold
Marking rate
Packet size

Host
Congstion Control Table (CCT)
CCT Index Increase
CCT Index Limit
CCT Index Min
CCT Index Timer

Parameter Values
Threshold 15
Marking Rate 1
Packet Size 8

CCTI Increase 1
CCTI Limit 127
CCTI Min 0
CCTI Timer 150



Experiments show that the HOL blocking leads to 
performance degradation when CC is not activated.



The InfiniBand CC mechanism is able to remove 
both the HOL blocking and the parking lot problem.

Parameter Values
Threshold 15
Marking Rate 1
Packet Size 8

CCTI Increase 1
CCTI Limit 127
CCTI Min 0
CCTI Timer 150



The experiments repeated with the HOL blocked 
victim flow replaced by the HPCC benchmark.



The parameter space is huge as this example
shows.



The InfiniBand CC mechanism works, but is hard 
to configured correctly. Bad configuration can 
reduce performance.

 IB CC works!

 But many parameters to choose from and their
correlation is not well understood.

 A bad configuration can be worse than living with
congestion.

 We need to understand the parameter space.

 And hopefully we can find a formula, heuristic or 
guideline to configure IB CC.

 More info: ”First Experiences with Congestion Control 
in InfiniBand Hardware” to appear at IPDPS, April 2010.



Ongoing research includes both further hardware 
experiments and simulation studies to:

...look at adaptive routing as a 
supplementary mechanism to CC

...explore the CC 
parameter space

...study CC in larger 
topologies

Congestion



Questions?


	First Experiences with Congestion Control in InfiniBand Hardware
	Credits
	Presentation Outline
	Slide Number 4
	Slide Number 5
	Slide Number 6
	Slide Number 7
	The InfiniBand CC mechanism is configured using several parameters
	Slide Number 9
	Slide Number 10
	Slide Number 11
	The parameter space is huge as this example shows.
	The InfiniBand CC mechanism works, but is hard to configured correctly. Bad configuration can reduce performance.
	Slide Number 14
	Slide Number 15

