Contrasting Ideal and Realistic Conditions as a Means to
Improve Judgment-based Software Development Effort Estimation

Magne Jgrgensen
Simula Research Laboratory & Institute of Informatics, University of Oslo

Abstract:

Context: The effort estimates of software development work are on average too low. A possible
reason for this tendency is that software developers, perhaps unconsciously, assume ideal conditions
when they estimate the most likely use of effort. In this article, we propose and evaluate a two-step
estimation process that may induce more awareness of the difference between idealistic and realistic
conditions and as a consequence more realistic effort estimates. The proposed process differs from
traditional judgment-based estimation processes in that it starts with an effort estimation that
assumes ideal conditions before the most likely use of effort is estimated.

Objective: The objective of the paper is to examine the potential of the proposed method to induce
more realism in the judgment-based estimates of work effort.

Method: Three experiments with software professionals as participants were completed. In all three
experiments there was one group of participants which followed the proposed and another group
which followed the traditional estimation process. In one of the experiments there was an additional
group which started with a probabilistically defined estimate of minimum effort before estimating the
most likely effort.

Results: We found, in all three experiments, that estimation of most likely effort seems to assume
rather idealistic assumptions and that the use of the proposed process seems to yield more realistic
effort estimates. In contrast, starting with an estimate of the minimum effort, rather than an
estimate based on ideal conditions, did not have the same positive effect on the subsequent estimate
of the most likely effort.

Conclusion: The empirical results from our studies together with similar results from other domains
suggest that the proposed estimation process is promising for the improvement of the realism of
software development effort estimates.
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1. Introduction

According to published surveys, most software projects are based on estimates that are too
low (Jenkins, Naumann et al. 1984; Phan, Vogel et al. 1988; Bergeron and St-Arnaud 1992; Heemstra
1992; Sauer and Cuthbertson 2003; Molgkken-@stvold, Jergensen et al. 2004; Yang, Wang et al.
2008). These surveys typically report that the average effort overrun is about 30%. There is no
convincing evidence to suggest that there has been a systematic improvement in estimation accuracy
or increase in bias over time’. Neither are there evidence to support that the problem of inaccurate
and biased estimates is removed with the use of formal estimation models instead of the use of
expert judgment (Aranda and Easterbrook 2005; Jgrgensen 2007). Possible reasons for the lack of
benefit from formal effort estimation models in this field are that important input to the formal
estimation models is judgment-based and that essential relationships are not sufficiently stable and
general to enable robust estimation models (Dolado 2001; Jgrgensen 2004). There is, however, some
evidence to suggest that there are contexts that favor the use of one estimation method over
another (Shepperd and Kadoda 2001; Menzies, Zhihao et al. 2006), that some estimators are more
realistic than others (Jgrgensen, Faugli et al. 2007), and that there are situations in which the
estimates are unbiased or even biased towards effort estimates that are too high (Gray, MacDonnell
et al. 1999). Strategies that have been evaluated and found to reduce, but not remove, the bias
towards effort estimates that are too low are the use of pessimistic scenarios (Newby-Clark, Ross et
al. 2000), better use of historical data (Roy, Mitten et al. 2008), and the use of estimators with highly
relevant development experience (Jgrgensen and Grimstad 2008). Interestingly, all the above
strategies for removing bias have in common that they may increase the awareness of the difference
between realistic and idealistic conditions. Pessimistic scenarios may increase the awareness of what
typically goes wrong in software projects. Historical data may remind the estimator of realistic
scenarios for similar tasks. More development experience may make it more likely that estimator will
be aware of the complexities and risks of the development work. This may be a significant finding,
because people frequently have difficulty in separating idealistic from realistic assumptions when
making predictions, as has been reported in numerous studies (Konecni and Ebbesen 1976; Henry
and Sniezek 1993; Busby and Payne 1999; Newby-Clark, Ross et al. 2000; Pezzo, Pezzo et al. 2006).
This difficulty may be an important reason for the tendency towards underestimation of software
development effort. Realistic estimates of software development effort do not necessarily follow
from requests to be realistic, but rather from processes that enable the estimators to better separate
realistic conditions from pessimistic or idealistic ones.

This paper proposes a process for judgment-based effort estimation (expert estimation)
consistent with the above findings. The process assumes that increased awareness of the difference
between idealistic and realistic conditions is useful to achieve more accurate effort estimates.
Although the proposed process is designed to be used in judgment-based effort estimation
processes, such as work-break down estimation processes (Tausworthe 1980), the steps may
potentially also be useful to ensure realistic judgment-based input to model-based effort estimation.

'The huge improvement in estimation accuracy from 1994 to the present day, as claimed by the
Standish Group in their Chaos Reports is, as far as we can evaluate, not trustworthy. See our critique of the
Chaos Report in Jgrgensen, M. and Molgkken-@stvold, K. (2006). "How large are software cost overruns? A
review of the 1994 CHAOS report." Information and Software Technology 48(4): 297-301..




The remaining part of the paper is organized as follows: Section 2 describes the proposed
estimation process and its motivation. Section 3 describes three studies evaluating the proposed
estimation process. Section 4 discusses the results in light of other results on human judgment and
exemplifies how the process may be integrated into common judgment-based software development
effort estimation methods. Section 5 discusses limitations of the studies. Section 6 concludes.

2. A Two-Step Process for Judgment-based Effort Estimation
Well-documented cognitive and motivational mechanisms potentially contributing to
idealistic assumptions in situations where the intention is to be realistic include: i) The cognitive
difficulty in separating what we want to be and what is more likely to be the outcome in terms of
software project effort usage and presence of problems, i.e., “wishful thinking” (Harvey 1992), ii) The
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tendency to over-rate how much in control of the outcome we are, i.e., “illusion of control” (Langer
1975), iii) The motivation to present estimates consistent with an image of ourselves as more
efficient and less error prone than we really are to avoid the so-called “cognitive dissonance”
(Festinger 1957), and, iv) The optimism-inducing effect of planning step-by-step what has to be done,

i.e., the optimism caused by “looking forward” (Kahneman and Lovallo 1993).

The potential presence of these mechanisms motivates the two main research questions
addressed in this paper:
RQ 1: Are judgment-based software development effort estimates requested to reflect realistic
conditions likely to be based on idealistic assumptions?
RQ 2: Would a process explicitly asking for effort estimates assuming ideal conditions before asking
for effort estimates assuming realistic conditions improve the accuracy of judgment-based effort
estimates?

The systematic tendency towards under-estimation in software development suggests a
confirmatory answer on RQ 1. Furthermore, if there is an insufficient separation of ideal and realistic
conditions in effort estimation, it is, as argued earlier, not unreasonable to expect that making the
estimators more aware of this difference will lead to more realistic effort estimates of most likely
effort, i.e., that the answer on RQ 2 will be confirmatory as well.

The process we propose and evaluate in order to answer RQ 1 and RQ 2 is a simple two-step
process which we believe can easily be integrated into most judgment-based effort estimation
processes. An integral part of the proposed process is the concept of “ideal effort”. Ideal effort may
for example be defined as the effort needed assuming that the work is completed without
disturbance, full productivity all the time and no major problems. Ideal effort is in many ways similar
to the concept of “ideal days” in agile estimation (Cohn 2006). An essential difference to ideal days in
agile estimation is, however, that we use ideal effort only as a contrast to realistic (most likely) use of
effort, while the number of ideal days is the final result of the estimation process used in the
planning of agile software projects. An assumed implication of our use of ideal effort as an
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intermediate step and not as the end result is that a consistent interpretation of “ideal” is not

essential as long as the understanding of ideal effort enables the estimator to contrast what he or
she considers to be the effort usage in ideal conditions with the effort usage in realistic conditions,
i.e., the most likely use of effort. This way we may avoid the frequently reported challenge in agile

estimation related to “my ideal days are not your ideal days”(Cohn 2006).



The proposed estimation process assumes that the estimator has read and understood the
software requirement, preferably conducted some risk analysis and is ready to provide the estimates
of the effort of the project as a whole or per activity, user story, feature, use case, etc. Instead of
applying the traditional one-step process, where the estimator is requested to provide the most
likely use of effort directly, we propose the use of a two-step process emphasizing the contrast
between ideal and most likely use of effort:

Step 1: Request the developer to assume that the development is completed under ideal
conditions and to estimate the use of effort under these conditions. The description of the ideal
condition should ensure that it is meaningful to contrast ideal with typical conditions. This implies
that the described ideal conditions should deviate substantially from typical conditions, but not so
much that the ideal scenario cannot be used as meaningful reference point.

Step 2: Remind the estimator of the difference between ideal and realistic conditions and,
then, request the developer to provide an estimate of the most likely use of effort (the realistic use
of effort). The reminder should be sufficiently strong to trigger an estimation process contrasting
ideal and typical use of effort.

3. The Empirical Studies

The three empirical studies described in this section compare the judgment-based estimates
of most likely effort produced by the proposed two-step estimation process with those produced by
the traditional one-step process. To test the robustness of the proposed estimation process, we
evaluate it using different formulations of ideal conditions, different reminder formulations and
different estimation tasks in the three studies. In addition, we test whether the use of the
probabilistic thinking-based concept of “minimum effort”, described as the effort usage only 5%
likely to underrun, yields the same effect as produced with the presumably more scenario thinking-
based concept of ideal effort.

The progress in results from Study A to Study C is as follows: Study A provides the first
evidence in support of that the proposed estimation process lead to higher and more realistic effort
estimates than the traditional estimation process. This study also reports that there is not much
difference between effort estimates assuming idealistic and realistic conditions, i.e., that many
developers seem to think too idealistically when estimating most likely effort. Study B replicates the
results from Study A in another domain and with instructions assuming even more idealistic
conditions than in Study B. Study B, in addition, reports that the use of a probabilistically defined
minimum effort has not the same effect as the use of ideal effort. This supports the assumption that
it is the contrast between ideal and realistic assumptions and not, for example, a mechanical
upwards adjustment from a value that must be lower than the estimated most likely effort that is the
underlying mechanism of the observed effect. Study C replicates the results in a context where the
software developers apply a user story-based estimation process and estimated under conditions not
very different from their ordinary estimation conditions.



3.1 Study A

3.1.1 The Study Design
Fifty-three software developers attending a seminar on effort estimation participated in
Study A. All the developers estimated the effort that they thought was required to develop and test a
small web-based software application. The specification was as follows (translated from Norwegian):

”A shoe-vendor expects a high number of requests for information and advices on a trade fair.
In order to automate parts of the advices and answers the vendor wants to develop a software
program that asks a potential jogging shoe buyer about weight in kg, the typical running surface,
whether the shoes are for training or competition, etc. and then gives a recommendation about which
shoe type that is suitable, ranked by price. The recommendations should be based on approx. 10
questions to the potential jogging shoe buyer and around 40 rules set by the shoe manufacturer. The
rules will be of the type "the shoes xx1 and xx2 are not suitable for persons over 80 kg" and "the shoes
yy1-yy5 suitable only for asphalt."” There is a total of approx. 20 types of jogging shoes. The system
will only be used on this trade fair and you can hard code the rules and assume that there will be no
future extensions. The program will however be used by many novice users, some of them with little
expertise in the use of computer systems, and should be very robust against input errors and provide
easily understandable error messages when the input is incorrect. You choose the programming
language and technology you like. Assume that you should do all development and testing yourself.”

The developers were divided randomly into two groups: IDEAL-ML (n=26) and ML-IDEAL
(n=27). The developers in the IDEAL-ML group were provided the above specification and then
instructed to estimate the number of work-hours they would, assuming ideal conditions, need to
develop and test the system. As part of the estimation instructions, we described how they should
interpret effort usage under ideal conditions. This was described as: “... the number of work-hours
you would need to develop and test the software assuming that you can work concentrated, without
disturbance and be fully productive.”

When the developers had completed the estimation work given ideal conditions, they were
given the following information and instructions:

”In reality, there will sometimes be disturbance and other events that make it difficult to be
fully productive all the time. Number of work-hours given ideal conditions will consequently seldom
be the same as the number of work-hours given realistic conditions. What do you think is the most
likely number of work-hours needed to complete the development and testing of the software
application?”

Following the above instructions, the participants in the IDEAL-ML group estimated the most
likely effort.

The developers in the ML-IDEAL group completed similar estimation work in the opposite
direction. First, they were asked about the number of work-hours they most likely would need to
complete the development and testing of the specified software applications. When that part was
completed, they estimated the effort under ideal conditions based on the following instructions:



“Assume now that you can work concentrated, without disturbance and be fully productive.
Estimate the number of work-hours required to develop and test the software application given this
assumption of ideal conditions.”

We do not know how much effort each of the developers would actually spend on
completing the development work. This would probably vary quite a lot dependent on, among other
things, the developer’s expertise, interpretation of usability requirements and choice of technology.
On a previous occasion, we had asked a company with extensive experience in the same type of
application to estimate how much effort they would have needed. Using comparison with several
similar projects and a thorough estimation process as a basis, this company estimated that the work
would require about 100 work-hours. The average developer participating in the current study would
hardly have a greater amount of relevant experience and skill than the developers in the company
we asked to provide an independent estimate. Using the independent estimate as a basis, we argue
that estimates much lower than 100 work-hours would, on average, be too low, i.e., indicate a bias
towards over-optimistic effort estimates.

The software professionals assessed their own development competence for the specified
software. Only the forty-two software professionals who assessed their knowledge to be
“satisfactory” or better were included in the analysis. This resulted in group sizes of twenty-two
(IDEAL-ML) and twenty (ML-IDEAL).

3.1.2 The Results
The effort estimates provided by the software developers are given in Figure 1. Figure 1

shows that the estimated most likely effort is much higher in the IDEAL-ML than in the ML-IDEAL
group. The median estimate of the most likely use of effort in the IDEAL-ML group is 105 work-hours,
whereas in the ML-IDEAL group it is only 51 work-hours. A one-sided Kruskal-Wallis test of equality of
the median estimates of most likely effort of IDEAL-ML and ML-IDEAL gives the p-value 0.1. Notice
also that the median most likely effort estimate of the IDEAL-ML group is close to the estimate
provided by the independent company, i.e., 105 vs 100 work-hours.

Figure 1: The Estimates of Study A
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Figure 2 presents the relative increase from ideal to most likely effort of the developers in
the IDEAL-ML group and the relative decrease from most likely effort to ideal effort for those in the
ML-IDEAL group. Both the decrease and the increase are calculated as: (most likely effort — ideal
effort)/most likely effort. If the explanation for higher estimates of most likely effort when starting
with the estimation of ideal effort is an increased ability to separate ideal and realistic conditions, we
would expect a greater increase from ideal to most likely effort than the corresponding decrease
from most likely to ideal effort. As can be seen, Figure 2 confirms this expectation to a significant
extent. While the median increase from ideal to most likely effort is 33%, the corresponding median
decrease from most likely to ideal effort is only 13%. A one-sided Kruskal-Wallis test of equality of
the median relative differences (relative increases and decreases) gives the p-value 0.01. An analysis
of the absolute difference between median ideal and most likely effort estimates gives similar
results. Those in the IDEAL-ML group had a median increase of 35 work-hours, while those in the ML-
IDEAL group had a median decrease of only 10 work-hours. A one-sided Kruskal-Wallis test of
equality of the median absolute difference in estimates gives the p-value 0.004. Another observation
that indicates that the estimates of the most likely effort given by those in the ML-IDEAL group
included idealistic assumptions is the finding that as many as 25% of them chose not reduce their
estimate when subsequently instructed to estimate the ideal effort! We interpret this as suggesting
that, when they were instructed to estimate the ideal effort and began this estimation task, they
became aware that their estimate of most likely effort was, in reality, an estimate of ideal effort. This
contrasts with the observations that all the developers in the group that started by estimating the
ideal effort (the IDEAL-ML group) increased their effort estimates when they were afterwards
instructed to estimate the most likely effort.

Figure 2: Relative Difference in Estimates of Study A
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3.2 Study B

3.2.1 The Study Design
Study B was designed to test the robustness of the results in Study A and to determine
whether the same beneficial effect could be produced by replacing ideal effort with minimum effort.
We hypothesized that starting with minimum effort would lead to similar effects if either: i) the
change from estimating the minimum to estimating the most likely effort resulted in the developers
becoming more aware of their idealistic assumptions, in the same way that they became aware of



these assumptions when they were asked to change from estimating the ideal to estimating the most
likely effort, or ii) the effect found in Study A was simply due the estimators believing that the most
likely effort should be different from (in this case, substantially larger than) the ideal or minimal
effort. This behavior is not necessarily based on an increased awareness of the difference between
ideal and realistic assumptions; they can also be based on a feeling that there should be some
difference between the ideal or minimum and the most likely use of effort. The examination of an
estimation process starts that with the estimation of minimum effort is also of interest because
many software companies already use a process providing input to project planning that is based on
predicting minimum-maximum effort intervals (Jgrgensen, Teigen et al. 2004). If minimum effort had
the same effect as ideal effort, the process may therefore be easier to integrate in existing processes.

A total of 98 software developers attending two different seminars on effort estimation
participated in the study. There was no overlap with the participants in Study A. The participants
estimated the total effort to complete: i) the photocopying of 25 copies of the first 113 pages of the
book “Software Engineering” by lan Sommerville, zooming each double page of the book to A4
format, ii) the punching of holes in each of the copies, and iii) the insertion of the copies into ring
binders with index dividers separating the five book chapters that comprised the first 113 pages. This
work has similarities with software development tasks, in that there are risks related to human error
and technical problems. Before we analyzed the results, we conducted a test of the effort required to
do the work and found that, with only minor technical problems and minor human errors, we needed
about 140 minutes to complete the specified work, when using a modern, medium-fast copying
machine that made copies at about 20 pages per minute.

The participants were divided into three groups, IDEAL-ML (n=34), MIN-ML (n=30) and ML-
IDEAL (n=34), all of which estimated the total effort of the photocopying/punching/ring binding task
described above. The participants in the IDEAL-ML group first estimated the effort (in minutes) they
would need to complete the work given ideal conditions. Ideal conditions were in this study
described as “... the work is completed without disturbance, you are able to work with full
productivity all the time, and no problems occur.” Notice that these ideal conditions are even more
idealistic than those in Study A, due to the inclusion of the condition that “no problems occur”. When
estimating the most likely effort, they were instructed to: “Assume a normal situation, i.e., what you
think is realistic (most likely), and estimate how much effort you would need to complete the work.”

The participants in the MIN-ML group were instructed to estimate the minimum effort
through the following question: “What is the minimum effort you will need to complete this work?”
Minimum effort was described as “.. the effort usage it is only 5% likely (i.e., very unlikely) to
underrun.” This description is close to the usual description of the lower boundary of effort
prediction intervals, e.g., as implemented in the PERT method, see Moder et al. (1995). As
documented in (Jgrgensen, Teigen et al. 2004), changing the confidence levels does typically not
affect the judgment-based assessment of minimum or maximum effort very much, which means that
it is not likely to be important whether we chose 5% or a lesser value as the confidence level in this
study. When completing this estimate, they were, as those in the IDEAL-ML group, instructed to
estimate the most likely effort.

The participants in the ML-IDEAL group were first asked to estimate the most likely effort.
Then, they estimated the effort under ideal conditions based on the instructions: “Assume that the



work is completed without disturbance, you are able to work with full productivity all the time, and no
problems occur. How much effort do you think you need to complete the work given such idealistic
assumptions?”

3.2.2 The Results
The effort estimates provided by the participants are given in Figure 3. As in Study A, the

participants who started by estimating the ideal effort provided much higher estimates (median of
120 minutes) than those who started by estimating the most likely effort (median of 75 minutes). A
Kruskal-Wallis, one-sided test of equal median values gives p=0.01. Starting by estimating the
minimum effort did not have the same effect on the estimate of most likely effort. In fact, the
participants who started by estimating the minimum effort gave slightly lower (no significant
difference) estimates of the most likely effort than those who started by estimating the most likely
effort (median of 63 vs 75 minutes). A comparison with the effort we used when actually completing
the work (140 minutes) suggests that the developers who started by estimating the ideal effort
provided, on average, the most realistic effort estimates.

The estimated ideal effort of those in the IDEAL-ML group was significantly higher than the
estimated minimum effort of those in the MIN-ML group (Kruskal-Wallis, one-sided test of equal
median values gives p=0.02; medium of 83 vs 50 minutes). More interestingly, those who started by
estimating the most likely effort provided an estimate of most likely effort that did not differ
significantly from the estimates of ideal effort provided by those in the IDEAL-ML group (median of
75 vs 83 minutes). It would seem that the estimates of most likely effort included idealistic
assumptions to the same extent as the estimation of ideal effort.

Figure 3: The Estimates of Study B
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Figure 4 compares the differences in relative increase from the estimates of ideal effort to
those of most likely effort for those in the IDEAL-ML group, the relative increase from the estimates
of minimum effort to those of most likely effort for those in the MIN-ML group, and the relative
decrease from the estimates of most likely effort to those of ideal effort for those in the ML-IDEAL
group. The relative increase or decrease is measured as: (most likely effort — ideal effort)/most likely
effort or as (most likely effort — minimum effort)/most likely effort. Figure 4 shows a median relative



increase from ideal to most likely effort estimates of 26% and a median relative decrease from most
likely to ideal effort estimates of 17%. These results are similar to those gained from Study A. A one-
sided Kruskal-Wallis test of equal median values gives p=0.01. The median increase from minimum to
most likely effort estimates was 25%, which is about the same as the increase from ideal to most
likely effort estimates. However, this similarity hides a greater willingness to increase the absolute
number of estimated minutes in the IDEAL-ML group than in the MIN-ML group. Those in the IDEAL-
ML group increased their estimates by a median of 30 minutes, while those in the MIN-ML group
increased their estimates by a median of only 18 minutes. A one-sided Kruskal-Wallis test of equal
median values of these two groups gives p=0.05. The median absolute decrease of the effort
estimates of those in the ML-IDEAL group was, as a comparison, 15 minutes, which is much lower
than the corresponding increase of those in the IDEAL-ML group. Taken together, these results
support the previous findings that starting by estimating the most likely effort leads to estimates that
are, to a great extent, based on idealistic conditions.

Figure 4: Relative Difference in Estimates of Study B
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3.3 Study C

3.3.1 The Study Design

Study C was designed to evaluate the findings found in Studies A and B in a more realistic
software development effort estimation context. For this, we used the concept of “ideal effort”
as defined in the context of agile software development. In agile software development, ideal
effort is typically described as the effort required assuming no interruptions, no unexpected
events, and full productivity all the time, i.e., the same definition as we used in Study A. The
requirements of the application to be estimated were specified as so-called “user stories” (Cohn
2006). The user stories were divided into three releases. The three estimation processes to be
used by the developers were the IDEAL-ML, ML and SP process. The SP process is based on the
estimation of “story points” and is not relevant for the analysis of this paper.



The participants using the IDEAL-ML process first estimated the ideal effort of each of the
user stories and activities described in the specification’. The instructions per release were as
follows: “Estimate the ‘ideal effort’ you would need to develop and test each of the user stories
included in this release. ‘Ideal effort’ estimation is based on the concept of ‘ideal work-hours’.
When estimating the number of ‘ideal work-hours’ of a user story you should, as is common in
agile estimation, assume that you are able to work without interruptions, that there are no
unexpected events and you are fully productive all the time. Estimate the user stories in the
sequence you find most natural. You are, of course, allowed to divide each user story into
activities/tasks to derive the estimates. Activities not naturally covered by the estimates per user
story (if any), should be described and estimated in the row denoted “Other effort”. “Other effort”
may for example include testing activities and other work not naturally belonging to one of the
user stories.”

When this part of the estimation work was completed, the participants estimated the most
likely effort based on the following instruction: “In reality, you may experience interruptions,
unexpected events and you will not be fully productive all the time. The number of work-hours you
most likely need will therefore normally be higher than the ideal number of work-hours. Estimate the
effort you most likely would need to develop and test each of the user stories included in this release.
You are, of course, free to look back on your estimates of ideal number of work-hours.”

The participants using the ML process started with the estimation of most likely effort. The
instructions were as follows: “Estimate the effort you most likely would need to develop and test each
of the user stories included in this release. Estimate the user stories in the sequence you find most
natural. You are, of course, allowed to divide each user story into activities/tasks to derive the
estimates. Activities not naturally covered by the estimates per user story (if any), should be described
and estimated in the row denoted “Other effort”. “Other effort” may for example include testing
activities and other work not naturally belonging to one of the user stories.”

Twenty-one competent developers were selected by the management in a Polish company to
participate in the study. The company was paid ordinary fees for their estimation work. The
estimation work was completed over three consecutive days, with one release of user stories
estimated per day. The developers estimated their own work effort and were allowed to assume that
the development technology they knew best would be used, as long as it was suited for the
development work. The developers were divided into three equally sized groups, and used
estimation processes as specified in Table 1. As an illustration, Table 1 shows that those in Group 2
estimated Release 2 on Day 2, using the IDEAL-ML estimation process.

Table 1: The Estimation Processes per Group and Day

Group Day 1 (Release 1) | Day 2 (Release 2) | Day 3 (Release 3)
1 IDEAL-ML ML SP

2 SP IDEAL-ML ML

3 ML SP IDEAL-ML

>The requirement specification will be sent upon request to magnej@simula.no to interested readers.




The actual effort needed to develop the specified functionality (sum of all three releases)
was about 600 work-hours. The developers who actually programmed and tested the application
were highly experienced, i.e., at least as experienced as the developers participating in this
experiment. Median effort estimates lower than 600 work-hours would, we believe, suggest a
bias towards too low estimates.

3.3.2 The Results

The effort estimates of most likely effort provided by the software developers are shown in
Figure 5. As in the two previous studies, the developers who started by estimating the ideal effort
provided higher median estimates of the most likely effort. A comparison of the sum of the median
estimates of the three releases per estimation process reveals that the IDEAL-ML estimates of most
likely effort are 29% higher than the ML estimates of most likely effort (median of 520 and 403 work-
hours). Above, we indicated that median estimates of lower than 600 work-hours would be over-
optimistic. If this is correct, both estimation processes led to effort estimates that were too low, but
the IDEAL-ML estimates of most likely effort were less over-optimistic. The low power of the study
(only seven developers in each group) means that we cannot expect significant differences. The one-
sided Kruskal-Wallis tests per release are p=0.85, p=0.66 and p=0.48. In accordance with principles
for replications and meta-studies (Rosenthal 1978; Hallahan and Rosenthal 1996), the results
nevertheless provide support for the results yielded by Studies A and B. A statistical meta-analysis of
the three studies gives that the combined significance of the difference between the estimated most
likely effort when following the proposed and the traditional process is quite strong. Using a
Stouffer’s z trend® (Whitlock 2005), which combine and correct the p-value for sample sizes and the
effect directions of independent studies, we get a p-value of 0.0022. While this is only slightly lower
than the combined p-value of the studies A and B alone (p-value of 0.0026), it supports the
argumentation that even studies (such as Study C) with non-significant results contribute to the
strength of a finding as long as the result is in the expected direction.

Figure 5: The Estimates of Study C
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® We treated each release of Study C as a separate experiment and used the tool MetaP (Author:
Dongliang Ge, PhD, people.genome.duke.edu/~dg48/metap.php) to combine the results of Study A, B and C.
The results should only be interpreted only as a rough prediction of the combined effect as the test is based on
several assumptions that are not necessarily fully met.




The sum of the median estimates of the ideal effort was 334 work-hours, which is not much
lower than the median estimates of most likely effort when the ML estimation process was applied
(403 work-hours). This suggests, as in Studies A and B, that there were a lot of idealistic assumptions
included in the estimate of most likely effort when the ML estimation process was applied.

4. Discussion
There is a wealth of studies reporting that people tend to view the future too bright, see for

example (Armor and Taylor 2002). As argued in Section 2, there are several theories potentially
explaining this tendency, including theories based on cognitive and motivational processes. The
estimation process described and evaluated in this paper assumes that the lack of separation of
idealistic and realistic conditions is also a problem in the context of effort estimation and that an
increase of the awareness of differences these two conditions improves the accuracy of the effort
estimates. The results reported in this article confirm these assumptions and give confirmatory
answers to Research Questions 1 and 2, as presented in Section 2.

Our results are consistent with results reported in other domains, e.g., (Newby-Clark, Ross et
al. 2000; Tanner and Carlson 2009). Of particular interest are the results reported in (Tanner and
Carlson 2009). Tanner and Carlson report on a series of experiments in which, when first asked to
think idealistically, people became more realistic regarding predictions of their own blood donation
behaviour, frequency of weekly exercise, savings discipline, completion time for watching an
educational DVD, completion time for writing a report, how many songs they would save on their
iPod, and, self-assessment of skills (math, music, and juggling). In the case of Tanner and Carlson’s
subjects, thinking idealistically was based on the instruction: “In an ideal world, how often would you
donate your blood, exercise, etc.” The authors state that the main elements of their process are: i)
drawing attention to the idealistic standard through requests for prediction given an ideal world, and
ii) self-assessment query based on the testing of a more realistic hypothesis than the default
idealistic self-assessment. This description is, as we interpret it, in essence the same as our
descriptions of the contrasting mechanisms leading to the positive effect of starting the effort
estimation process by assuming ideal conditions. Their conclusion further supports the similarity of
their and our explanation of the mechanism: “... the key to more realistic prediction of future
behavior lies not in exhorting consumers to ignore the ideal, but in getting them to acknowledge it.”

Our finding in Study B that that the use of a probabilistically described “minimum effort” did
not give the same effect is similar to the finding that a starting with a probabilistically oriented
“optimistic estimate” of time usage, described as an 1% fractile, did not impact the best guess
estimate in (Byram 1997). The results suggest that requests for and contrasts with ideal effort and
minimum effort evoke different mental processes. There are, as far as we know, no evidence-based
accounts of how people assess the minimum use of effort for a given confidence level. One possible
account is that people estimate minimum effort by first estimating the most likely effort and then
calculating the minimum effort as a proportion of that effort or as an amount that contrasts with it. If
this account is correct, it would explain why the estimates of most likely effort did not increase
following the estimation of minimum effort, whereas they did increase following the estimation of
ideal effort. Another possible account is related to the differences between how experience is
accessed in probabilistic (minimum effort) and scenario-based (ideal effort) thinking. Previous
experience in effort usage of similar software projects is typically not stored in our memory as a



distribution of possible outcomes, which would make the experience suitable as input for calculation
of probabilistic minimum effort values. It may consequently be difficult to activate previous software
development project experience when asked to provide a probabilistically-oriented minimum effort.
A good illustration of the problem software developers have to handle probabilistically defined
minimum values is provided in (Jgrgensen, Teigen et al. 2004), where the average minimum-
maximum effort interval width was almost the same regardless of receiving instructions to be 99%,
90%, 75% or 50% confident to include the actual effort in the interval. Scenario-based thinking may,
on the other hand, enable a better fit between the request format and how project experience is
stored in the memory.

Our finding that going from an ideal to a most likely condition led to more change in the
effort estimates than going from a most likely to an ideal condition has, as far as we are aware of, not
been reported elsewhere. The finding is, however, a natural consequence of a situation where
estimates of most likely effort tend to include idealistic assumptions and an increased awareness of
the difference between idealistic and realistic conditions improves the realism of the estimates of
most likely effort.

When we proposed the two-step process in Section 2 we assumed that the exact description
of ideal conditions did not matter and that a precise description was not required as long as the
description was useful for the estimator to contrast with realistic conditions. Our results support this
assumption. Clearly, this does not mean that any type of idealistic conditions will work equally well.
More studies are needed to examine exactly what level of idealism is optimal to achieve realistic
effort estimates.

The proposed two-step estimation process can easily be integrated in most existing
judgment-based estimation processes. Assume, for example, the following bottom-up effort
estimation process:

1. Collect and understand information relevant for the estimation work.

2. Decompose the work into more manageable elements, such as activities, user stories, use
cases and features.

3. Estimate the required effort of each of the decomposed elements.

4. Assess the uncertainty of the effort estimate, either per element and/or of the total
estimate.

5. Re-estimate, e.g., after each release, milestone or when receiving feedback suggesting that
the previous estimates are inaccurate.

The proposed two-stage estimation process is meant to replace Step 3 in the above sequence
in situations where there effort estimates are judgment-based. Judgment-based estimation is the
dominating estimation approach in software development contexts, see our review in (Jgrgensen
2007). The proposed process may also replace Step 5, but this will depend on the context. If, for
example, there are high quality data about the actual productivity on previous releases available,
such as in some agile development contexts, it may be natural to use the historical data directly. In
contexts where the projects apply agile estimation processes it is possible to base our proposed
estimation process upon the concept of ideal days, perhaps already implemented in the project. The
only change will be to add a step where most likely use of effort is contrasted with ideal days and to
use the estimated most likely effort rather than the ideal days in the planning process.



There may be many other applications of the two-step process of starting with judgments
given ideal conditions, with subsequent judgment given realistic conditions. As suggested by the
results presented in (Tanner and Carlson 2009), the benefits of this process seems to be quite
general and the process applicable to many types of judgment. Judgments that may well benefit
from use of the process include the assessment of the delivery date of a software product, the
assessment of the effects of changing from one development method or technology to another,
judging the benefits of using a software component, the provision of judgment-based input to effort
estimation models, and the development of plans for allocating resources.

5. Limitations
The results of all three studies point in the same direction and are consistent with those of
previous studies in other domains. In spite of this, there are several limitations that it is important to
be aware of when interpreting and using the results:

* The estimation situations, especially those in Studies A and B, deviate to some extent from those
in typical software development projects. In (Jgrgensen and Grimstad in press) we compared the
effort estimation research results when laboratory (artificial), rather than field, settings are used.
We found that estimation bias results obtained in laboratory settings were also obtained in field
settings, but that the effect sizes typically were lower. The results in (Jergensen and Grimstad in
press) do not, of course, guarantee that the effects described in this article are present in more
typical software development field settings. Nevertheless, they do point to the relevance of
studying processes in laboratory settings to establish that different estimation processes do have
different effects. To know more about size of the effects in different contexts, and to determine
their utility, e.g., how much starting the estimation process with idealistic thinking would help in
typical field settings, there is a need for field studies. The presented results should mainly be
interpreted as relevant for contexts similar to those we have studied, i.e., in situations with a
focus on estimation of small projects and activities, and as an indication of that the proposed
estimation process is promising.

* In field settings, the estimators will use an estimation method repeatedly and possibly learn from
and adapt the use of it. Our experiments mainly report on the first-time use of the proposed
process and do not offer much insight into long-term effects. The effect of repeated use of the
proposed process should also be a subject for further studies.

* We excluded the software professionals in Study A who assessed their development skill as being
“not satisfactory”, we selected a task in Study B where it was likely that all participants had some
experience, and, we had explicit skill criteria for accepting the developers who participated in
Study C. In spite of these precautions, we cannot be sure that the estimation skills of the
participants were as good as they would have been in typical field settings. On the one hand, this
may not be essential, because less than competent developers would be likely to be distributed
equally across the different groups. On the other hand, it may be that a higher level of expertise
would lead to the use of the proposed estimation process having weaker effects. As reported in
(Jgrgensen and Grimstad 2008), the estimates of more experienced developers may be more
robust towards changes in the estimation process than those of inexperienced developers.

* The developers did not complete the tasks they estimated. We do consequently not know how
much each individual effort estimate deviates from the their actual use of effort. Optimally, we



would have let all developers complete the tasks and calculated accuracy improvement of
difference estimation approaches based on the actual deviation between the estimated and the
actual effort. This would however have been a very costly approach and in practice exclude the
study of software professional estimating the effort of other than very small projects. The
approach taken in the studies included in this paper is instead that we use evidence from
different sources to argue that it is highly likely that the average estimate of one group is less
over-optimistic than that of another group. The sources used for this purpose are: i) The
estimates are substantially lower than those of companies with highly relevant competence, ii)
The estimates are substantially lower than the actual effort spent by other companies or people,
and iii) The well-documented general tendency towards over-optimistic estimates in the
software industry when estimating most likely use of effort. In total, we believe this constitutes a
sufficiently strong argumentation for the claim made, i.e., the claim that the proposed estimation
approach is promising.

6. Conclusion
We report evidence supporting the hypothesis that estimates of most likely effort frequently

are based on idealistic (over-optimistic) assumptions. Previous debiasing methods have to a large
extent failed to remove this tendency towards over-optimism in effort estimation. This motivated us
to evaluate the effect of a two-step estimation process, which explicitly requests an estimate of
effort under ideal conditions before it requests the estimate of most likely use of effort. The rationale
of this two-step process is that it may lead to a stronger awareness of the difference between
idealistic and realistic effort usage assumptions and, as a consequence, lead to an improvement of
the realism of the estimates. The results from three empirical studies suggest that the proposed
process is a promising means to gain more realism in the effort estimation process, i.e., that the
process led to more accurate estimates in the studied estimation contexts. The proposed process
can, we argue, easily be integrate into existing estimation processes and is, we argue, a promising
candidate to improve the accuracy of effort estimates in field settings. The proposed process has,
however, not yet been evaluated in field settings. To assess whether the proposed process will lead
to similar effects in field settings with larger projects, we need more studies. Another topic for future
studies is to better understand the underlying cognitive processes leading to different estimates
when starting with ideal assumptions. This may lead to important knowledge to better understand
when the proposed process is likely to lead to more accurate estimates and when not.
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