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Abstract: In this article we show that differences between software providers in terms of productivity 
and quality can be very large and that traditional means of evaluating software providers, such as CVs 
and evaluations by reference clients, fail to separate the competent from the incompetent ones. We 
argue and motivate through analyses of empirical data that software clients would benefit from using 
work sample-based tests of software development providers’ performance (trialsourcing) to guide their 
selection of providers. We discuss potential challenges of trialsourcing and provide recommendations 
on what to consider when designing proper trialsourcing processes. 
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Evaluation of provider competence 
Selecting a competent provider for a software project is of great importance for its success. In the 
following, we show that traditional means of evaluating software provider competence are not always 
sufficient and that clients would benefit from the use of larger work sample tests, i.e., from the use of 
trialsourcing, to guide their selection of the most competent provider. First, we report from a case study 
where a company benefited from the use of trialsourcing. Then, we report from a controlled experiment 
documenting the large quality and productivity differences between companies which look very much 
the same when using traditional competence evaluation means, and from two observational studies 
documenting the benefits of using trialsourcing. Finally, we discuss different types of trialsourcing-
based selection processes and potential challenges with such processes. 

 
A trialsourcing case study 
A telecom company invited software providers to bid for two projects similar in size and complexity. 
The telecom company informed the potential providers that it would select two providers, give them 
one project each, and use the performance on the two projects as a means to select only one provider 
for further development work on their software applications. The telecom company received four bids 
for the two projects and selected the two best bids. These two bids were evaluated to be similar with 
respect to price, provider competence and relevance of documented references from previous work. 
The project teams of both selected providers were based on a combination of local and offshore 
resources and involved about 20 software professionals each. 

The telecom company’s provider selection process based on large work sample tests – 
trialsourcing – turned out to be worth the extra overhead. From the first delivery, the differences in 
quality and productivity of the two providers were substantial. The better provider delivered the agreed 
functionality on time and with good quality, while the other provider had, as evaluated by the telecom 
company, severe problems understanding what to deliver and produced code of low quality. The poorly 
performing provider managed to only deliver about 70% of the functionality before the deadline. When 
including the required management, support and review resources, the telecom company had spent 
considerable extra effort in order to ensure useful deliveries. The true cost, of only 70% of the desired 
functionality, was estimated by the telecom company to be about 150% of the cost of the better 
performing provider. In addition, the code quality was noticeably lower. Following the trialsourcing-
based evaluation of the two providers, the choice of one for further collaboration was quite easy. The 
telecom company’s experience with the selected provider has for more recent work been very good.  

Trialsourcing was here used successfully to reduce the risk of selecting a provider with low 
competence, which would not only have led to substantially higher total software development cost, 
but also to software quality-related problems. 
 
 
 



A study of six providers completing the same project 
To further examine to what extent commonly used competence indicators predict actual provider 
performance we designed a controlled experiment in which we paid six seemingly similarly competent-
looking providers to develop the same small-scale software system. If similarly competent-looking 
providers perform very differently, this motivates the use of a trialsourcing-based selection process. 

We conducted the study in the context of vWorker (now merged with freelancer.com), which 
offered a marketplace for connecting clients with software providers. The providers were typically 
single software developers or smaller outsourcing companies located in low-cost countries, but the 
marketplace did also include developers and companies from high-cost countries and larger companies. 

The services offered by this marketplace included: 
• Means for clients to search for and invite providers with appropriate skills to bid for software 

projects. 
• Arrangements that ensure that the provider is paid when the work is completed and that the client 

does not have to pay if the quality of the work is too low. 
• Processes for managing disagreements/negotiations between the clients and the providers 

regarding payments or quality of work (arbitration processes). 
• Evaluations of providers’ competence through the presentation of aggregated and project-specific 

information about client satisfaction, successes and failures of previous projects. 
Typically, the providers and the clients never physically meet and conduct all their 

communication through the facilities provided by the marketplace or other internet-based 
communication. The failure rates and the success factors of such marketplaces seem to be about the 
same as in more traditional outsourcing contexts [1]. The priorities of clients when selecting providers 
also seems to be quite similar to that of traditional provider selection processes [2]. 

 
The bidding and selection process 
In September 2012 we posted a request for bids for the development of a database-based software 
system at vWorker. The full specification, which is available upon request to the author, is 11 pages 
long. The implemented system, as completed by one of the selected companies, can be viewed at 
www.simula.no/BESTweb. We acted as an ordinary client, as seen from the perspective of the 
provider. 

All bidders were requested to provide information about: 
• The fixed price required to develop the specified software. 
• The CVs of all the involved developers and the project leader, emphasizing relevant experience. 
• The technology and high-level design proposed for the development work. 
• A list of activities needed to complete the development work. 
• An estimate of the total effort and the effort for each activity. 
• A plan for the step-wise delivery of the functionality and the final delivery date. 
 

We received in total 16 proposals for the development work. The proposals had effort estimates 
that varied from 43 to 432 work-hours and bid prices that varied from 99 to 15,660 USD. We selected 
six providers, all of which had high client satisfaction scores on previously completed projects (an 
average of at least 9.5 on a scale from 1 to 10), sufficient previous experience (completed at least 4 
projects at vWorker, using relevant technology), CVs documenting relevant competence, and 
acceptable project proposals (acceptable development process and choice of technology). All six 
companies were paid their bid price. The characteristics of the six providers are displayed in Table 1. 

 
Table 1: Characteristics of the six selected providers 
Provider Price 

(USD) 
Mean client 
satisfaction rate 
(competence) 

Number of 
rated projects 

Estimated effort 
(work-hours) 

Estimated price 
per work-hour 

A 412 10.0 6 43  9.5 
B 799 9.96  96 65 12.3 
C 1,250 9.90  124 136 9.1 
D 2,177 9.84  32 340 6.4 
E 5,177 10.0  4 180 28.8 
F 5,684 9.65  44 334 17.0 

 
As can be seen from Table 1, there were only minor differences in mean client satisfaction on 

previous projects but quite large differences in effort estimates and price. The other competence 



indicators, such as quality of CVs and project proposals, were assessed to be similar for the six 
companies. 

 
The results 
We acted as clients for all six companies and aimed to give the same information and support to all of 
them. The acceptance testing was based on the same, predefined test cases and test procedures for all 
the providers. A delivery was accepted only if it passed all the specified tests. Table 2 shows key 
characteristics of the performance of the six providers. 

 
Table 2: Performance characteristics 
Provider Actual 

effort1 
LOC2 Acceptance 

test errors3 
Cyclomatic 
complexity 
per LOC4 

Estimate of 
extension 
effort5 

Readability 
of code6 

A  29 2,600 (6%) 20 (4) 0.09 2 (7%) Good 
B  84 2,900 (9%) 36 (13) 0.09 12 (14%) Medium 
C  187 2,800 (3%) 25 (7) 0.17 22 (12%) Medium 
D  242 5,800 (3%) 30 (7) 0.13 17 (7%) Medium 
E  527 19,0007 (2%) 40 (16) 0.14 54 (10%) Very poor 
F  474 2,400 (4%) 27 (5) 0.16 40 (8%) Poor 
1: The effort in work-hours was reported as part of the weekly status reporting. The effort includes the correction of errors found 
in the acceptance tests. 
2: The sum of executable lines of code written or modified rounded to the nearest 100. The amount of relevant comments, as a 
percentage of the lines of executable lines of code, is shown in brackets. The applications were written in a combination of php, 
Javascript, html/css, and SQL. An independent analysis determined that the coding style, in terms of how much a line of code 
included, was about the same for the six providers. All the providers used, although to different extents, frameworks such as 
CakePHP, Zend, and CodeIgnater. 
3: The number of errors we found in the acceptance testing, with major errors in brackets. An error was categorized as “major” if 
the application could not be released with this error (not working at all) or only with great deviation from the specified 
requirements. 
4: The cyclomatic complexity [3] per LOC was calculated using the php analysis tool (phpint.org). The analysis contains only the 
php part of the code, which for all the providers except Provider B constituted 90–98% of the written code. Provider B had a 
proportion of php of 64%. 
5: The effort in work-hours, as estimated by the companies, to complete a specified extension to the application. This estimate’s 
percentage of effort of the total actual effort is given in brackets. The effort for the extension was estimated after the system 
development was completed and indicates the future costs of maintaining the system. 
6: The assessment of the readability of the code was conducted by an external programmer. 
7: Provider E seems to have modified a previously written application so that it fitted our specification. This led to functionality 
not specified (or needed) and many more lines of code than the other providers. However, even when not counting the lines of 
code related to the non-specified requirements, this provider developer/modified much more code (probably at least 10,000 lines 
of code) than the others. One likely reason for this is that this provider faced many coding difficulties, e.g., related to 
performance issues, and had to write many extra lines of code to make the existing code work for the specified requirements. 

 
As can be seen in Table 2, Provider A had the lowest price and the best performance in terms of 

lowest use of effort, lowest number of errors found in the acceptance test, lowest cyclomatic 
complexity per line of code, lowest effort estimate for the extension, and most readable code. The fact 
that this provider did not look more competent than the other five providers at the time we had to select 
a provider illustrates the challenge of knowing when a low price is a threat and when it is an 
opportunity. In this case, the low price was a great opportunity for us to reduce the lifetime cost of the 
application substantially, but acting as a risk-averse client we would probably not have chosen a 
provider with a bid that much lower than the other bidders. This is a rational decision, given that, on 
average, the lower the bid compared to the average bid, the higher risk of project failure [4]. 

Clearly, the traditional competence indicators, i.e., quality of proposal, satisfaction of previous 
clients and CVs, were not sufficient, perhaps not even of much help, to separate the competent from the 
much worse performing software providers. The study also illustrates the benefit we would have had 
from applying the performance of the providers on this project to select a provider for future work on 
this or similar software applications, i.e., to use a trialsourcing-based selection process. Assume that 
Provider C would be the chosen provider, if selecting only one provider for our project, given its 
extensive experience, reasonable price and good references. Selecting Provider C instead of Provider A 
would in this case have implied a large increase in cost and decrease in quality. If we assume that the 
software development performance in Table 2 is representative of further work on this application and 
similar tasks, we would have to pay for six times more effort (= 189 vs 29 work-hours), and experience 
slower deliveries and lower quality. Six times the effort may actually be a conservative estimate, since 
the difference in estimates of the effort of extending the software is even more extreme (about eleven 
times the effort = 11 vs 2 work-hours) in favor of Provider A. 



The observed large difference in productivity in this study is not unusual and reported in several 
previous studies [5, 6]. The problems using traditional skill indicators to predict future software 
development performance is analyzed in [7] with results similar to those presented here. 

 
Previous client–provider collaboration 
A client’s use of its own experience with providers contracted for one or more previous projects when 
selecting a provider for their new project may be considered as a type of trialsource-based selection. If 
trialsourcing is efficient, we should consequently expect a reduction in risk of project failure when a 
client selects a provider with which the client has had previous, presumably good, experience, 
compared to when a client selects a provider based on traditional provider evaluation means only. 

To examine this, we analyzed the fixed-price-based vWorker-projects with a price higher than 
1,000 USD and at least two bidders. The projects smaller than 1,000 USD were excluded to avoid 
“toy” projects, such as students requesting support for their software development assignments. 
Projects with one bidder were omitted because they were not useful for a study on the effect of 
selecting between provider bids. The remaining data set contained 8,571 projects with a total of 84,219 
bids, i.e., on average approximately 10 bids per project. The projects were conducted in the period 
2001–2012. As pointed out in [1], the importance of the failure factors seem to be reasonably 
independent of project size within the studied size interval. This indicates that our analysis, in spite of 
including mainly smaller projects, may be of value for larger projects as well. 

As many as 38% of the projects in the analyzed dataset failed, where we define failed as started 
and then cancelled or completed with a client satisfaction of 3 (“poor”) or less on a scale from 1 to 10. 
The corresponding failure rate for the total data set of projects was 14%, which is at level with other 
types of projects, see [1]. The much higher failure rate of the analyzed data set is to a large extent 
explained by the fact that projects with only one invited bidder, probably with previous successful 
collaboration with the client, were excluded from the data set. We observed that a provider was 4.4 
times more likely to be selected when collaborating with the software client in an earlier project. 

To study the relation between the re-selection of a provider (previous collaboration) and the 
decrease of risk of project failure we created a binary, logistic regression model for the 8,571 projects. 
To isolate the effect of previous collaboration from other factors potentially explaining project failure, 
we added binary variables related to price (lower or higher than the mean bid price for the project), 
amount of experience (lower or higher than the mean number of completed projects among those 
bidding for the project), previous failure rate (lower or higher than the mean failure rate of previous 
projects completed by those bidding for the project), and client satisfaction (lower or higher than the 
mean client satisfaction of previous projects completed by those bidding for the project). The binary 
logistic regression model had as a dependent variable whether the project failed or not. 

All included variables were statistically significant at p<0.001, and consequently affected the risk 
of project failure, except the amount of experience (p=0.24). The binary logistic regression analysis 
indicated that re-selecting a provider tried before reduced the risk of project failure to less than half 
(46%) of the risk otherwise. Including the projects with only one bidder, the result in favor of using 
previous experience (trials) as selection criterion became even stronger with a risk reduction to less 
than one fifth (19%) of that of selecting a provider not tried before. This suggests that provider 
selection based on previous experience with the provider, rather than the only based on traditional 
competence evaluation means, strongly reduces the risk of project failure. This in turn supports the 
benefit of using larger work samples – trialsourcing – to guide the selection of providers. 
 

Experience with trialsourcing at vWorker 
The trialsourcing process supported by vWorker is a process where all invited providers produced an 
initial piece of the software to be developed. The trialsourcing work, the initial piece of software, is 
paid work. The client then use the providers’ performance on the trialsourcing work as evaluation 
criterion for selecting the best provider, which then completes the rest of the work. Trialsourcing had 
recently been introduced at vWorker when we contacted them in 2012 and only 176 projects had used 
it. 

The project outcome data from the trialsourcing-based projects were very convincing. Among the 
trialsourcing-based projects there were no (0%) failures! As reported earlier, the projects not applying 
trialsourcing at vWorker had a failure rate of 14%. The mean client satisfaction on the trialsourcing 
projects was also very good with a mean value of 9.8 (maximum is 10). The mean client satisfaction 
for projects not applying trialsourcing was 8.4. 

A potential challenge with trialsourcing projects indicated by the vWorker-data was that those 
projects received fewer providers competing for the project. While ordinary fixed-price projects 



typically received about ten bids per request, the trialsourcing projects typically received only two. 
Fewer bidders may be an advantage if the trialsourcing method keeps the low-productivity, low-quality 
providers away from producing proposals. It may, however, also be an indicator of providers hesitating 
to compete with other providers based on trialsourcing. 

 
How to design a good trialsourcing process 
Trialsourcing may have different formats. The three types of trialsourcing discussed in this article are: 
1) Same task trialsourcing. This type, which is the one applied by vWorker, implies that a client invites 

several providers, for example the three or four best qualified ones, to complete the same, 
representative, initial piece (increment) of the software to be developed. The strength of this type of 
trialsourcing is that the use of the same task for all providers simplifies the comparison of 
performance. The disadvantage is that the cost may be higher than for the other two types, 
especially if the size of the trialsourcing task is large. 

2) Similar task trialsourcing. This type, which is the one used in the telecom company case, implies 
that a client invites several providers to complete similar deliveries, all part of the software to be 
developed. The advantage of this type of trialsourcing is that, given that all providers are able to 
deliver working solutions, the extra cost may decrease compared with same task trialsourcing. The 
disadvantage is that it may be more difficult to compare the performance. 

3) Dissimilar task trialsourcing. The analysis of the vWorker projects suggests that even when the 
trials consist of, to some extent, dissimilar projects completed earlier, the emphasis of the 
experience from these experience strongly reduces the risk of project failure. It is to be expected 
that this is a less reliable evaluation and selection method than the other two types of trialsourcing 
given the larger variation in project contexts. 

 

Selection and evaluation of trialsourcing tasks 

Interviews we have made with software providers using tests of programmers in offshoring contexts 
suggest that small, well-specified skill testing tasks may be useful to identify developers with 
insufficient programming competence, but not always sufficient to identify those with low competence 
in understanding more complex requirements or lack of ability to request more information when 
something is unclear. The trialsourcing tasks need, consequently, to be sufficiently representative, large 
and complex to identify the true skill of the provider. 

The actual size of the trialsourcing tasks should depend on the size of the total project and the 
importance of selecting a highly competent provider. To enable a realistic evaluation of the providers, 
the work effort may need to be a minimum of 1–2 weeks and include all phases of the software 
development process. We suggest that the requirement specification is of a nature where the providers 
have to request more information and/or ask for clarification to provide a meaningful solution. This 
enables an evaluation of the communication skills of the providers. 

The evaluation of the task performance should, we believe, be similar to the one we conducted in 
the comparison of the six companies. It should include evaluation of the collaboration process, the 
number and severity of faults in the delivered software, the quality of the code (based on code review 
by an independent, experienced software professional), and the productivity of the providers relative to 
each other. 
 

Development process 

To ensure that the providers find trialsourcing sufficiently interesting it is essential that the 
trialsourcing method is explained well, that the selection criteria are clear and fair, and that the 
trialsourcing process is constructed so that the participating providers will not make a loss when 
competing for such projects. There may also be a need for means to avoid providers misusing the 
process, such as means to avoid providers using their best developers for the trialsourcing increment 
and more average developers for the remaining part of the project, or being dishonest about the actual 
effort used for the trialsourcing work. 

The trialsourcing method can easily be extended to include more than one evaluation stage. A 
client may for example start with four providers for the first increment, reduce this to three for the 
second, and then, finally, select one or two providers for the remaining project. If more than one 
provider is selected for the remaining project, a competitive process may be used to select which 
provider or developer to select for upcoming tasks. The competition may for example be based on 
previous performance on similar tasks within the project. 



Using trialsourcing in medium- to large-scale projects, as experienced by the author, includes 
both agile and more traditional software development contexts. In particular the incremental nature of 
agile projects seems to make them suitable for trialsourcing. Trialsourcing is applicable both for fixed-
price and payment-per-hour types of contracts. 
 

Limitations 

The typical concern when presenting trialsourcing for companies which have never used it before is 
that they believe that it will not be considered acceptable to add cost for the management of more than 
one provider for a trialsourcing purpose. While our studies suggest that there are many contexts where 
the risk-reducing effect of trialsourcing pays off, there may also be contexts where it may not be 
worthwhile. An example is the situation where the client has reliable and highly relevant evidence 
about one providers’ competence, e.g., from other clients with similar types of projects. Notice, 
however, that experiences from reference clients selected by the providers or from clients without 
proper skill in evaluating software development performance and quality hardly qualify as reliable 
evidence. 
 

Conclusion 
Traditionally, the competence of software providers is evaluated by use of CVs, price, project 
proposals, reference clients and, sometimes, small-scale programming skill tests. We illustrate that 
such means are not sufficient to avoid selecting incompetent providers. Through a case study, an 
experiment and analyses of a large number of projects we motivate the selection of software providers 
based on their performance on a representative, substantial increment of the software to be developed 
(trialsourcing). This evaluation and selection method may reduce the risk of project failure, which in 
turn may lead to substantial cost savings, increased productivity and increased quality. 
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