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ABSTRACT

Mobile broadband is one of the most common ways of con-
necting to the Internet. A mobile broadband network is
stateful, and a device is allocated different radio resources
depending on the state. State promotions take up to three
seconds, and the promotions, or just being in the “wrong”
state, can have a severe effect on user experience.

Existing work has mostly focused on optimising state
changes in order to reduce resource usage in the network, as
well as battery consumption on devices. In this paper, we
look at how explicitly requesting state promotions can be
used to improve application performance. Our technique is
evaluated using an application that retrieves data through
the common HTTP protocol, in real-world 3G networks. We
show that by preempting state changes, the delay caused
by state promotions are removed and the transfer time is
significantly reduced.
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1. INTRODUCTION

Connecting to the Internet through Mobile broadband
(MBB) is increasing rapidly in popularity. The network ven-
dor Ericsson reports that there are currently 1.1 billion MBB
subscriptions world-wide [3], and they expect that 85 % of
the world’s population will have access to 3G networks by
2017. Also, by the same year, Ericsson expects the number
of MBB subscriptions to reach 5 billion.

Unlike traditional IP networks, MBB networks are state-
ful. Each user equipment (UE) that is connected to a MBB
network is placed in one of multiple Radio Resource Con-
trol (RRC) states, each allocated a different amount of ra-
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dio resources. More radio resources means more available
bandwidth and lower latency. The network controls state
transitions, typically based on inactivity timers (for state
demotion) and a data rate threshold (state promotion).

RRC State promotions introduce a delay of up to three
seconds [14]. This is one order of magnitude higher than
normal observed latencies, and can have a significant im-
pact on the user experience. While a state promotion is
ongoing, no IP traffic from the UE is forwarded through the
network. As a consequence, an operation like loading a web
page takes considerably longer than if the UE already was
in the “correct” state.

Latency is important in order to ensure a good user expe-
rience [7,10], and even small delays cause a reduction in user
satisfaction. For example, when Google increased the num-
ber of search results per page to 30, this caused an increase
in page load time of 0.6 seconds (from 0.3 to 0.9) [9]. As are-
sult, people conducted 25 % fewer searches. An experiment
performed by Microsoft’s consumer search engine team [18],
showed that a 2 second slowdown per search query changed
queries per user by -1.8 % and revenue per user by -4.3 %.

Existing work [11,13,14] has mostly focused on inferring
the RRC state machine or optimising the “tail effect”; the
period of inactivity before the first state demotion timer
expires. In this paper, we evaluate the potential gain of
preempting the state change. A State Promotion Daemon
(SPD) is running on the UE, and applications can request
RRC state leases. In other words, the SPD gives applica-
tions more control over the current RRC state, instead of
depending on the network.

When a request is received, the daemon sends enough traf-
fic to exceed the data rate threshold, attempting a state
promotion, unless the connection is already in the “correct”
state. Leases can be renewed, and at least one lease has to be
active for the daemon to attempt staying in an RRC state.
By using the SPD, state promotion logic can be moved out
of the applications. A developer only has to decide if and
when an application should request and maintain a RRC
state lease.

One potential use of the daemon is a browser requesting
a RRC state lease when the user starts typing an address,
speeding up the perceived loading time. Another example is
to improve the performance of applications generating thin
streams [12], as these applications will in many cases not
generate enough data to exceed the rate threshold. An ex-
ample of such an application is an SSH client, which could
maintain a state lease for as long as a connection is active,
improving the user experience due to lower latencies.



We have focused on state transitions in 3G-networks, i.e.,
UMTS. However, our approach will work with other, simi-
lar technologies (like LTE) as well. In order to demonstrate
the effect of preempting the state transition, we have eval-
uated the impact it has on the time it takes to complete an
HTTP GET-request, in real-world 3G-networks. According
to Google [16], the average web page is 320 KB. By sending
0.3 % more data in order to preempt the state promotion,
the effect of the promotion was mitigated. 95 % of the re-
quests were completed at least two seconds faster.

The rest of the paper is structured as follows. In section 2,
we will give a more detailed description of the UMTS-specific
RRC state machine, as well as an introduction to related
work. Section 3 explains the architecture of the State Pro-
motion Daemon, while section 4 contains the results of our
HTTP-experiments. Section 5 summarizes our work and
provides some ideas for future work.

2. BACKGROUND

This section describes the UMTS-specific state machine,
as well as introducing related work.

2.1 The RRC state machine

UMTS networks consist of three subsystems - the UE, the
UMTS Terrestrial Radio Access Network (UTRAN) and the
Core Network. The purpose of the UTRAN is to enable a
UE to connect to the backbone, and thereby for example
the Internet. A UTRAN consists of base stations and Radio
Network Controllers (RNC). Each RNC maintains one RRC
state for every UE that is controlled by it, and the RNC is
responsible for initiating state transitions. The UE is aware
of which RRC state it is in, this information is transmitted
from the RNC and always kept in sync.
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Figure 1: Example of a RRC state machine configuration,
where UEs in IDLE are always promoted to CELL_DCH.
There are typically three RRC states [5], IDLE,

CELL_FACH and CELL_DCH, and one common configura-
tion of the RRC state machine is shown in figure 1. RRC
state changes are controlled by two timers and a data rate
threshold. If the UE is quiet, i.e., not sending any data pack-
ets, it is usually in the IDLE (sometimes referred to as DIS-
CONNECTED) state. When there is an IP packet waiting
to be sent or received by the UE, it is moved to CELL_FACH
or CELL_DCH, depending on the network configuration.
When in CELL_FACH, the UE can then be further pro-
moted depending on if the data rate exceeds a given thresh-
old. A typical value for this threshold is 1 KB/s, however,
when measuring we have seen as little as 1 Kb/s in some
networks. The state promotion time is roughly two seconds
from IDLE to CELL_FACH or CELL_DCH, and one second
from CELL_FACH to CELL_DCH.

CELL_FACH is intended for low-bandwidth traffic, and
consists of a single channel shared between a limited num-
ber (typically 32) of UEs [5]. When in CELL_FACH, the
UE can receive data at up to 64 Kb/s, and send data at
8-16 Kb/s. CELL_DCH provides the UE with a dedicated
high-speed channel, supporting a theoretical maximum of
42 Mb/s downlink and 500-600 Kb/s uplink [13]. The la-
tency difference between the two states is in the range of
several hundred milliseconds.

Demotions are controlled by timers, commonly referred to
as T1 and T2. If a UE is in CELL_DCH and has been quiet
for T1 seconds, it is demoted to CELL_FACH. T2 is the
timeout from CELL_FACH to IDLE. A demotion is more or
less instant and has little effect on latency. As with the data
rate threshold, the T1 and T2 timers are configurable. For
example, in one of the Norwegian MBB networks, T1 is 10
seconds and T2 is 20 seconds.

Though our work is focused on UMTS, it can easily be
adapted to work in LTE networks. LTE is the next gen-
eration of MBB and also uses an RRC state machine, but
there are only two main states, IDLE and CONNECTED [1].
However, the latter has three microstates: Continuous Re-
ception (CR), Short DRX and Long DRX. CR offers the
most capacity, then Short DRX and finally Long DRX. State
promotions are decided by the current data rate, while the
demotions are controlled by three inactivity timers, similar
to UMTS.

2.2 Related work

In MBB networks, application delays and, hence, also the
user experience is directly related to radio resource manage-
ment. Several previous contributions have focused on infer-
ring the operation of the RRC state machine, and on tuning
parameters in order to give more power efficient operation
(for the UE) [11,13,14].

In [11], the authors develop a tool called 3G3T to de-
duce the RRC state machine transition parameters, e.g.,
the thresholds and inactivity timers used to promote or de-
mote the UE from one state to another. Another method
for deducing RRC state machine transitions is introduced
in [13]. Their method is based on sending probing packets
and observing changes in the RTT. The inferred values are
combined with packet traces from a UMTS network to pro-
pose better parameter values for the demotion timers. In
this work, we rely on their proposed method for inferring
RRC states if these are not available directly from the mo-
dem. In [14], the authors combine RRC state inference with
trace captures from several popular mobile applications, in
order to profile application performance and optimize en-
ergy usage. In contrast to this work, their focus is on energy
conservation. In many scenarios when applications run on
less power-constrained devices, performance will be more
important.

We are not the first to observe that state promotion con-
stitutes a significant portion of the transfer delay in MBB
networks. In [4], the authors focus on the time it takes from
the user makes a request to first byte is received. In the
cellular network they measured, state transition time con-
stituted up to 68 % of the time to the first byte.

3. STATE PROMOTION DAEMON

The SPD, shown in figure 2, enables applications to have
more control over the RRC state. It is designed not to rely
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Figure 2: Overview of the architecture of the SPD.

on OS-specific features, thus, it is platform-independent.
Communication between applications and the daemon re-
lies on standard network sockets, and the daemon allows
applications to explicitly request state promotions. This is
done in order to avoid the UE occupying unnecessary radio
resources and the daemon sending redundant traffic. Be-
cause CELL_DCH is the preferred state for data transfers,
the daemon is currently focused on promoting connections
to CELL_DCH.

In the next two subsections, we describe the SPD’s two
modes of operation. Then, we discuss some potential chal-
lenges and implementation choices.

3.1 Startup

At startup, the SPD performs two actions. The first is
to determine if the RRC can be read from the modem or
not, which is done by comparing the modem model against
a database of known devices. Information about the RRC
state is normally not available by default, except, to the
best of our knowledge, on modems made by Sierra Wire-
less. Here, the state is available through a normal AT-
command. On modems containing chipsets from Qualcomm
and Huawei, the RRC state can be read by accessing the mo-
dem’s diagnostic mode. Libraries like libqedm [19] simplify
this process. Qualcomm-chipsets are used in for example
most of Huawei’s modems released up to now, ZTE-modems
and many Android-phones. If the RRC state is not exported
by the modem, it is inferred based on RTT using a method
similar to the one presented in [13]. The RTT difference
between CELL_FACH and CELL_DCH is typically several
hundred milliseconds.

The second action is to determine the T1 and T2 timers,
as well as the amount of data that has to be sent in order
to trigger a state promotion. These values are assumed to
be static [17] and are inferred using the state promotion and
demotion algorithms described in [13]. The timers are used
by the SPD to avoid sending unnecessary data, by spacing
promotion requests out in time.

3.2 Operation

After the startup phase, the SPD creates a UDP socket
used to communicate with applications. For an applica-
tion to request an RRC state lease, and instruct the dae-
mon to potentially request a state promotion, it sends a
START_LEASE-message to the SPD. If the daemon detects
that the 3G connection is already in CELL_DCH when a
request arrives, it looks at the T1 timer and current RRC
state. If a) less than two times the CELL_DCH RTT (mea-

sured during startup) is left of T1, or b) the 3G connec-
tion is not in CELL_DCH, the daemon will attempt to trig-
ger a state promotion. Otherwise, the promotion request
is delayed until a) is true. The RRC leases are only valid
for a configurable time, but can be renewed. As long as
there is at least one active lease, the SPD attempts to stay
in CELL_DCH. Applications can explicitly release leases by
sending a STOP_LEASE-message.

The promotion request is an ICMP request with a given
payload length (determined during the startup phase), in
order to exceed the data threshold limit required for a RRC
state promotion. Many well-known servers, for example the
Open DNS public DNS servers, reply to ICMP requests with
a larger payload length than the default value, and can be
used as targets. By sending ICMP requests, we support the
three ways a RNC measures the data rate: uplink, downlink
or the sum of uplink and downlink. The success of the state
promotion is detected by reading it from the modem, or by
comparing the RTT of a default size ICMP request against
the CELL_FACH RTT measured during startup. If it is sig-
nificantly lower, the daemon assumes success. If a promotion
fails, another attempt is made after T1 / 2 seconds.

3.3 Discussion

The SPD is designed to be platform independent and as
non-intrusive as possible. In order to accomplish criteria
one, we decided to use UDP sockets for communication be-
tween applications and the daemon. UDP sockets are sup-
ported by all modern platforms. Another possibility would
have been to use a socket option. Applications could mark
sockets as low latency, and as long as such a socket ex-
ists, the SPD would attempt to keep the 3G connection in
CELL_DCH. However, adding socket options requires mod-
ification to the OS kernel. This not possible on for example
Windows and most mobile operating systems.

To avoid affecting the overall system, as well as the net-
work, we chose to make a daemon rather than a normal
application. As the RRC states are per UE, and not per
connection on the UE, we believe that having a system-wide
“state controller” is the most sensible approach. Also, the
daemon is based on events and does not send any data un-
less instructed to (except during startup). In other words,
the daemon is idle most of the time, only waking up when
either a lease request arrives or a timer expires.

Even though the daemon itself generates very little data,
and uses the T'1 timer to limit the number of promotion re-
quests, it has no control over how applications choose to use
it. An application can attempt to force CELL_DCH at all
times, even if it is not needed. Applications using the SPD
should follow normal best practices. For example, staying
on CELL_DCH consumes more battery on the UE and gen-
erates more data, so it is not in a developers best interest to
remain on CELL_DCH. Another option for controlling how
the SPD is used, is to limit it to only accept requests from
some well-known applications.

In terms of consumption of additional radio resources,
which is also a limited resource, we believe that the dae-
mon will mostly be used by applications that would anyway
cause a CELL_DCH promotion. Thus, the radio resource
usage will in many cases be the same as without the SPD.

An alternative approach for deciding when to trigger a
state promotion, could be based on the work presented in [6].
In this paper, the authors have measured that traffic gener-



ated when the screen is on is less delay tolerant than when
the screen is off. Instead of applications requesting state
promotions, more intelligence could be added to SPD. It
could for example listen for system-wide events like typing
or other gestures, as well as monitor the currently active
application(s), and make a state promotion decision.

4. EVALUATION

To demonstrate the performance gain of preempting RRC
state promotions, we built an application retrieving data
over HT'TP. HTTP is the foundation of the world wide web
and a core building block of many delay-sensitive services.
One example is the auto suggestion-feature offered by many
search engines. They normally send HTTP GET-requests
(to retrieve suggestions) as the user types. Also, the re-
quest /response pattern used in a typical HTTP-session is
very common in other application layer protocols.

4.1 Test setup

Our testbed consisted of a laptop running Ubuntu 12.04,
equipped with Huawei E173-modems. The modems were
connected to the three MBB networks that are available in
Norway, enabling us to analyze the potential gain of pre-
empting RRC state promotions across different providers.
As shown in [2], the networks use different RRC state con-
figurations.

The SPD is currently implemented in Python. Since Huawei

E173 is equipped with a Qualcomm-chipset, the RRC state
could be read from the modem. Our measurement applica-
tion is also written in Python and made use of httplib to re-
trieve data using HT'TP. We measured the effect of preempt-
ing state promotion when the initial state was IDLE, and
200 tests were made per ISP for each test parameter combi-
nation. The difference between IDLE and CELL_FACH, in
terms of state promotion, is mostly that the promotion time
is one seconds less when initial state is CELL_FACH.

4.2 HTTP transfer time

According to a survey conducted by Google [16], where
they analysed 4.2 billion web pages, the average size of a
complete (including all elements) web page is 320 KB, while
90 % of the elements fit within 16 KB. Google has also ob-
served that the fraction of requests sent over cold and warm
TCP connections was roughly 33%/67% [15], respectively.
A cold TCP connection is defined to be a new TCP connec-
tion, while a warm connection is a persistent connection.

Based on these observations, we conducted four sets of
measurements, one for each combination of connection type
and download file size. The measurements were performed
during night, in a business park, to reduce the influence of
cross-traffic, and out HTTP server was placed close to all
three networks. We only present results from one operator,
but the observations are valid for all three. Even though
the T1 and T2 timers, as well as the data rate threshold
differed, there were no significant differences in the gain of
preemption, Thus, for these networks, the configuration does
not affect the potential gain of preempting state promotion.

4.2.1 Large requests

Large requests are defined as those requests where 320 KB
of data was retrieved from the server. The results are sum-
marized in table 1, and there is a significant gain when the
state promotion was preempted. The delay introduced by

Avg. | Median | 90% | 95% | Std.

dev

Cold, Non-preemptive 3.33 3.27 3.64 | 3.72 | 0.20
Cold, Preemptive 1.39 1.33 1.46 | 1.80 | 0.26
‘Warm, Non-preemptive | 3.30 3.28 3.50 | 3.64 | 0.15
‘Warm, Preemptive 1.22 1.19 1.31 1.38 | 0.18

Table 1: Time (in seconds) it took to complete the 320 KB
transfers.

state promotion is eliminated, and the average transfer time
was reduced by approximately two seconds. For example,
the average transfer time with warm connections and pre-
emption was 1.22 seconds, compared to 3.30 seconds without
preemption.
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Figure 3: CDF of the transfer time for requesting and receiv-
ing 320KB of data over a cold connection, when the initial
state was IDLE.

The number of bytes required to trigger a promotion to
DCH in the network we used was 1 KB. In other words,
by sending only 0.3% more data, a web page loaded in
roughly half the time. The difference between preempting
and not preempting a request sent through a cold connec-
tion is shown as a CDF in figure 3. 95% of the transfers
were finished within 1.7 seconds when preemption was used.
When preemption was not used, the same share was reached
after 3.5 seconds. l.e., the difference was roughly equal to
the state promotion time from IDLE to CELL_DCH.

Another interesting observation made from table 1, is that
the additional delay caused by establishing a new connection
is negligible compared to the state promotion time. The re-
sults for cold and warm connections, with or without pre-
emption, is more or less the same.

4.2.2  Small requests

Data retrieved through small requests is typically the most
time sensitive. Such requests will for example be used to re-
trieve the earlier mentioned search-engine auto-suggestions,
the latest update from a live sports event or new content in a
collaborative application. Even though the last two are typ-
ically used as examples of push-based services, HTTP itself
does not support push. Instead, push is emulated through
polling techniques [8]. Also, native push-applications could
for example implement techniques for predicting activity,
thereby knowing when to request and maintain an RRC
state lease.



16KB data, IDLE->CELL_DCH, warm connection
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Figure 4: CDF of the transfer time for requesting and receiv-
ing 16KB of data over a persistent TCP connection, when
the initial state was IDLE.

Avg. | Median | 90% | 95% | Std.

dev

Cold, Non-preemptive 2.22 2.14 2.53 | 2.65 | 0.30
Cold, Preemptive 0.29 0.16 0.29 | 1.82 | 0.49
Warm, Non-preemptive | 2.26 2.18 2.54 | 2.70 | 0.37
‘Warm, Preemptive 0.15 0.12 0.19 | 0.25 | 0.14

Table 2: Time (in seconds) it took to complete the 16 KB
transfers.

Figure 4 shows the CDF for retrieving 16 KB over a
warm connection. Preempting the RRC state promotion
has a significant effect on latency. 95 % of the requests were
done within 0.25 seconds, compared to 2.70 seconds for non-
preemption. Packet traces showed that the long tail of the
preempt result, was caused by a combination of packet loss
and buffering in the network.

Table 2 summarizes the results for all combinations of
connection type and preemption. We see that the time dif-
ference between non-preemptive and preemptive is close to
the same as for a large request. This is as expected, as pre-
empting RRC state removes the delay added by the state
promotion, which is independent of the number of bytes to
be transfered. However, optimising the performance of small
requests (or small amounts of data) will in many cases have
a stronger impact on the user experience. Within a reason-
able time limit, the initial load time for an entire web page
is not that important.

5. CONCLUSION

Unlike traditional IP networks, MBB networks are state-
ful, and RRC state promotions can last for up to two sec-
onds. During these promotions, no IP traffic is let through,
which can have a large effect on the user experience. In this
paper, we have shown that by preempting the RRC state
promotions, the promotion delay can be removed.

We introduce a platform-independent State Promotion
Daemon, which attempts to preempt the state promotion
based on application-requests. Future work includes design-
ing automatic techniques for deciding when to request state
promotions, so that applications do not have to be modi-
fied. In addition, we plan to look into the effect of RRC
state transitions on different protocols. Our initial focus
will be on TCP.
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