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ABSTRACT
BGP plays a crucial role in the global communications in-
frastructure, and there is a strong need for tools that can
be used for analyzing its performance under different sce-
narios. The size and complexity of the inter-domain rout-
ing system often makes simulation the only viable method
for such studies. This work addresses the lack of a com-
prehensive toolbox to simulate BGP. It proposes a flexible
topology generator that produces AS-level graphs which are
annotated with business relationships. The second compo-
nent of the toolbox is a light-weight BGP simulator that
is capable of capturing routing dynamics, while scaling to
network sizes of thousands of nodes. We employ our frame-
work to investigate a set of what-if questions concerning the
impact of different topology parameters on BGP dynamics.
This investigation shows how our proposed framework can
help in gaining important insights on inter-domain routing
dynamics.

1. INTRODUCTION
The inter-domain routing system is arguably the largest

deployed distributed system in the world, consisting of over
37000 Autonomous Systems (ASes) and 354k routable net-
work prefixes [4]. This system is critically important for
the global communications infrastructure; if it breaks down,
hosts attached to different networks are no longer able to
communicate with each other. BGP, the only deployed inter-
domain routing protocol, has sustained tremendous growth
over the past two decades. BGP is a simple path vector
protocol, which gives operators a large degree of freedom
in defining the policies that govern the best-path selection
process. Operators are free to define their own specialized
rules and filters, supporting complex relationships between
ASes. This flexibility is arguably one of the main factors be-
hind BGP’s success. At the same time, the flexibility makes
BGP challenging to configure and manage. There is a rich
body of research showing how conflicting policies and proto-
col configurations can lead to delayed convergence, nonde-
terministic behavior, or even permanent oscillations in the
routing plane [16, 17].

The importance of BGP and the complexity involved in its
operation, make it important to have tools that can predict
the behavior in scenarios involving different policies, proto-
col configurations and topologies. Efforts in this direction
have different goals, ranging from characterizing the infras-
tructure to understanding the impact of failures, routing
changes, and attacks on its stability and survivability.

BGP churn can be studied through measurements, mod-

eling, or simulations. Simulations are often the only viable
option for investigating different what-if scenarios related to
the impact of topology growth on routing, new routing en-
hancements, and radical architectural changes. Simulations
of inter-domain routing, however, require good models for
the used Internet topology, routing event models, and the
operation of the routing protocol. Since scale is one of the
most important properties of inter-domain routing, it be-
comes important to be able to simulate networks of compa-
rable size as the current Internet topology. Currently, there
is a lack of an integrated framework that can accurately
facilitate investigating BGP routing dynamics.

In this paper we propose SIMROT, a toolbox that con-
sists of a topology generator (SIMROT-top) and a scalable
routing simulator (SIMROT-sim) for studying BGP routing
dynamics. SIMROT-top improves over the existing tools by
generating AS-level topologies that are annotated with busi-
ness relationships. The knobs of this generator are parame-
ters with operational relevance in practice, such as the mul-
tihoming degree (MHD) of stubs versus transit providers,
instead of abstract measures such as betweenness or assor-
tativity. The properties of topologies generated using our
model match reasonably those of inferred Internet AS-level
topologies. SIMROT-sim, on the other hand, makes sev-
eral simplifying assumptions by focusing only on capturing
the control plane functionality of BGP, and leaving out the
operation of the underlying TCP sessions. Hence, It is ca-
pable of capturing the exchange of routing updates, while
scaling to network sizes of thousands of nodes. A bench-
marking against the widely used SSFNET simulator [3] il-
lustrates that our simulator produces similar results, while
performing significantly better in terms of memory usage
and simulation time. Finally, we illustrate the flexibility
of our toolbox by investigating a set of what-if questions
concerning the impact of different topology parameters on
BGP dynamics. These investigations show that our pro-
posed toolbox can give important insights on inter-domain
routing dynamics1.

The rest of the paper is organized as follows. In the next
section, we discuss the different approaches for studying
BGP, review the related work, and describe briefly our tool-
box. In Sec. 3, we describe and validate SIMROT-top. In
Sec. 4, we present and benchmark SIMROT-sim. In Sec. 5
we use our toolbox to investigate the impact of several topol-
ogy parameters on BGP churn, and draw our conclusions in
Sec. 6.

1SIMROT-top and SIMROT-sim are available at
http://simula.no/department/netsys/software/



2. BACKGROUND AND RELATED WORK
Different approaches have been used to study the inter-

domain routing system. Active measurements can be per-
formed through injecting changes (e.g. announcing and with-
drawing network prefixes) at a certain location in the net-
work and observing their impact at a set of vantage points.
The BGP beacons project [27] and RIPE RIS beacons [1]
are examples of such approach. However, the fact that the
Internet is a mission critical infrastructure limits the flexi-
bility and extent of active measurements. For example, ex-
perimenting with operational prefixes (i.e. withdrawing or
re-announcing them) will inevitably affect traffic and thus
users’ experience. On the other hand, passive measurements
can be performed by logging BGP routing tables, updates
and logs from operational routers. The RouteViews [2] and
RIPE RIS [33] projects are pioneering efforts in this direc-
tion. Passive measurements can assess and measure the cur-
rent status of the routing system. However, we can not
use it for evaluating new enhancements and protocol exten-
sions. Furthermore, the number and location of used van-
tage points can influence insights gained through passive
measurements and make them only representative to the
studied setup. Note that this limitation is inherent, since it
is extremely difficult to place a vantage point at each net-
work in the Internet.

Mathematical modeling can also be used for studying and
characterizing BGP. Nevertheless, the complexity of BGP
and large Internet-like topologies make it difficult to create
a tractable and useful mathematical model. Attempts in
this direction have been limited to regular topologies with a
simplified BGP operation model [37].

Simulating BGP is sometimes the only option to circum-
vent the limitations of measurements and mathematical mod-
eling. However, there are several pitfalls in making realistic
BGP simulations. First, a representative topology model
that captures the properties of the Internet AS-level graphs
is needed. The model should be able to capture reason-
ably well the observed properties of the AS-level graph (e.g.
power law degree distribution, strong clustering, constant
average path length). In addition, it should be able to an-
notate inter-AS links with business relationships. Second, a
reasonable implementation of BGP and a clear description
of routing changes and events are crucial for the correct-
ness of the results. Essentially, there is a trade-off between
the computational and storage complexity of the simulation
model and the level of details that is captured. The compu-
tational complexity is a function in the size of the simulated
network, the level of topological details, and protocol im-
plementation. Ideally, a simulation model should be able
to simulate topologies that are comparable to the current
Internet in terms of size.
Topology Generators: Generating graphs that capture
the observed properties of the AS-level topology has been
a subject of much research in the past decade. In general,
the proposed topology generators focused on capturing the
abstract properties of the AS-level graph.

Early topology generators such as BRITE [28], Inet [36],
and PLRG [5] tried to reproduce the node degree distri-
bution of the AS-level graph. These generators managed to
reproduce the node degree distribution reasonably; however,
they did not succeed in capturing other abstract properties
such as the clustering coefficient and the joint node degree
distribution. These limitations are expected since this class

of generators assumes that the node degree distribution is
a one dimensional independent variable. Consequently, the
degree of a node in such topologies is unrelated to the prop-
erties of its neighboring nodes. Later, Mahdevan et al. pro-
posed another approach to overcome these limitations by
using a group of distributions that capture the correlations
of degrees among a set of connected nodes (i.e. a subgraph of
the AS-level topology) [26]. They further employed this ap-
proach to generate re-scaled topologies of different sizes [24].

The above mentioned topology generators fulfilled reason-
ably their design purposes. Still, an important limitation is
that they consider the AS-level topology as a generic col-
lection of links and nodes. In fact, nodes and links in the
Internet are far from being generic. The geographical pres-
ence, size, and connectivity of ASes differ depending on their
role and business model (e.g. transit providers, content
providers). More importantly, inter-AS links are different
based on business relationships between the involved ASes.
These relationships control and regulate inter-domain rout-
ing, and therefore, generating topologies that are annotated
with them is crucial.

Several other efforts focused on generating topologies that
are annotated with business relationships. The GHITLE
topology generator [9] used a set of simple design heuristics
to produce such topologies. However, it did not account for
the subtle differences between different node types and did
not model the number of settlement-free peering (p2p) links
in a realistic way. Furthermore, the impact of geographic
presence on both peer and provider selection was not cap-
tured. The work by Dimitropoulos et al. [11] proposed gen-
erating re-scaled annotated topologies by generalizing the
work in [24]. He et al. proposed HBR [19] as a method for
generating annotated graphs of various sizes through sam-
pling them from larger inferred AS-level topologies. The last
two approaches generate topologies in a top-down fashion by
starting from an inferred AS-level topology and work to re-
produce the measured abstract graph properties. Therefore,
they do not provide any flexibility for controlling different
topological characteristics.

Most of the existing topology generators focused on gen-
erating AS-level topologies rather than router-level topolo-
gies. An important reason behind this is that we have a
better understanding for the Internet topology at the AS
level. In fact, router connectivity varies across networks
and is dependent on choices taken locally at each network.
In addition, it is constrained by many factors such as the
maximum possible degree per router (i.e. maximum num-
ber of interfaces), the number of the points of presence
a network has, and different engineering decisions taken
in order to optimize the topology. An extensive discus-
sion about this can be found in [23]. Several measurement
studies aimed at inferring router-level topologies in differ-
ent networks using traceroutes. Notable example of such
approaches are Rocketfuel [34] and ARK [8]. However, in-
ference techniques suffer from limitations that are caused by
their sampling nature [22] and traceroutes failure in resolv-
ing router aliases [35].

For addressing the lack of router-level topology genera-
tors, Quoitin et al. [30] proposed IGen as a generator that
builds topologies through considering network design heuris-
tics. IGen is a promising step in the direction of building
realistic router-level topologies. However, since it depends
on many heuristics, it is not clear how well the generated



topologies are able to match known properties of the AS-
level graph.
Simulators: Existing inter-domain routing simulators fall
into two broad categories. Either they only calculate steady
state routes, and do not capture routing dynamics [31], or
they include a detailed model of each BGP session (e.g. un-
derlying TCP connections). [3, 12] simulators that belong
to the second category are suitable for studying questions
that involve both routing and data forwarding. However,
since the level of detail limits scalability; they do not scale
to network sizes in the order of todays AS-level Internet
topology.

In this paper we present SIMROT as a flexible toolbox
for simulating BGP. SIMROT consists of a topology gen-
erator that captures business relations, and an event-driven
simulator that scales to network sizes comparable to the AS-
level topology. In the subsequent sections we describe and
evaluate SIMROT.

3. TOPOLOGY MODEL
In this section, we first describe some key properties that

characterize the AS-level Internet topology. These proper-
ties have been stable for the last decade [10], and we believe
that they will remain valid in the foreseeable future. We
then describe a model that allows us to construct topologies
with different configurable properties while still capturing
these key properties. The current version of our topology
generation model is limited to AS-level graphs. However, it
can be extended to produce router-level graphs if there exist
reasonable models. A possible scenario would be combining
approaches such as IGen [30] and our model for achieving
this goal.

3.1 Stable topological properties
The AS-level Internet topology is far from a random graph.

Over the past decade it has experienced tremendous growth,
but the following key characteristics have remained con-
stant:

1. Hierarchical structure. On a large scale, the nodes in
the Internet graph form a hierarchical structure. By
hierarchical we mean that customer-provider relation-
ships are formed so that there are normally no provider
loops, where A is the provider of B who is the provider
of C who again is the provider of A.

2. Power-law degree distribution. The degree distribu-
tion in the Internet topology has been shown to follow
a truncated power-law, with a few very well-connected
nodes, while the majority of nodes have only few con-
nections [13]. The well connected nodes typically re-
side at the top of the hierarchy.

3. Strong clustering. The ASes in the Internet are grouped
together in clusters, with ASes in the same cluster
more likely to be connected to each other. One reason
for this clustering is that networks operate in different
geographical areas.

4. Constant average path length. Measurements show that
in spite of a tremendous growth in the number of
nodes, the AS-level path length has stayed virtually
constant at about 4 hops for the last 10 years [10].

Figure 1: Illustration of network based on our topol-
ogy model.

3.2 SIMROT-top
Next, we describe a flexible model for generating topolo-

gies that captures the above properties of the AS-level graph.
Several design choices and parameters in our topology gen-
erator were guided by the measurements in [10].

A node in our model corresponds to an AS, and we use
four types of nodes. At the top of the hierarchy are the
tier-1 (T) nodes. T nodes do not have providers, and all T
nodes are connected in a clique using peering links. Below
the T nodes, we have the mid-level (M) nodes. All M nodes
have one or more providers, which can be either T nodes or
other M nodes. In addition, M nodes can have peering links
with other M nodes. At the bottom of the hierarchy, we
have two different types of stub nodes. We distinguish be-
tween customer networks (C) and content providers (CP). In
this context, CP nodes would include content provider net-
works, but also networks providing Internet access or host-
ing services to non-BGP speaking customers. In our model,
the difference between C and CP nodes is that CP nodes
can enter peering agreements with M nodes or CP nodes,
while C nodes do not have peering links. Figure 1 shows a
generic network of the type described above. Transit links
are represented as solid lines with arrowheads pointing to-
wards providers, while peer-to-peer links are dotted.

To capture clustering in our model, we introduce the no-
tion of regions. The purpose of regions is to model geo-
graphical constraints; networks that are only present in one
region are not allowed to connect with networks that are
not present in the same region. In our model T nodes are
present in all regions. 20% of M nodes and 5% of CP nodes
are present in two regions, the rest are present in only one
region. C nodes are only present in one region.

We generate topologies top-down in two steps. First we
add nodes and transit links, then we add peering links. The
input parameters nT , nM , nCP and nC decide how many of
the n nodes belong to each node type, respectively. First, we
create a clique of T nodes. Next, we add M nodes one at a
time. Each M node connects to an average of dM providers,
uniformly distributed between one and twice the specified
average. M nodes can have providers among both T and
M nodes, and we use a parameter tM to decide the fraction
of providers that are T nodes. M nodes can only select
providers that are present in the same region. M nodes
select their providers using preferential attachment, which
gives a power-law degree distribution [7].

We then add the CP and C nodes, which have an average
number of providers dCP or dC , respectively. CP and C
nodes can select T nodes as providers with a probability
tCP and tC , respectively. Just like the M nodes, C and CP
nodes select their providers using preferential attachment.

When all nodes have been added to the topology, we add
peering links. We start by adding pM peering links to each



Meaning Example
nT Number of T nodes 4− 6
nM Number of M nodes 0.15n
nCP Number of CP nodes 0.05n
nC Number of C nodes 0.80n
dM Avg M node MHD 2 + 2.5n/10000
dCP Avg CP node MHD 2 + 1.5n/10000
dC Avg C node MHD 1 + 5n/100000
pM Avg M-M peering degree 1 + 2n/10000

pCP−M Avg CP-M peering de-
gree

0.2 + 2n/10000

pCP−CP Avg CP-CP peering de-
gree

0.05 + 5n/100000

tM Prob. that M’s provider
is T

0.375

tCP Prob. that CP’s provider
is T

0.375

tC Prob. that C’s provider
is T

0.125

Table 1: Topology parameters

M node. As for the provider links, pM is uniformly dis-
tributed between zero and twice the specified average. M
nodes select their peers using preferential attachment, con-
sidering only the peering degree of each potential peer. Each
CP node adds pCP−M peering links terminating at M nodes,
and pCP−CP peering links terminating at other CP nodes.
CP nodes select their peers among nodes in the same region
with uniform probability. Importantly, we enforce the in-
variant that a node must not peer with another node in its
customer tree. Such peering would prey on the revenue the
node gets from its customer traffic, and hence such peering
agreements are not likely in practice.

3.3 Internet-like topologies
Next, we illustrate how to configure our topology gener-

ator for producing graphs that resemble the growth of the
Internet over the last decade. The sample configuration pa-
rameters are inspired by measurements of the evolution of
the Internet topology over the last decade [10]. The growth
is characterized by a slow increase in the MHD of stub nodes,
and a faster growth in the MHD and the number of peering
links at middle nodes. In this sample configuration we use 5
regions, containing one fifth of all nodes each. Table. 1 gives
the parameter values for the sample configuration. Note
that n in Tab. 1 is the total number of nodes in the graph.
Validation: We validate that the generated topologies cap-
ture the four stable properties of the Internet topology dis-
cussed in Sec 3.1, and compare some properties of the gen-
erated graphs to inferred Internet topologies. We generate
topologies of sizes 5000 and 10000 nodes respectively, and
compare against two inferred AS-level topologies of sizes
3247 and 17446 nodes. The smaller topology is provided
by Dhamdhere and Dovrolis [10] and it is based on Route-
Views [2] and RIPE [33] BGP routing tables from January
to March 1998. The second inferred topology is provided by
Mahadevan et al. [25] and based on RouteViews BGP rout-
ing tables from March 2004. Note that the inferred topolo-
gies miss a large fraction of peering links, which distorts
their characteristics quantitatively [10]. Therefore, our aim
is that our topologies match the major topological proper-
ties of the Internet qualitatively rather than quantitatively.

Hierarchical structure. This is trivially fulfilled through

the way we construct the topologies.

Power-law degree distribution. Figure. 2(a) shows the
CCDF of the node degree on a log-log scale. We observe
that our model captures the power-law scaling of the node
degrees reasonably well, and is comparable to that of the
inferred Internet topologies. The use of preferential attach-
ment when selecting which nodes to connect to gives the
observed power-law degree distribution [6].

Strong clustering. We measure the local clustering (or
clustering coefficient) of each node in a topology. The local
clustering of a node is defined as the ratio of the number of
links between a node’s neighbors to the maximum possible
number of such links (i.e. a full clique). Hence, the local
clustering measures how well connected a node’s neighbor-
hood is. Figure. 2(b) reports the average local clustering,
across all nodes of the same degree, as a function of node
degree. To keep the figure readable, we plot results for only
two topologies (the other pair of topologies show similar re-
sults). Our model matches qualitatively the trends seen in
the inferred topologies: first, local clustering decreases with
the node’s degree, and second, the clustering versus degree
relation follows a power-law. It should be noted however
that our model produces lower clustering than the inferred
Internet topologies.

Constant average path length. The average path length
in topologies produced by our model is constant at around
four hops as the network grows from 1000 nodes to 10000
nodes. This matches closely the average path length in the
inferred Internet topology at least since 1998 [10].

We also investigate the average neighbor connectivity [25],
which has been difficult to capture by existing topology gen-
erators [18]. The average neighbor connectivity of a node is
simply the average degree of its neighbors. This metric re-
lates to the assortativity of a graph. It measures whether a
node of a certain degree prefers to connect with higher or
lower degree nodes. Figure. 2(c) shows the average neighbor
connectivity as a function of the node degree. We normalize
the average neighbor connectivity by the maximum possible
value (the total number of nodes in the graph - 1), in order
to compare topologies of different sizes. Our model gives
an average neighbor connectivity that matches well the in-
ferred Internet topologies, with smaller degree nodes having
a higher average local connectivity than the higher degree
nodes (referred to as negative assortativity).

The aforementioned validations illustrate that our topol-
ogy generation model can reasonably produce graphs that
match several important properties of the measured AS-level
topology. In the next section, we present our BGP simula-
tion model.

4. SIMROT-SIM
Simulations of any system of the size and complexity of

inter-domain routing require several simplifying assumptions
based on the goals of the simulations. In this section, we
present our simulator ”SIMROT-sim” and describe the as-
sumptions and choices we make in its development.

SIMROT-sim is a discrete event simulator that is capable
of capturing the exchange of routing updates and hence,
simulate BGP dynamics. Furthermore, it is able to scale to
network sizes of several thousands ASes.
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Figure 2: Validating SIMROT-top

In order to realize the aforementioned scalability we make
two key simplifying assumptions. Firstly, we model a BGP
session between two nodes as a logical variable that is either
established or not, and thus ignore the underlying TCP na-
ture of the session. This choice enhances the scalability of
our simulator since we abstract the TCP details and all in-
volved overhead and signaling (e.g. sessions KEEPALIVE
messages). We argue that this simplification does not have
an impact since we only simulate the operation of BGP. The
details of BGP sessions are important only when studying
the interaction between data plane and control plane (e.g.
the impact of data traffic on the stability of BGP sessions).

The second assumption is that we model each AS as a
single node, and connections between two neighboring ASes
as a single logical link. This implies that we do not capture
routing effects within an AS, introduced by iBGP or interac-
tions with IGP routing protocols (e.g., hot-potato routing).
We have made this simplification to reduce the complexity
of our simulations. In addition, intra-AS topologies vary be-
tween ASes, and there is no reasonable model that can be
used to reproduce them. The lack of this model is partly
caused by the reluctance of network operators about reveal-

ing internal details of their networks. Note that one possibil-
ity to make the simulation of iBGP topologies computation-
ally feasible is to simulate them at a PoP level rather than
at a router level. However, this also requires a reasonable
model for intra-AS topologies.

SIMROT-sim simulates policy-based routing, with the use
of MRAI timers to limit the frequency with which a node
sends updates to a neighbor. By “policies”, we refer to a
configuration where relationships between neighboring ASes
are either peer-to-peer or customer-provider. We use normal
“no-valley” and “prefer-customer” policies. Routes learned
from customers are announced to all neighbors, while routes
learned from peers or providers are only announced to cus-
tomers. A node prefers a route learned from a customer
over a route learned from a peer, over a route learned from
a provider. Ties among routes with the same local prefer-
ence are broken by selecting the route with the shortest AS
path, then based on a hashed value of the node IDs.

By “MRAI” or “rate-limiting”, we refer to a configuration
where two route announcements from an AS to the same
neighbor must be separated in time by at least one MRAI
timer interval. We use a default MRAI timer value of 30 sec-
onds. To avoid synchronization, we jitter the timer as spec-
ified in the BGP-4 standard. According to the BGP-4 stan-
dard [32], the MRAI timer should be implemented on a per-
prefix basis. However, for efficiency reasons, router vendors
typically implement it on a per-interface basis. We adopt
this approach in our model. We follow the MRAI imple-
mentation recommended in the most recent RFC (RFC4271)
[32], which specifies that both announcements and explicit
withdrawals should be rate-limited. Note that the value of
the MRAI is configurable in SIMROT-sim.

Figure. 3 shows the structure of a node in our simula-
tor. A node exchanges routing messages with its neighbors.
Incoming messages are placed in a FIFO queue and pro-
cessed sequentially by a single processor. The time it takes
to process an update message is uniformly distributed in
a user defined range. Each node maintains a table with
the routes learned from each neighbor, we call these tables
Adjacent-RIB Ins (Adj-RIB-Ins). Upon receiving an update
from a neighbor, a node will update this table, and re-run
its decision process to select a new best route. The new
preferred route is then installed in the forwarding table and
announced to its neighbors, the forwarding table is called
the Local-RIB (Loc-RIB). For each neighbor, we maintain
an export filter that blocks the propagation of some updates
according to the policies installed in the network. Outgo-
ing messages are stored in an output queue until the MRAI
timer for that queue expires. If a queued update becomes
invalid by a new update, the former will be removed from
the output queue. We further introduce a set of interrupt
messages to signal events such as failures and restorations
of various components (e.g. links, nodes, sessions) to the
affected nodes, which consequently trigger BGP updates as
a response to the signaled change.

There are two factors that determine the scalability of
SIMROT-sim. The first one is the state that each node
maintains (i.e. routing table), which decides memory re-
quirements. We design a scalable data structure for storing
routing tables in SIMROT-sim that minimizes memory re-
quirements by removing the redundancy in the RIBs entries
shared by many nodes. For example if a node X and a node
Y share the path {A,D,F} to a certain destination prefix p,



neighbor

AS

neighbor

AS

neighbor

AS

neighbor

AS

neighbor

AS

neighbor

AS

Out−queues Export

filters In−queue

Processor

table

Forwarding
Neighbor

routing

tables
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it will be more efficient to store a single entry for this path
in the memory and keep two pointers at X and Y to it.

This approach is implemented by maintaining a global
tree data structure that represents a global routing informa-
tion base shared by all nodes in the network (Global-RIB).
The tree has a single root which is used to maintain the
structure of the tree. The root has n children (i.e. n is the
number of the ASes in the network) each one represents a
node in the network and is labeled with the corresponding
AS number. When an AS X announces a prefix p, it sends
the AS PATH information as a pointer to the tree node la-
beled as X at level-1 of the Global-RIB. A neighbor of X
performs two tasks when receiving this pointer. First it de-
termines the actual AS PATH by backtracking from the tree
node that the pointer refers to in an upward direction until
it reaches the root of the Global-RIB. Second it creates a
new node that is labeled with its AS number, and will be
added as a child to the tree node that the pointer refers to.
Furthermore, it will include a pointer to the newly added
node above instead of the full AS PATH when it announces
p to its neighbors. This means that the number of children
a tree node has is equal to the number of distinct ASes that
appear in the AS PATHs that lead to it.

For the example network shown in the left panel of Fig. 4,
assume that AS 1 is announcing a destination prefix p and it
has AS2 as an immediate neighbor. When AS 1 announces
p to AS 2 it sends the AS PATH information as a pointer to
node 1 in the tree. AS 2 keeps this reference in its routing
table and adds a new child for node 1 in the tree labeled
with its AS number (i.e. 2). When AS 2 announces p to
its neighbors 3 and 5, it just sends the reachability informa-
tion as a reference to the newly added tree node (i.e. tree
node 2). Furthermore, 3 and 5 will back track from the tree
node 2 upwards until they reach the root in order to extract
the corresponding AS PATH(i.e. {2,1}). The correspond-
ing GRIB data-structure is illustrated in the right panel of
Fig. 4.

To sum up, every AS in SIMROT-sim keeps a table of
pointers instead of full AS PATHs. Each entry in this table
points to a node in the Global-RIB. The respective AS PATH
is determined by backtracking from that node towards the
root of the tree. In addition, if multiple ASes share the same
next hop to a prefix, they will all keep pointers to the same
node in the Global-RIB, and thus remove redundancy.

The second factor that can potentially limit the scalability
of our simulator is the number of enqueued BGP updates
for processing. The impact of this factor is more evident
during the initial convergence phase of the simulation. In
this phase all prefixes that are part of the simulation are
announced by their owners, which results in exchanging a
large number of updates, and thus performing many decision
process operations.

1 2 N

Root

3 5

2

Figure 4: Example topology (left), and RIB data
structure (Right)

Instead of simulating the exchange of BGP updates dur-
ing the initial convergence phase, we implement a routing
solver that computes for each node its steady-state reacha-
bility information and installs the computed entries in the
respective routing tables. Our routing solver working prin-
ciple is similar to that of C-BGP [31]. This optimization
allows us to reduce the required resources for the initial con-
vergence phase. After performing the initial convergence,
one can choose to proceed with simulating various routing
events (e.g. a link failure).

In the rest of this section we validate and evaluate the per-
formance of SIMROT-sim and compare it to that of SSFNET.
SSFNET is a large scale discrete-event simulator that is of-
ten regarded as the state-of-the-art tool for simulating BGP.

4.1 Performance Evaluation
For validating the operation of SIMROT-sim and compar-

ing its performance with SSFNET, we generate six topolo-
gies in the range between 1000 and 6000 nodes using the
example configuration described in Sec. 3.3. We limit our-
selves to the aforementioned network sizes to ensure that
SSFNET can handle our simulations in a scalable way. Then
in each topology we simulate the withdrawal of a prefix from
a C-type node. The experiment is repeated for 100 different
C nodes, and the number of received updates is measured
at every node in the network. We record the execution time
and memory requirements of each simulation run. We have
performed these experiments on a Dell machine (quad core
Intel Xeon CPU 3.00 GHZ, 4GB RAM).

Simulation results. The goal of this comparison is to de-
termine whether SIMROT-sim is able to simulate BGP dy-
namics in an accurate manner. Our main metric in the
average number of updates received at a T node after with-
drawing a prefix from a C-type node. Figure 5(a) shows the
results of SIMROT-sim and SSFNET. The vertical bars the
width of the confidence interval for SIMROT-sim results at
a 99% confidence level. We observe that the results of the
two simulators match well. The slight differences can be
explained by the fact that each simulator uses a different
random number generator. The deviations, however, are
still within the calculated confidence intervals. Further the
results of both simulators do not show a monotonic increase
in the average number of updates due to differences between
topologies; the topologies are generated as snapshots of cer-
tain sizes rather than in an evolving manner.

Execution time. We record the time each simulator takes
to simulate one prefix failure event. We then average over
the 100 runs. Figure 5(b) shows the average execution time.
The measurement reflects clearly that SIMROT-sim execu-
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Figure 5: Evaluating SIMROT-sim

tion time is significantly lower than that of SSFNET. The
difference can reach up to two orders of magnitude. For ex-
ample SSFNET takes about 1000 seconds to simulate the
above described event in a topology of 6000 nodes, while
SIMROT-sim takes around 35 seconds. The large differ-
ence can be attributed to the simplifying choices we have
made. By avoiding simulating the initial convergence phase
and ignoring the underlying TCP nature of the session and
BGP KEEPALIVE messages we reduce the overall number
of simulation events. However, SSFNET captures these de-
tails which means that the number of simulation events that
are executed by our simulator is lower. Furthermore, update
messages in SIMROT-sim do not include IP and TCP head-
ers. The presence of these headers increases the memory
requirements and the execution time; headers need to be
created, added, and processed.

Memory requirements. We also measure the memory re-
quirements of each simulator per each run. We then aver-
age over the 100 runs. The average memory requirements
is illustrated in Fig. 5(c). The memory requirements in
SIMROT-sim is characterized by a slow increase (600 to
800 MBytes). On the contrary, the memory requirements
of SSFNET has increased significantly between 400 MBytes
and 2.1 GBytes (i.e. an increase of 400%). The slow increase
in SIMROT-sim can be attributed to the simple BGP model
that it uses, and the Global-RIB data structure explained
above. This data structure minimizes memory requirements
by removing the redundancy in the RIBs entries shared by
many nodes.

The above presented validation and performance evalua-
tion show that our simulation model can accurately simu-
late BGP dynamics in a scalable way. In the next section
we employ this BGP simulation framework in exploring a
set of what-if questions concerning the impact of different
topological parameters on BGP scalability with respect to
churn.

5. SIMULATING WHAT-IF SCENARIOS
The evolution of the Internet AS-level topology is a com-

plex process that is driven by many factors (e.g. economy,
traffic demands, geography, technology). Topology evolu-
tion influences routing scalability and stability since it im-
pacts BGP dynamics and convergence time. The long term
impact of different topological growth models can only be
studied using simulations. In this section, we look at the
impact of two different topological properties on BGP dy-
namics and convergence. We consider a simple event where a
network prefix of a stub AS is withdrawn and re-announced.

Meaning Value Variation
dM Avg M node MHD 4.5 1 to 7.5
dCP Avg CP node MHD 3.5 -
dC Avg C node MHD 1.5 1 to 7.5
pM Avg M-M peering de-

gree
3 -

pCP−M Avg CP-M peering de-
gree

2.2 -

pCP−CP Avg CP-CP peering
degree

0.55 -

tM Prob. that M’s
provider is T

0.375 0.125 to
0.75

tCP Prob. that CP’s
provider is T

0.375 0.125 to
0.75

tC Prob. that C’s
provider is T

0.125 0 to 0.3125

Table 2: Experiment parameters

This is the most basic routing event that can take place in
the Internet, and at the same time the most radical; these
changes must be communicated to all other nodes. The ex-
periment is repeated for 100 different C nodes.

First, we study the impact of multi-homing degree at the
core and the periphery of the network on routing. Measure-
ments have shown a rapid increase in multihoming at the
core of the Internet [10]. This increase comes from networks’
desire to increase resilience through having a diverse set of
upstream providers. Second, we investigate how the depth
of the hierarchy can affect routing. Several measurement
studies lately observed a decrease in the depth of the AS-
level hierarchy [21, 15]. The observed change is attributed
to the rise of content providers (e.g. Google) which are will-
ing to enter in a large number of settlement-free peering
agreements.

We perform our investigation by varying the correspond-
ing parameters in our topology model. The network size n is
fixed at 5000 nodes. Furthermore, the values of the remain-
ing parameters are set to match our current knowledge of
the AS-level topology [10], Tab. 2 gives the parameter val-
ues. For studying the effect of core multihoming, we keep all
parameters fixed and vary dM in the range between 1 and
7.5. The same is done when investigating the impact of edge
multihoming, but here we vary dC in the same range. On the
other hand, we look into the depth of the hierarchy by vary-
ing tM , tCP , and tC in the ranges [0.125,0.75], [0.125,0.75],
and [0,0.3125] respectively. These settings reflect an increas-
ing probability in choosing a T node as a provider by other
types of nodes, and consequently reducing the depth of the
hierarchy.
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Figure 6: Growing core multihoming
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Figure 7: Growing edge multihoming

We use three metrics to study the interaction between
the above presented topology properties and BGP under
the specified failure scenario. The first two metrics are the
average number of received and sent updates by a T or an
M node during the down phase (i.e. the phase the follows
the prefix withdrawal) and up phase respectively. These
metrics reflect the number of routing updates a node needs
to process and the actual number of routing changes. The
third metric is the average convergence time of the network,
which is defined as the period between the occurrence of the
event and the last seen update.

5.1 The effect of core multihoming
The plots in Fig. 6 illustrate our three metrics when vary-

ing the average multihoming degree at the core. All three
metrics increase at both T and M nodes as we increase the
average multihoming degree of M nodes from 1 to 7.5. The
growth is significantly higher during the down phase. For
instance, the number of received updates during the down
phase grows by a factor 174.5 at T nodes, while it grows by
a factor 45 during the up phase. During the down phase
nodes explore a number of paths before they receive the fi-
nal withdrawal, and hence prolonging the convergence time.
During the up phase, on the other hand, nodes stop sending
updates after receiving the most preferred path.

The number of updates a T node receives after a C-event
depends on three factors. First, the number of customers a
T node has (i.e. potential update sources). Second, the
probability that a customer of a T-node has a customer
route to the affected prefix. This factor translates in the
graph theory terminology to M nodes’ betweenness central-
ity. Finally, the average number of messages a customer
sends during the convergence process, this factor is tightly
coupled with the convergence time. The three factors men-
tioned above increase as we increase the core multihoming
degree. The number of customers a T node has increases be-

cause M nodes have more providers. Furthermore, M nodes
become more interconnected and thus, the likelihood that an
M node has a customer route to the failing prefix increases.
This is also reflected in that the betweenness centrality of
M nodes grows by a factor 2.2. Besides, the convergence
delay also increases denoting an increase in the number of
messages sent by a T node’s customer

The increase in the convergence time can be attributed
to two factors: the high path diversity which results in ad-
ditional alternative paths to explore, and more importantly
the growth in the depth of the hierarchy [20]. The high mul-
tihoming degree of M nodes creates more interconnections
among transit providers. The dense connectivity keeps the
average path length stable around 4 hops. However, the
high path diversity also results in longer preferred paths
(i.e. a longer path through a customer is preferred over a
shorter path through a provider). The length of the longest
preferred path (i.e. the diameter of the network) increases
from 5 to 15 hops. Note that such path inflation has been
observed and shown to be prevalent in the Internet [14, 29].

5.2 The effect of edge multihoming
The plots in Fig. 7 illustrate our three metrics when vary-

ing the average multihoming degree at the edge. When in-
creasing the average multihoming degree from 1 to 7.5, we
observe an increase in all three metrics, but at a much slower
rate than in the former scenario. For example, the number
of received updates during the down phase grows by a factor
2.23 at T nodes; recall from Sec. 5.1 that the same metric
has grown by a factor 174.5. In the following we examine
the differences between the two scenarios.

The three factors mentioned above increase following the
growth of edge multihoming but at a much slower rate than
for increased multihoming in the core. The growth in the
number of customers per a T node is not important here
since it reflects the addition of more stub customers, which
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Figure 8: Decreasing hierarchy depth

does not have an impact on the number of received updates.
Furthermore, the importance of M nodes also increases be-
cause more M nodes will have the instability creator in their
customer tree. However, the depth of this tree is lower than
in the previous case (i.e. no more interconnections between
M nodes). Therefore, the main factor behind the observed
growth is the slight increase in the importance of M nodes.

5.3 The effect of topology flattening
The plots in Fig. 8 illustrate our three metrics when ma-

nipulating the depth of the hierarchy. The x-axis shows the
average number of customers a T node has, which corre-
sponds to an increasingly flat topology as it grows.

We observe that all the three metric exhibit initial growth
followed by a decreasing trend. Recalling the factors de-
scribed in Sec. 5.1, it is clear that the average number of
customers a T node increases since more nodes prefer to
choose T nodes as providers. However, the importance of M
nodes decreases, because stub nodes tend to connect with T
nodes directly. We measure a decrease in M nodes between-
ness centrality by a factor 0.47. Thus, the initial surge in all
three metrics is caused by the increase in the average num-
ber of customers. This effect is later offset by the decrease
in the importance of M nodes. The later observation is re-
flected in a monotonic downward trend in the average path
length (a decrease from 4.5 to 3.8 hops). Further the di-
minishing role of M nodes contributes also to reducing path
diversity and consequently the convergence delay.

5.4 Discussion
The previous subsections demonstrate that our topology

and simulation model can help in gaining insights on the
interaction between topology parameters and routing. A
main observation is that the impact of withdrawals of edge
prefixes on routing scalability depends on the level connec-
tivity, and in particular on path diversity at the core of the
network. Another insight is that, the scalability is strongly
determined by the hierarchical structure of the topology. The
depth of the hierarchy decides the importance of transit
providers and the convergence delay. We also conclude that,
the number of explored paths does not necessarily reflect the
number of received updates.

Our analysis suggests that the impact of topology growth
on churn that is generated following a C-event can be un-
derstood by measuring few metrics. In the case of Tier-1s,
we need to measure: the number of their customers; the
betweenness centrality of transit providers; and the conver-
gence time. In our future work, we want to measure the
evolution of these metrics in the global routing system using

publicly available BGP traces (e.g. RouteViews data). We
also want to employ SIMROT in investigating other types
of routing events.

6. CONCLUSION
This work addresses the lack of comprehensive framework

to simulate BGP. It proposes a flexible topology genera-
tor that produces AS-level graphs which are annotated with
business relationships. The second component of the frame-
work is a light-weight BGP simulator that is capable of
capturing routing dynamics and scaling to network sizes of
thousands of nodes.

We validate the topology generator and illustrate its abil-
ity in reproducing various known properties of AS-level topol-
ogy. Besides, we have compared the performance and cor-
rectness of SIMROT-sim when simulating BGP dynamics,
with that of the widely used SSFNET simulator. This bench-
marking confirms that our simulator significantly outper-
forms the SSFNET simulator in terms of processing time
and memory requirements, while producing similar results.

We further employ our framework in investigating a set of
what-if questions concerning the impact of different topology
parameters on BGP churn triggered by a C-event. The in-
vestigations show that BGP scalability with respect to churn
under the simulated scenario depends on the densification at
the core of the network, and the hierarchical structure of the
topology. We also highlight significant differences between
the incoming and outgoing churn. Our findings interestingly
suggest that the evolution of the Internet routing scalability
with respect to stub failures can be understood by measur-
ing few metrics. In our future work, we aim to employ our
topology and simulation model to investigate other types of
events and relate them to the measured BGP data.
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