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ABSTRACT

Todays interactie television systems are using proprietary communication protocols and interchange foonpteride
interoperability at the applicationvel the n&t generation of interacte television system will be based on standardized com-
munication protocols, monomedia and multimedia formats. This paper presents the Globally Accessible Services (GLAS:!
system which is a prototype interaetitelevision system based on the Multimedia and Hypermedia Expert Group (MHEG)
standard. After a brief introduction to MHEG as the multimedia interchange format between applicatioarsbset-top box

in interactve television systems, the GLASS clients and sesvare described, and atample scenario for maation in the
GLASS system is praded.

Keywords: interactive television, multimedia systems, multimedia applications, standards, portable application

1. INTRODUCTION

Global interactive television (iTV) systems have to be interoperable systems. To achieve this interoperability, common da
formats and protocols are to be developed. One major insight gained by the iTV field trials is that standardization only at tt
level of monomedia information (e.g., MPEG, JPEG) is not sufficient to guarantee application interoperability in global iTV
systems. Monomedia standardization does not address the interchange of multimedia and hypermedia informdtiokh — the
and feelof the multimedia application. Therefore, #8©/IEC Multimedia and Hypermedia information coding Expert Group
(MHEG) concentrates on the definition of an interoperable application format between the application server and set-top b
(MHEG part 5).
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Fig. 1. : Architecture of the MHEG Based iTV System

In Figure 2 the architecture of an MHEG based iTV system is shown. In general, the following components of an interactiv

television system are affected by the MHEG standard:

(1) content povider systemAuthoring components are used to produce applications in a format which complies to MHEG.
There are caorerters for gisting applications and authoring tools (e.g., Asymetrmsiiook, Macromedia Authorave)



which hare been used as MHEG front end authoring tool. Additionedil-time cowerters proide application gtevay
functionalities (e.g., WWW<->MHEGgavay). Therebyother interactie multimedia services are igtated.

(2) service provider system: MHEG engines are responsible for the parsing, interpretation and processing of MHEG applica-
tions. This includesthe output of the the monomedia contents and useadeterdnt handling. An MHEG engine run-
ning at the application sesw implies a reduced avkload for the small footprint client systems and an increased
interaction/netwrk load between the service pier and client system.

(3) services management components: Typical management services are implemented: session management (e.g., betweer
MHEG clients and application sems, location management (e.g., MHEG object directory services), authentication and
access control (e.g., control access to parts of an MHEG application), and billing.

(4) clients: The MHEG engine resides in the client system and is closelditk the presentation subsystem. Thiswadlo
fast interaction between the MHEG engine and presentation objects and reducesadtiel oadw

(5) distribution system: If there is only one den-stream channel to the clients, multimedia and monomedia contents must be
multiplexed in the deliery system. &r example, MHEG applications are multigkd with the MPEG-2 audio and video
streams by using the specific identifier for MHEG data streams.

In the following sections, the basic GLASS system components are described: Section 2 introduces the general architectt
Section 3 describes the MHEG standard and its parts. Section 4 discusses the client and server components which build
MHEG run-time environment. Section 5 presents example applications. In Section 6, the DAVIC and GLASS architectures al
compared. Section 7 concludes this article.

2. GLOBALLY ACCESSIBLE SERVICES SYSTEM

In the Globally Accessible Services (GLASS) project an interacte television system prototype based on MHEG-1 has been
developed. This paper describes the GLASS system architecture and implementation. GLASS containwiting dohimpo-
nents of an interaate digital multimedia system: clients, application servideo serer, system management, anat@vays

to other services (e.g., Tkadio, World-Wide-Web, electronic mail,&X, BTX). Typical applications of the GLASS system are
video on demand, telision broadcast, multimedia presentatioangs, tele-shopping.

The GLASS clients are running on DEC Alpha, Intel 80x86, Motorola 680x0, IBMWER and Sun Sparc processors
under the AlX, Linux, MacOS, DOS-WHows, OS/2, DEC UNIX and Solaris operating systems. The MHEG Engine is the
central presentation processing component and resides in the client or in the applicaioim$kevGLASS evironment the
clients hae been used as the multimedia end-system.

3. OVERVIEW OF MHEG

MHEG is the name of the “Multimedia and Hypermedia information coding Expert Group”. This group is organized as working
group 12 of the ISO/IEC Joint Technical Committee 1/ Sub-Committee 29. The standardization within MHEG is spit into sev
eral parts. Part 1 of the MHEG standard (MHEG-1) is the description of the “Coded Representation of Multimedia anc
Hypermedia Information Objects (MHEG)” in the Abstract Syntax Notation 1 (ASN.1). Due to the restricted resources of a set
top box, in part 5 of the MHEG standardization (MHEG-5) the subset of MHEG-1 objects for digital and interactive television
applications has been defined. There are liaisons between MHEG and the Moving Pictures Expert Group (MPEG) to provi
the transfer of MHEG objects in MPEG-2 streams, and between MHEG and the Digital Storage Media (DSM) Group to ensu
that the DSM Command and Control (DSM-CC) standard provides communication between application servers and end-s)
tems. MPEG and the DSM group are in the same sub-committee of ISO/IEC JTC1. The following section briefly introduces th
role and overall concepts of the MHEG-1 and MHEG-5 standard.

3.1. General Concept

MHEG provides an interchange format for multimedia and hypermedia information and its machine-independent encoding ft
real-time multimedia applications, synchronization and interchange of applications. This includes temporal and spatial relatio
ships between monomedia objects and user interaction mechanisms. MHEG is also a container and description format for e
kind of monomedia data (e.g. bitmaps, text, video and audio).
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Fig. 2. MHEG as Multimedia/Hypermedia Presentation Format

In Figure 2 the analogy between conventional text processing systems and multimedia systems is shown. Comparable to Post-
script as the standard page description language for linear documents, MHEG represents the common coding for multimedia
and hypermedia applications. Similar to the transparency of Postscript for document authors MHEG is transparent for a multi-
media designer. Multimedia and hypermedia applications are edited using existing multimedia authoring systems. For editing
purposes these application are exchanged in ahigh-level scripting format (e.g., Lingo, Script/X). When the multimedia author-
ing process has been finished, the multimedia application is produced by converting the processable-form application to afinal-
form MHEG application. Thereby, content providers deliver portable MHEG applications once for avariety of client systems.

3.2. MHEG Structure
MHEG-1

MHEG-1 isthe " Coded Representation of Multimediaand Hypermedia Objects (ASN.1)". It definesthe general ideaof MHEG:
The representation is object-oriented. The MHEG standard defines classes of presentation objects. From the classes, MHEG
objects may be instantiated by the presentation designer and interchanged between provider and end-system. This object repre-
sentation form is called interchanged objects.

Part 1 of the standard defines a so the semantics of the full MHEG class hierarchy and the ASN.1 encoding for the MHEG
classes. The classes defined by MHEG-1 are created for distributed, interactive multimedia presentations and thus, the interac-
tion facilities defined there are mainly event-driven. These events are, for example, generated by timers, user-input devices,
embedded stream events, arriving objects, activation states of objects, or presentation system activity. This allows for powerful
means to describe object interaction. It does not give the presentation author full programming functionality.

MHEG-2

MHEG-2 was supposed to provide an alternative SGML encoding of the MHEG objects defined by MHEG-1. For unknown
reasons, this activity was pending for along time and MHEG-2 has now been cancelled officially in the last SO meeting.

MHEG-3

MHEG-3 defines scripting extensions for MHEG-1. The goal of MHEG-3 is the definition of extensions that provide full pro-
gramming language capabilitiesin combination with MHEG-1. This means that a virtual machine model is defined that allows
to use a stack machine model, local variable definitions, arithmetic and logical operation.

MHEG-4

MHEG-4 is the numbering authority of the MHEG standard. New monomedia standards, modifications to enumeration values,
input event tables, explicitly defined content attributes like colour maps or fonts and additional class must be registered in
MHEG-4.

MHEG-5

MHEG:-5 is a sub-standard for low resources clients, and especially targetted at the set top unit area in interactive television
systems. Although the initial idea was to define a subset of MHEG-1 to achieve this, activities driven by the Digital Audio-
Visual Council (DAVIC) led to the definition of an independant class hierarchy.



When compared with MHEG-1, it takes some of MHEG-1's freedom of design from the author, restricts parallelity in a pres
entation and restricts object retrieval to specific container classes. On the other hand, MHEG-5 allows the usage of platfor
dependent interface elements like scrollbars or button-styles, adds variables to the class hierarchy and adds a means to a
system-specific interfaces.

MHEG-6

This part of standard is currently under consideration as a scripting extension which is adapted to the MHEG-5 standard.

4. ARCHITECTURE OF THE GLASSSYSTEM

As illustrated in Figure 2, giving an overview of the GLASS system architecture, the following components of an interactive
television system are implemented in GLASS: end-systems, management components, application server, video server, .
multimedia authoring systems. The GLASS system is a distributed system. Specific communication protocols allow for an di
tributed and heterogeneous system environment. Hence, each of the components can be located on a different computer sys
The GLASS end-system consists of the modules:

« MHEG Engine

¢ Control Agent

» User Interbce Agent

* Presentation Objects

The MHEGERNgine (Enginels the central processing entity in the endsystem. It receives and interprets MHEG objects and con
trols the user interface. The Control Agent (CA) is the communication front-end for the networked MHEG Engine. The Use
Interface Agent (UIA) is responsible for the management of the autonomous Presentation Objects (POs). The POs realize at
ble, visible and interactive functionality. The management system comprises a Session Management Agent (SMA), &
Authoring Agent, Security Agent, Locator Agent, Directory Agent, and Data Distribution Agent. The Stores/Video Server com-
plex consists of MHEG Stores and Content Data Stores including audio and video data. Store and video server are respons
for content delivery of discrete or continuous monomedia.
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Fig. 3. GLASS System Architecture

4.1. Client Components
User Interface Agent and Presentation Objects

The UIA is responsible for the creation, control, and destruction of POs. The UIA communicates with the Engine by using
GLASS specific communication protocol. This protocol has primitives for session establishment, control and accounting, an
primitives for PO control.

POs handle the presentation of content data objects and user interaction. They are responsible for presenting multime
data to the GLASS system user. POs are created, modified and destroyed by the UIA on demand of.tfie aligintor
concurrent processing of presentation tasks (e.g., 2D animation and video playback at the same time) UIA and POs are mt
threaded. Atomic presentation elements of the GLASS system are JPEG images, MPEG-1 video/auxtio, and te

As one of the & concepts of the MHEG standard, there are lvases for the presentation of contents: (1) preparing the



content, and (2) presenting this conte. &ample, within phase 1 of the playback of a video the resource allocation (mem-
ory, CPU, filesystem) for the video senand the end-system, the connection set-up between video @edvend-system, and
the initialization of video decompressionvies can be done. In phase 2, the video isvehuy transferring the video data
from the video sewr to the end-system and displaying it on the screen.

Communication between end-system and stores is done by separating the control and ietflo network connec-
tions. The protocols for the control of monomedia data transmission is the Presentation Object Control Protocol (POCP), f
data the Presentation Object Data Protocol (PODP) is used. POCP establishes and controls PODP which performs the ac
data transmission. While POCP pides primitves such as “open data connection”, “start/stop data streaming”, “set stream
speed” etc., PODP transmitsmalata of diferent media types. The follang media types are currently supported: video

(MPEG-1), Audio (MPEG-1 audio andAVE), Images (JPEG), and (plain text and a GLASS td format).
MHEG Engine

A special run-time engine is responsible for the execution of multimedia applications which in MHEG on the end system. Thi
MHEG Engine manages elements of the user interface (represented by the POs) and the system resources, such as deliver
access networks. In the end system of GLASS, the MHEG Engine is the central processing entity. If additional MHEG objec
are required (e.g., a new page is to be prefetch), requests are sent to the application server / management components.
Engine requests MHEG objects asynchronously from the Communication Agent (CA). The CA then contacts the MHEG stor
through the SMA. The result of this retrieval process is an asynchronous response as an input to the Engine. The proces
interpreting MHEG objects is executed by different parts of the MHEG Engine, each of them fulfilling distinct responsibilities:

Obviously the interpreter plays a central role: It parses an object higrdatrepresents those MHEG Obijects locally in
the Engine that are under the interpretation process. Tdw ef one or more interpretation steps is typically a state transition
of other objects. These state transitions are implementedary ¢hat reflects the semantics defined by MHE@nE/gener-
ated by user input or media synchronization, which are signaled from the PO to the UIA, do also cause state transitions.
enforce these state transitions, sending a request to other components might be nBoesatiye asynchronous processing
of these request, another component is needed for the MHEG Engine. This manages multiple tasks within one thread of ¢
trol, that are being processed intevieéh The so-called scheduler componenesagare of matching responses to requests,
scheduling tasks, and managing cahteformation.

A state transition in an object might also trigger an MHEG Link object. The triggered link is said to be ‘fired’. Therefore
the Linkprocessor component needs to olesaillinks’ trigger condition and fire links. Firing of a link causes pbjects to
be sent through a FIFO queue maintained by the Scheduler to the interpreter for further interpretation. MHizéhtases e
rather then control structures to direct thevflaf an application. This is a major ®ifence between MHEG and the common
scripting languages that applied a programming-languagédltik model. Thus an @&€ient implementation of object linking
is crucial for the werall system performance. Satisfying respesséss, which basically depends astfobject linking, deter-
mined usability of the GLASS system.

The MHEG Engine needs to be implementee kin interpreter that dynamically acquiresry"dHEG objects and dis-
cards others, when thare not needed wmore. Therefore the so-called object handling component of the MHEG Engine
requests MHEG objects from the semdecodes them upon afal, and remees objects from the interpretation process. An
ASN.1 to C++ compilercalled SMCC, has been used to machine-generate the decoder for ARdsic Encoding Rules
(ASN.1 BER) from the MHEG syntax. This tool uses C++ classes to store the output of the BER, @étobds also auto-
matically generated. In the GLASS project idsvdecided to use this C++ object hiergrels the local representation for
MHEG Obijects in the MHEG Engine. Though this choiaeegmplementation &rts a quick start, it preed to be unsatiat-
tory, because a machine-generated local representation is both highlipieftevards changes in the@ving MHEG stan-
dard and it is also inadequate in terms &Eegy.

Figure 2 shwss the interaction of the Engine components: User interactiente are passed to the Engine through the
UIA and the CA. MHEG objects andrients are processed by the Engineerits and actions to be interpreted on MHEG
objects are fed from neighboring components through the Scheduler into the Intelpterj@retation results in state transi-
tion which irvoke requests to other system components and also trigger links. This may result in a request to the presentati
systems or causes the retdkof further MHEG objects. Actions result in the retaieof nav objects, or in the sending of
requests to the presentation system.

Communication Agent

The CA handles the Engine communication with remote or local system components. In the session launch phase the CA es
lishes a connection to the SMA and initializes the Engine. It supports the Engine with provision of timer mechanisms and err
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Fig. 4. : MHEG Engine Architecture

handling, provides abstraction from the communication protocols, and hides system dependencies from the engine. To test the
stability of the Engine, it can also drop or generate events, insert delays or simulate neighbouring components.

The CA and the Engine can reside either in the end-system or in the application server. CA and Engine running on the
end-systems provide better response time but require more local processing capacities. On the application server they reduce
resource requirements in the end-system and centralize the interpretation service.

4.2. Server Components

The Server components can be split into two parts. Thefirst part isthe part specific to an MHEG session. It includes the session
management, the MHEG object retrieval and the online generation of MHEG objects. This part isthe Application Server. The
second part is not specifically concerned with MHEG but provides the monomedia content. Of course, it interoperates with the
Application Server. Thisincludes provision of location information and querying for permission prior to content delivery to a
reguesting client. This part is a Data Store. The communication between Application Server and Data Stores is done by using
the Store Control Protocol (SCP). Thisprotocol contains primitivesfor the permission of datatransfers between POs and Stores,
for the retrieval of MHEG objects from MHEG Stores, and for accounting purposes.

Application Server

In the GLASS system, the tasks that are commonly associated with an Application Server are distributed among a number of
components, which need not be located on the same machine. The SMA provides a common interface for its sub-agents, the
Locator Agent, the Accounting Agent, and the Security Agent. All tasks that do not require dynamic generation of data are
solved by these sub-agents alone. In detail, they handle:

 Session setup,

* user authentication,

* location resolution for content data, and

« accounting for MHEG objects.

Furthermore, it implements the retrieval of MHEG objects from MHEG stores. In contrast to content data that is referenced by
MHEG objects, not only references to the objects are sent to the CA on request, but the objects themselves are retrieved from
their respective MHEG stores or gateways and sent in response.

The MHEG stores are simple servers that return MHEG objects to the SMA on request. These objects have been generated
offline. The objects have been loaded into the store, and references to the objects have been added to the Locator Agent’s data-
bases.

Gateways

The gatewaysimplement the full functionality that is expected of an Application server. They generate both monomedia content
and multimedia structure information on the fly and provide it to the SMA for retrieval. Within the GLASS project, a number
of gateways have been implemented to provide access to services external to the project. These include:

* TV/Radio gateway

* Fax gateway

* WWW gateway

¢ MultimediaMail gateway

* BTX gateway



and a number of small service application that test specific engine features, implement a server-driven clock, implement an
Xbiff-like service that informs the user about incoming mail etc.

These gateways can be split into two groups. Thefirst group is focused on content conversion and has only afixed MHEG
presentation which is used as a framework. The only MHEG objects that are actually generated on the fly are content objects
whose references to the actual content are updated according to the generated content data. This group comprises the TV/
Radio gateway and the Fax gateway. The other group focuses on the generation of MHEG objects on the fly. Content is also
converted and made available for retrieval, but maintaining reference consistency throughout the application and making
MHEG objects available when they are required by the engine is the main problem in this second group of gateways.

The gateways of the second group are based on generation libraries that simplified the creation of MHEG objects. How-
ever, the other problems of gateway implementations had to be solved individually because of different access systems, data
formats, and behaviour of the integrated services.

For example, the major complexity of the gateway to the World Wide Web lies in detecting and processing each hyperlink
of aretrieved HTML page and in splitting a page that is bigger than the screen. Each hyperlink must be converted to a new
object request action within the MHEG presentation, and it must be marked uniquely. This way, when the user clicks on the
respective placein the MHEG presentation of the Web page, it enables the gateway to map the object request to the URL of the
original hyperlink and to retrieve and process the next Web page.

BTX isapopular German online service which has recently been renamed to “ Telekom Online”. For the BTX gateway, on
the contrary, the major complexity isin processing data that is provided by the BTX host without explicit request of the client
or the presentation. One example for unrequested data sent to the gateway by the BTX host is a credit timer that counts the
time that is spent on a specific page. Though this application may not exist on any BTX page at al, the Cept standard allows
thiskind of host-driver display update. In a situation where the BTX host initiates an update, the gateway must trigger an event
in the Engine. Thisisrequired because in an MHEG system, the client is the driving instance, whilein aBTX system, the cli-
ent isonly adumb character-oriented terminal and the BTX host is the driving instance. The gateway must implement a means
to tranglate between these two concepts.

Data Server

The Data server consists of two entities, the Store and the Video Server. The store isresponsible for the storage of content data
and their transmission to the end-systems. The store provides functions for controlling the exchange of content data with POs,
and transport of continuous-media data.

The video-on-demand server is designed for IBM RISC System/6000 workstations running under IBMs AlX Version 3
operating system.? The video server provides mechanisms for the dynamic addition of hardware- and protocol -specific stream
handlers. It supports the guaranteed delivery of high quality, time-critical continuous-media data such as video, audio, and ani-
mation. The video server allows for the delivery of streams of multimedia data (e.g. video) with guaranteed quality-of-service
because it includes resource management functionality for network and local system resources such as CPU and file systems.
Additional store functions have already been designed: an accounting information interface to the SMA, a communication
interface to Locator Agent and Data Distribution Agent.

5. EXAMPLE APPLICATIONS

A typical iTV navigation scenarioisshownin Figure 2. The scenario consists of a services home page which presentsthe service
providersregistered intheiTV system, and the home page of a service provider. Both pages are composites of one background
image and small buttons. Buttons are implemented by images which are selectable with the user interaction devices. Buttons
usualy represent effects like the transition to other directories of service gateways. If the button labelled with “GLASS’ is
pressed in the selection menu an audio feedback is played and the GLASS service provider home page is presented.

Typical application of an interactive television system have been implemented: video/audio on demand, home shopping,
multimedia information retrieval services, application gateways to multimedia mail/ WWW/BTX. and delayed broadcast.

6. COMPARISION OF DAVIC AND GLASS

The Digital Audio-Visual Council (DAVIC) [1] isone of one of the most important system standards for digital and interactive
multimedia and television systems. The purpose of DAVIC isto favour the success of globally networked multimedia systems

1. Within the GLASS project a DEC Alpha/ DEC UNIX based data server using a different architecture has been built as well.



Fig. 5. : Navigation Service Using GLASS

by specifying and opening the interfaces of the content provider, service provider, network provider and client sys-
tems. The GLASS team is involved in the DAVIC standardization group and contributed to the DAVIC
application, set-top unit, server, and technology technical committees.

Table 1: Comparision of DAVIC and GLASS

Component

DAVIC

GLASS

Information Representation

- multimedia format

MHEG-5

MHEG-1

- service information

DVB S

not implemented

- monomedia formats

MPEG-2, MPEG-12,

MPEG-1, MPEG-1,

(video,audio,graphicstext) | CL UT®, Unicode JPEG, Text®
- multiplex MPEG-2 MPEG-1
- content packaging format | to be defined not implemented
Session Management
DSM-CC (U-N) smcpe
Client protocols to access
- video server DSM-CC stream commands POCP
- application server DSM-CC file commands SMCP®

Transport Protocols

- delivery network

AAL5, MPEG-2 TS

TCP/IP over ATM, Ethernet ..

- access network

TCP/IP over ATM, ...

TCP/IP over ATM, Ethernet ..

System Management

SNMP MIB / SNMP

GLASS specific protocols

a. The definition of aformat for linear audio is under consideration.

b. Additionally, the MPEG-2 till picture format has been defined as graphics format.
c. GLASS defined an own text format.
d. Session Management Control Protocol; GLASS proprietary
€. MHEG object request/response mechanisms




f. The following types of deliery networks are defined byA/IC: ADSL, FTTC, HFC
(non-ATM, ATM), Active Network Termination Delery (ATM), ISDN, Herzian Satel-
lite Network, VDSL, PSTN

In the aboe table GLASS is compared with the components and protocols oAMKCBystem stnadard. It can be seen
that the follaving work items remain for the mereleases of GLASS which is aimed to comply to th&/[T system standard:
(1) MHEG-5 compliance, (2) DSM-CC stream and file command, (3) DSM-CGtbodéetwork signalling, (4) MPEG-2
video and transpart streams, (5) management based on SNMP and a standardized set-togr WiiBs€6) support for
DAVIC delivery systems (e.g., AAL5S).

7. CONCLUSION

Interoperability and reusability is one of the key issues for the success of digital and interactive television systems. This pay
introduced the MHEG standard and its importance for interoperable application programming. To our knowledge GLASS i
one of the most advanced distributed multimedia systems based on MHEG. The experiences gained in the GLASS project st
that interoperability at the application level can be reached by using run-time engines which are MHEG standard compliar
The results of the GLASS project have fundamentally influenced the standardization of MHEG-1, MHEG-5,Cigilathe

Audio Visual Council (DAVIC} a consortium of 150 companies including the leaders of the consumer electronics, computer,
network provider, service provider and content provider market. DAVIC chose the MHEG-5 format for the higher layer set-toy
unit application programming interface and as multimedia information representation format.
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