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Abstract

Software testing within a continuous integration process is a crucial task
for modern software development. It has the goal to evaluate a software’s
functionality and be confident about its quality after recent changes and before
the integration of new features or deployment. Further challenges are introduced
when testing software for cyber-physical systems that integrate both software
and dedicated hardware components, e.g. industrial robots or embedded devices.

This thesis investigates the usage of machine learning and constraint
optimization to achieve the desired efficiency and to create an intelligent
testing process. Specifically, we contribute new methodology for the test suite
optimization process of test case prioritization, test case scheduling, and test
case selection and assignment. All of these steps are relevant to decide which test
cases are most relevant in a continuous integration cycle and when to execute
them on which test agent. Within the context of the thesis, a test agent most
often refers to a cyber-physical system such as an industrial robot. Nevertheless,
all methods are also applicable to the more general use case of testing generic
software systems without the specialization on cyber-physical systems.

For test case prioritization, we contribute a method using reinforcement
learning, a machine learning technique, where the prioritization method learns
to continuously adapt to failure characteristics and error distribution of the
system-under-test.

In test case scheduling, we propose a constraint optimization model to
schedule a suite of test cases over multiple test agents with shared resources, e.g.
measurement devices that can only be used by a single agent at a time.

Our contribution in test case selection and assignment addresses a problem
when the number of tests outgrows the number of agents. At each resource-
constrained testing iteration only a subset of tests can be selected and only
be executed on single test agents, but over the course of multiple iterations
it is desirable to have all test cases executed on all compatible test agents.
We introduce a method that maintains rotational diversity, i.e. test cases are
subsequently selected and assigned such that all possible combinations are made
over time while also focusing on the most relevant test cases as given by their
priority in each individual cycle.

Finally, not directly integrated in the test suite optimization process,
but related to testing in continuous integration, we propose an extension to
metamorphic testing. Metamorphic Testing is a software testing paradigm which
aims at using necessary properties of a system-under-test, called metamorphic
relations, to either check its expected outputs, or to generate new test cases.
Metamorphic Testing has been successful to test programs for which a full
oracle is not available or to test programs for which there are uncertainties on
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expected outputs such as learning systems. Our contribution is to introduce
Adaptive Metamorphic Testing, which utilizes contextual bandits, a machine
learning technique, to select one of the multiple metamorphic relations available
for a program. By receiving feedback about previous test results, Adaptive
Metamorphic Testing learns which metamorphic relations are likely to transform
a source test case, such that it has higher chance to discover faults.

In conclusion, this thesis focuses on the domain of software testing in
continuous integration with a focus on testing of cyber-physical systems.
We evaluate the usage of data-driven machine learning techniques, such as
reinforcement learning and contextual bandits, and exact, logic-based constraint
optimization techniques for dedicated tasks within the testing process.
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Part I

Summary





Chapter 1

Introduction

1.1 Motivation

Industrial control systems cover hereby a wide range of possible actual systems.
One prominent example of control systems are robotic systems interacting
with their environment, but also distributed communication systems, such as
conference systems, are an example. The methods presented in this thesis do not
focus on a specific type of control system, but seek to find a general approach
towards them. However, often we discuss of cyber-physical systems (CPS) such
as industrial robots as the main case study application in our method, due to
the collaboration with ABB Robotics Norway, which have a central role in the
requirements analysis and data collection parts of the study. A main distinction
in testing of cyber-physical systems versus standard software is the dependency
on specific physical hardware, e.g. the robotic platform or an embedded device
like in Internet-of-Things scenarios. This physical hardware needs to be included
and therefore considered as a key component in the testing process.

Exhaustive software testing is a time-intensive task, even when using
automation. Recent years moved the best practice in software development
towards shorter development and release cycles, where at all time a releasable
software state is available. After each change in the software, a test suite is run
to check for possibly introduced errors in the system and complete functionality.
If errors are found, the developer is noticed and can react quickly, reducing
the time between discovery and elimination of an error. This process is called
continuous integration.

Early negative feedback, i.e. early detection of errors, is desirable, as well as
being able to trust a positive feedback. However, due to large test suite sizes,
execution all tests is not necessary within reasonable time frames or resource
amounts. Therefore, three main techniques to handle this problem have emerged,
namely test case prioritization, test case selection, and test case scheduling. The
first, test case prioritization, rates test case by their importance for the upcoming
test run. The second, test case selection or test case minimization, deals with
identification of unnecessary or redundant test cases, which can be skipped. The
third, test case scheduling, assigns test cases to test machines to be executed
at a specified time. By creating a dedicated schedule for test execution it sets
their order to maximize resource usage and possibly early failure detection. It is
important to note here, that the assignment and scheduling of test cases not only
concerns the selection of the test cases but to the same degree considers which
test agent is executing the test cases, as different test agents might represent
another subset of system functionality. These three techniques are interconnected
and each can make use of the others’ results.
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1. Introduction

1.2 Research Objectives

The main research objective investigated in this PhD thesis is how software
testing of complex software systems, such as cyber-physical systems, in continuous
integration can be done efficiently. We investigate the usage of machine learning
and constraint optimization to achieve the desired efficiency and to create an
adaptive testing process. To further structure the goals of the thesis, we introduce
two other research objectives in more detail.

The first research objective is to consider the generic testing process, i.e. test
case selection, prioritization and scheduling, under consideration of safety and
reliability of the tested system. It considers how test management can learn
from historical test data to detect more important test cases and prioritize them
in the test schedule. Special interest on these methodologies stems from the
continuous integration perspective, which aims to automate the whole testing
process as much as possible. Through automation instead of manual efforts,
regular software builds and testing both increase the reliability of the overall
process and allow to repeat the build-test-deploy cycle more often than with a
manual process and its additional overhead. Without human intervention, the
continuous integration environment allows the machine learning mechanism to
fully take control and optimize the schedule for an efficient development cycle.
Automation results of following research questions would be integrated into the
mechanism for production usage. The thesis project aims at handling each of
the three testing mechanisms individually and in combination.

While the previous research objective addresses the testing process and the
management of test cases without detailed insight into each individual test
case, the second research objective focuses on a lower-level approach to software
testing. We consider the case where a system is tested with metamorphic testing.
Metamorphic testing is a software testing paradigm, in which a source test case
is transformed into a new follow-up test case for which the exact expected test
outcome is not known, but a relation between the source and follow-up test case
is available. By execution of the follow-up test case it can be confirmed whether
the system-under-test behaves according to the so-called metamorphic relation.
If the relation is violated, a failure in the system has been identified.

Metamorphic Testing has been successfully applied to test programs for
which a full test oracle is not available or to test programs for which there are
uncertainties on expected outputs such as machine learning systems. Examples
for applications of metamorphic testing are search engines, where it is generally
expected that additional keywords reduce the number of search results or learning
systems, where the exact reaction is not known, but similar inputs should reveal
similar results, given an adequate definition of similarity. Here, the thesis project
aims to improve the process of metamorphic testing in the context of continuous
integration, i.e. repeatedly testing the same system, but preferably with different
generated test cases.
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Contributions

1.3 Contributions

1.3.1 Research Contributions

We have introduced new methods for each of the components of the testing
process. We propose a combination of data-driven machine learning, especially
reinforcement learning, which extracts domain knowledge from historical data
and experiences, with logic-driven constraint optimization, which is modeled
based on existing domain knowledge. Machine learning, on the one hand, is
useful where the exact rules are not known and can be extracted or refined over
time. Constraint optimization, on the other hand, is exact and follows a strict
set of rules to find a solution for a problem instance that has many requirements
and constraints to be valid and optimal. By combining both techniques, we
benefit from the characteristics of the different problems in the testing process.
Test case prioritization has only few strict constraints on the result, i.e. any
assignment of priorities is valid, but only few are good, but it is not possible to
determine the quality without execution of the tests.

Selection and scheduling, however, follow strict constraints on the available
resources, e.g. test machines, time, or external global resources that have to be
shared by multiple tests, and possible assignments between test cases and test
machines. While rules could be learned from historical assignments, there are
downsides to this approach. Historical schedules might only cover parts of the
total set of constraints. The human engineers, who created previous schedules,
follow best practices or simple heuristics to finish the schedules. Validation of
the generated rules and the corresponding schedules and assignments is still
necessary to avoid problems during their execution. Our approach is therefore to
apply exact optimization techniques where the constraints are explicitly modeled
from expert knowledge. A highly-optimized constraint solver can then find a
good or even optimal solution for every new problem instance by performing a
defined search strategy.

Both approaches are generally independent of each other, but are still
integrated and connected. If we consider the whole testing process, the output
of test case prioritization influences the selection and scheduling, because we
want to focus on the most important test cases and are willing to exclude test
cases with low priority. In the opposite direction, the scheduling and selection
influences for which test cases we have feedback to further train and improve
the test case prioritization technique. Thereby, the whole process is connected
and forms a feedback loop over all its components. We will now highlight the
connection between each of the components and the papers in the thesis.

In Paper A, we use reinforcement learning [1], a machine learning technique,
to derive project-specific test case prioritization over time by observing failures.
Our method receives feedback from the execution of previously highly prioritized
test cases and adjusts its strategy such that test cases similar to those that
failed will be ranked higher in future iterations. We have evaluated two ways to
represent the strategy, either by using tabular functions or neural networks, and
proposed five reward functions to formulate feedback for the agent. Experimental
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1. Introduction

results on industry datasets show that an agent can, without any initial domain
knowledge, learn which test cases are more likely to fail and then assign those a
higher priority.

Paper B addresses the question of creating a test schedule, that follows
constraints on the usage of external equipment, e.g. measurement devices, and
minimizes the time taken to run all test cases. The proposed method uses
constraint optimization to model the problem as a constraint-based scheduling
problem where test cases tasks to execute on a set of machines, e.g. robots. Our
contributed model uses virtual dummy machines for each of the shared resources
and introduces a custom search heuristic to quickly derive near-optimal solutions
for a new problem instance.

In Paper C, the set of requirements and constraints changed in contrast
to Paper B to focus on a different problem variant. First, the focus is not to
generate the shortest schedule, but to select the most relevant test cases to fill
the available time for testing. Second, the time-limited test execution does not
allow to run each test case on every different test agent, which would be desirable
to maximize the confidence in the test results. To mitigate this issue, we design
a multi-cycle rotation mechanism, called rotational diversity, that rotates the
assignment of all available test cases to their compatible test agents over the
course of subsequent cycles. Our method extends the inner assignment problem
with an additional rotation mechanism that combines both the rotation goal
and the goal to select the most relevant test cases and is compatible with a wide
range of applications outside the software testing domain.

Towards the second research objective, we have introduced a machine learning-
based approach for the generation of follow-up test cases in metamorphic testing
[2, 3] in Paper D. Our new method, named adaptive metamorphic testing, uses
contextual bandits [4], a variant of reinforcement learning, to decide which
metamorphic relation to apply for a source test case. The contextual bandit
receives context information about the source test case and decides for one
of multiple metamorphic relations to generate a follow-up test case. From
its execution, a feedback is formulated and given to the bandit to update
its strategy. We have applied our method to test deep learning systems for
computer vision. Adaptive metamorphic testing showed to find the same failure
rate and distribution than exhaustive testing while requiring less test executions,
which can be costly or at least time-consuming. At the same time, its error
discovery is stronger than pure random testing, which is the common approach
to metamorphic testing, because it can adapt to the strengths of the available
metamorphic relations for certain test cases.

1.3.2 Industrial Adaptation

Besides the publication of research articles, the developed methods were
implemented in software for industrial usage. This software package, called
SWMOD which historically stands for software modularity project, covers test
case prioritization, test case selection and scheduling in a single tool. It is
currently integrated in the automated testing pipeline at ABB Robotics in
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Structure of the Thesis

Norway and other international locations, where it handles the selection of test
cases and their assignment to a set of robot agents. These agents are either
virtual controllers that simulate the physical robot execution or the actual full
physical robot in an isolated testing environment. Everyday SWMOD organizes
the testing of different software subsystems, including the custom paint control
system, the robots’ safety systems, and the underlying robot operating systems
[5].

SWMOD is implemented in SICStus Prolog [6] and clp(FD) [7] and based
on the methods and research results presented in Paper B and Paper C. Since
2016, SWMOD is an on-going collaboration project between Simula Research
Laboratory and ABB Robotics Norway and under on-going development and
maintenance.

Recently, the work on test case prioritization and selection using reinforcement
learning (see Paper A) was inspiration for a new test management tool at Netflix1.
Following our approach, their software prioritizes the most relevant test cases of
a test suite which are then selected and distributed onto the actual test devices;
the result of the test execution is again used to improve the decision for future
iterations [8].

1.4 Structure of the Thesis

This thesis is a collection of papers and the remainder of the thesis is structured
as two parts.

Summary (Part 1) In Chapter 2, we introduce the relevant background and
context the thesis. Specifically, we discuss the application and use cases of
machine learning and artificial intelligence techniques in the software testing
domain. An overview of the key results of this thesis in Chapter 3, followed by a
concluding discussion in Chapter 4 closes the first part.

Papers (Part 2) This part holds four research papers, that form the main
content of the thesis. All papers have either been published or are currently
under submission in international, peer-reviewed conferences and journals. We
present the main findings of the papers in the thesis summary of the first part,
in Chapter 3.

1See https://www.simula.no/news/netflix-takes-inspiration-certus-sfi-research-paper
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Chapter 2

Test Suite Optimization for
Continuous Integration Testing

In this chapter, we discuss the background and general problem setting for the
thesis project in context of the existing literature. This context is summarized as
the process of test suite optimization, which we will define below, in Continuous
Integration (CI) testing. We discuss the application of artificial intelligence
(AI) techniques for the different steps within the process, which have varying
requirements and problem characteristics. Both data-driven machine learning
(ML) methods and exact logic-driven optimization techniques, such as Constraint
Programming (CP), are effective techniques to address specific subproblems in
test suite optimization.

In the context of CI testing with a focus on cyber-physical systems, we
structure the test suite optimization process into three tasks, that have to be
repeatedly solved in each CI cycle. These three tasks are a) test case prioritization,
b) test case selection, and c) test case assignment. Each of these tasks will be
discussed in detail, but first the necessary technical background on software
testing, machine learning, and constraint programming is presented.

2.1 Software Testing

We consider the task of automated software testing as the detection of faults in
an underlying system-under-test (SUT). The SUT is often a software program,
but can also represent a cyber-physical system, which combines software with
a specific physical hardware platform. Examples for cyber-physical systems
are robotic systems, internet of things (IoT) appliances, or generic embedded
systems with external sensors or actuators. When discussing software testing, we
refer specifically to automated software testing, where the setup, execution and
evaluation of a test can be performed automatically without human intervention.
Opposite to automated testing, there is the area of manual testing where the SUT
is exercised manually or with software-assistance by a human tester according
to a test protocol.

According to the IEEE Standard Glossary of Software Engineering Terminol-
ogy testing is “an activity in which a system or component is executed under
specified conditions, the results are observed or recorded, and an evaluation is
made of some aspect of the system or environment.” [9, p. 74]. In this activity,
we usually execute the system using test cases. A test case is defined as “A set of
test inputs, execution conditions, and expected results developed for a particular
objective, such as to exercise a particular program path or to verify compliance
with a specific requirement” [9, p. 74].
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2. Test Suite Optimization for Continuous Integration Testing

The collection of one or more test cases is named as a test suite. We choose
a generic definition of a test suite as it can have several, more specific meanings.
A test suite can be dedicated for a certain component, for a certain functionality
of a system, focused on only test cases with short execution times, or generally
contain all test cases for a system.

2.2 Continuous Integration

Continuous Integration (CI) is a cost-effective software engineering practice with
wide adoption in the industry [10, 11, 12]. CI automates the repeated steps of
software compilation, build, test, and deployment, involving all recent changes
made to the software. The goal is to find faults and regressions in the software
through frequent, i.e. almost continuous, integration of changes. One iteration
of all steps in the CI process is named a cycle. CI cycles can be triggered upon
every single change, using a small test suite of short tests, or at fixed intervals,
for example, daily CI cycles that use the night for extensive testing.

By having limited time windows until a software change is integrated into
the overall systems, it is easier to detect faults and their causes. This reduces
the cost of debugging and bug fixing in later stages of the software development
process [12].

However, the effective use of CI also creates additional challenges. CI
requires the organization to make their compilation, build, test and deploy
tasks automatically executable without human intervention. Generally, it is
also desirable to control the duration of a CI cycle, such that the feedback
to the developers about the compatibility of their changes is not delayed too
much, or such that the time and resources available for the CI cycle are used as
good as possible. For the context of this discussion, we focus exclusively on the
testing step in CI and its resource requirements. We discuss the testing-related
challenges in CI together with the test suite optimization process in Section 2.5.

2.3 Machine Learning

Machine learning (ML) algorithms are data-driven statistical method that derive
a set of rules from data. How this data needs to be structured and what kind of
rules are derived depends on the category and type of ML algorithm.

ML algorithms are broadly grouped into three categories: In supervised
learning, the first category, a ML model is trained from a set of example inputs
and outputs. During training the model learns to approximate the mapping
between model inputs and the expected outputs. Examples for supervised ML
models are classification models, e.g. to identify an object on an image, or
regression models, for example, to predict the price of a house given a set of
attributes.

The second category is unsupervised learning, where only model inputs are
given, but without labeling of the expected output. These types of models are
often used to identify similarities or differences in the data. Example methods
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Figure 2.1: The agent-environment interaction in reinforcement learning (adapted
from [1])

are clustering, where similar data points grouped into distinct clusters, or
compressing data for dimensionality reduction, i.e. identifying the most relevant
attributes to reduce the amount of data for further processing.

The third category is reinforcement learning where the model continuously
learns to interact with an external environment through the observation of the
outside state and issuing corresponding actions. Examples are game-playing
agents that learn to play video [13] or board games [14, 15] through trial-and-
error, learning robots [16, 17] or content placement agents that learn which
news articles or advertisements to recommend for certain users [4, 18]. We will
further introduce reinforcement learning in the following section as it is the most
relevant category for this thesis.

2.3.1 Reinforcement Learning

In the reinforcement learning (RL) setting (see Figure 2.1) an agent observes
the state st of the environment at time t and picks an action at according to its
internal policy. For this action, it later receives a reward rt from the environment
[1]. After an action has been selected, it is executed within the environment and
a new state st+1 is received. The policy is represented by a ML model that is
continuously trained via the tuple of state, action, received reward and follow-up
state 〈st, at, rt, st+1〉.

RL is thereby a sequential decision making algorithm where an action in one
state influences which state is observed next. This is an important characteristic
as the agents learns how its actions influence the environment and how they lead
to states that can yield high rewards, e.g. winning a game or identifying faults
in a software system.

The goal of the RL agent is to maximize the sum of total rewards over all
subsequent episodes, that is, at each state the action for which the highest future
reward is expected should be chosen. This is not necessarily the action with
the highest immediate reward, but instead the trajectories of multiple future
decisions has to be considered
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A specific variant of RL are contextual bandits [4, 19] with the main distinction
that an agents actions do not affect the environment such that it influences the
next. This means each state is independent of the previous state regardless the
chosen action, unlike in the previously explained RL setting where the earlier
state and action influence future states. Scenarios with this setting include, for
example, news placement on websites. Independent of which news article is
chosen for a visitor, it does not have an influence on who visits the website next.

Otherwise, contextual bandits work similar to RL agents. They observe the
state of the environment, which is here called context, and select an action, here
called arm in correspondence to multi-armed bandits. Afterwards a reward is
received, which is here often called either feedback or cost.

Due to the simpler setting of not being designed for sequential decision
making, contextual bandits have been more in focus of researchers before and
the underlying theory is more advanced than the theory of RL. For a dedicated
introduction to RL and contextual bandits, we refer to the books by Sutton and
Barto [1] respectively Lattimore and Szepesvari [19].

2.4 Constraint Programming

Constraint Programming (CP) [20] is a programming paradigm for solving
combinatorial problems with additional constraints. Programs in this paradigm
are called constraint satisfaction problems (CSPs).

CSPs are defined via a set of variables V , each with a domain of possible
values D, and a set of constraints C that form relations between the variables.
The goal is to find an assignment of values to all variables such that all constraints
are satisfied, i.e. a satisfiable assignment. Finding this assignment is referred
to as constraint reasoning or solving the constraint satisfaction problem [21].
Constraint reasoning is usually performed via a dedicated constraint solver, such
as SICStus Prolog [6] and its clp(FD) library [7] or Gecode [22]. These solvers
implement dedicated filtering techniques and search heuristics to efficiently
remove infeasible domain values and derive a solution for the constraint system.
Constraint satisfaction is sufficient when the problem only has a single solution
or if there is no preference between one of the multiple solutions of the problem.
In other cases, where the solutions are of different quality that can be quantified,
constraint optimization can be applied. Constraint optimization problems (COPs)
extend CSPs by introducing an additional objective function over the variables.
In this scenario, not only a satisfying solution has to be found, but also the
objective function has to be either minimized or maximized. Examples for
COPs are scheduling problems, where the assignment from tasks to workers has
to satisfy several constraints, e.g. each worker can only be used by one task
at a time, and at the same time the total duration of the schedule has to be
minimized.

Using CP for combinatorial problems consists of modeling the problem in
terms of constraints, which requires the availability of domain knowledge either
through a domain expert or from thorough analysis of the problem. The model
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describes how a solution to the problem looks like, i.e. which constraints does
it follow and how does it relate to the specific instance of the problem that is
to be solved. From this model, the solver tries to find a solution using variant
of branch-and-bound tree search. To further improve the search process, a
problem-specific search heuristic can be defined to instrument the solver how to
traverse the search tree to reach satisfiable and high-quality solutions earlier.

One particular strength of CP for solving combinatorial problems is the
availability of global constraints. Global constraints are building blocks that can
be used to solve common subproblems in combinatorial modeling and for which
efficient filtering techniques are available. Using these global constraints rather
than the naive modeling of the subproblems using a number of other, simpler
constraints enables faster solving and reasoning by the solver and makes CP
efficient. An example for a global constraint is alldifferent. This constraint
restricts all involved variables, over which it is defined, to take a different value.
Naively this would be modeled by adding inequality constraints between all
variables, but the intention behind this construct would not be known to the
solver and no optimization can take place.

However, CP is not only the only suitable approach for combinatorial
problems. Alternatives include are satisfiability (SAT) and satisfiability modulo
theories (SMT) solvers, as well as mixed-integer programming (MIP), which
is commonly used in mathematical optimization and operations research. An
important distinction has to be made regarding the possible values of a domain.
Within the context of this thesis, we focus only on the finite domain that holds a
discrete set of values, for example integers, as opposed to the real-valued domain
of floating point values. For a further reading on CP and its variants, we refer
to the book by Rossi, Beek, and Walsh [21].

2.5 Test Suite Optimization

The test suite optimization process aims to provide tools and methods for the
efficient usage of the limited time available for testing in CI. Traditionally, for
pure software systems, this includes selecting subsets of tests, their prioritization
to establish an order, and their execution. This assumes that the execution
environment is generic or decoupled from the software, and the test suite can be
executed on any test environment. For testing of cyber-physical systems it is
further relevant to include the test environment into the test suite optimization
process as its resources need to be managed and considered, too. In 2012,
Yoo and Harman published a major review on test minimization, selection and
prioritization, and we refer the interested reader to this survey for an in-depth
overview of the earlier literature [23].

2.5.1 Test Case Prioritization

Test case prioritization is the ordering of test cases for high effectiveness [24].
The effectiveness is expressed such that failing test cases should be executed
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before passing test cases to identify faults in the SUT as soon as possible. For
the sequential execution of the test cases, the test case prioritization method can
directly sort the test cases. More formally, the test case prioritization method
assigns a rank, e.g. a numerical priority, to each test case, but a downstream
task decides on the actual order, i.e. sorting in the sequential case or more
dedicated assignment and scheduling in more complex cases.

Test case prioritization has been extensively studied in the research community
since the seminal works by Rothermel, Untch, Chu, and Harrold [24] and
Elbaum, Malishevsky, and Rothermel [25] and the relevance of the problem is
also addressed in industrial settings and use cases, for example, to name a few
published case studies, at Cisco [26], Google [27, 28, 29], Salesforce.com [30], or
Westermo Research and Development AB [31, 32].

2.5.2 Test Case Selection

Once a priority has been assigned, the test case selection step picks the most
relevant test cases for actual execution. Selection is necessary when the resources
for test execution are limited, e.g. only a fixed time period is allowed for test
execution. For the case of sequential execution, the selection method can choose
the most highly-prioritized test cases that fill the available resources. Test case
selection is also referred to as test suite minimization [33] or reduction [34, 35,
36] as it reduces the number of test cases from the full initial test suite to the test
suite that is actually executed. More complex approaches to test case selection
can consider additional constraints and requirements on the resulting test suite
like demanding certain coverage criteria to be fulfilled to cover the whole system
even though the risk of failure in some systems is lower prioritized than in other
areas, or by considering more resource constraints than just the available time,
such as compatibility to available test agents or dependencies on external devices.

Test case selection is often combined with test case prioritization and
sometimes seen as a combined technique. Nevertheless, both tasks are different
and might entail a variation of requirements and constraints. Within the context
of test suite optimization, which could also be seen as a single task from a higher
level, these tasks are separated.

2.5.3 Test Case Scheduling

The third subtask, test case scheduling, is again linked with the selection of
test cases. Scheduling describes the generation of a test execution plan that
defines which test case is executed at which time on which test agent. It thereby
differs from test case selection, which only picks a subset, by also making an
assignment to an execution time and location. The scheduling model captures
the constraints of the individual assignment between test cases and test agents
as well as potential constraints on the execution orders of test cases. While
test cases should generally be independent of each other, it can be necessary to
group certain kinds of test cases to avoid costly setup times, or to avoid certain
groupings of test cases because they rely on similar external resources. These
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constraints need to be developed together with domain experts, e.g. the quality
engineers developing the tests, and need to be formalized and stored as metadata
for the test cases.

The task of scheduling is not specific to software testing, but has a long
history as its own area of research [37, 38, 39, 40] and many application domains,
e.g. machine scheduling, project scheduling, or sports league scheduling. For
testing purposes, we can rely on many of the developed techniques and best
practices, e.g. from constraint programming [41, 42, 43] and adapt them to the
specific constraints of the domain [44].
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Chapter 3

Summary of Results
In this chapter, we present a summary and the key contributions for each of the
papers included in this thesis.

The first three papers address the test optimization process for repeated
testing in Continuous Integration environments, consisting of test case prioriti-
zation, selection, and scheduling.. The fourth paper focuses on the application
of machine learning to generate follow-up test cases for an existing test suite,
which is complementary to the previous methods, but not specifically focused
on the optimization of the testing process.

3.1 Paper A

‘Reinforcement Learning for Automatic Test Case Prioritization and Selection
in Continuous Integration’. Spieker, Helge and Gotlieb, Arnaud and Marijan,
Dusica and Mossige, Morten. In: Proceedings of the 26th ACM SIGSOFT
International Symposium on Software Testing and Analysis (ISSTA) (2017),
pp. 12–22. DOI: 10.1145/3092703.3092709.

Test Cases Prioritization Prioritized
Test Cases

Selection &
Scheduling

Test
Schedule Test Execution

Developer
Feedback

Evaluation
Reinforcement
Learning Policy

Figure 3.1: Testing in CI process: Retecs uses test execution results for
learning test case prioritization (solid boxes: Included in Retecs, dashed boxes:
Interfaces to the CI environment)

In this paper, we explore the usage of reinforcement learning (RL) for
prioritizing test cases in a Continuous Integration (CI) environment (see
Figure 3.1). Testing in a CI environment is characterized by its repeated
and frequent execution, which accumulates historical data and insights about the
error distribution and its characteristics in a software project. By using RL, our
method, named Retecs (Reinforced Test Case Selection), captures this error
distribution from historical test executions and learns to prioritize likely-to-fail
test cases higher.

Still, the design of a RL method requires several decisions, including the
selection of a memory representation, the design of an action space, and the
selection of a reward function. Our study evaluates different choices for these
components and compares them empirically on three datasets: one dataset of
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test executions from Google, and two datasets from our industrial partner ABB
Robotics Norway. The experiments show, that Retecs is capable of learning
project-specific test case prioritization strategies and improves its performance
over time. The implementation of Retecs and our datasets are available at:
https://bitbucket.org/helges/retecs and https://bitbucket.org/HelgeS/atcs-data

3.2 Paper B

‘Time-aware Test Case Execution Scheduling for Cyber-Physical Systems’.
Mossige, Morten and Gotlieb, Arnaud and Spieker, Helge and Meling, Hein
and Carlsson, Mats. In: Principles and Practice of Constraint Programming
(CP) (2017), Lecture Notes in Computer Science, Vol. 10416, pp. 387–404.
DOI: 10.1007/978-3-319-66158-2_25

When testing large-scale systems with hundreds of test cases in continuous
integration, it is crucial to minimize the round-trip time, that is, the time from
when a source code change is committed until the test results are reported back
to the developer. To this end, scheduling as many test case executions as possible
in the minimum amount of time is essential to increasing the effectiveness of
continuous integration.

In contrast to Paper C, this paper is concerned with the minimization of a
test schedule, i.e. how to assign tests such that the required time is minimized,
whereas the previous work aims to maximize the value of the assignment under
resource constraints. Both scenarios have practical applications in software
testing, depending on the actual testing setup and which constraints apply on
the environment.

More specifically, this paper introduces TC-Sched, a time-aware method for
test execution scheduling on multiple machines with constraints on accessible
resources, such as measurement devices or network equipment. The method
uses as input a test suite, a set of machines, and a set of shared resources and
produces an execution schedule. The schedule guarantees that each test will be
executed once and minimizes the round-trip time.

TC-Sched has undergone extensive experimental evaluation using generated
test suites derived from existing industrial test suites augmented with randomly-
selected values. Our results provide evidence that TC-Sched conducts effective
test execution scheduling and is suitable for deployment in continuous integration.
In particular, we show that automatic optimal scheduling of 500 test cases over
100 machines is reachable in less than 4 minutes for 96.6% of the instances.

3.3 Paper C

‘Rotational Diversity in Multi-Cycle Assignment Problems’. Spieker, Helge and
Gotlieb, Arnaud and Mossige, Morten. In: Proceedings of the Thirty-Third
AAAI Conference on Artificial Intelligence, Vol. 33 (2019), pp. 7724–7731.
DOI: 10.1609/aaai.v33i01.33017724
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Figure 3.2: Multi-Cycle Assignment Problem: At each cycle an independent
assignment problem is solved while maintaining rotational diversity over multiple
cycles. Our contribution introduces metrics and strategies to achieve frequent
rotation while maintaining high assignment quality in each cycle.

Testing of cyber-physical systems imposes additional challenges over testing
of stand-alone software. Ideally, all test cases should be run on all physical
test agents in every testing iteration, but this is often not possible in practice.
For example, the availability of test cases and test agents can not be planned
or assured in advance, but changes unforeseeable. Another challenge, that we
address in this paper, is the trade-off between having limited resources for testing
available and the desire to maximize the coverage of test cases to test agents.
Therefore, the goal is to select a subset of the test cases that maximize an
objective function, in this case the sum of test case priorities, while following
resource constraints such as the available time for test execution.

We have developed a method to achieve rotational diversity in multi-cycle,
i.e. iterative, testing processes. The problem of assigning test cases to test
agents is formulated as a general assignment problem, one of the most general
and well-studied, but nevertheless challenging problems in computer science.
Our method assigns the most highly prioritized test cases, as defined by an
external process (e.g. from Paper A), in one iteration and manages to rotate the
assignment from test cases to test agents over the course of multiple cycles. To
balance rotation and maximization of profits, i.e. assigned test case priorities,
the problem is split into an outer problem that considers long-term decisions
and an inner problem that optimizes the assignment in each individual iteration
(see Figure 3.2) Using this technique, we achieve to maintain a frequent rotation
while only reducing the quality, as measured by the priority of test cases, by a
small margin.

More technically, we introduce a metric to quantify the affinity between a
test case and an agent and propose multiple strategies to consider these affinities
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in the optimization process. Besides the application for test case selection and
assignment, we propose our solution for rotational diversity in a general setting
for assignment problems and show results for the multi-cycle multiple knapsack
problem, a variant of the general assignment problem with additional constraints.

The version of the paper that is printed in the thesis is an extension of
the original conference paper. In the extended version, we further investigate
methods to balance priority optimization and rotation and include an additional
application, the multi-cycle multiple subset sum problem, for the experimental
evaluation. One newly introduced approach is to limit the possible assignments
of test cases to agents artificially and thereby enforce assignments that are
overdue. In our experiments, we observe that this limitation increases the
ability to maintain rotational diversity, but comes with a trade-off in priority
optimization. Our implementation and data generators are available at:
https://github.com/HelgeS/mcap_rotational_diversity

3.4 Paper D

‘Adaptive Metamorphic Testing’. Spieker, Helge and Gotlieb, Arnaud. Re-
vision submitted to: Journal of Systems and Software (2019). Preprint:
arXiv:1910.00262

Metamorphic testing is a testing paradigm, in which a source test case is
transformed into a new follow-up test case for which the exact expected outcome
is unknown, but a relation between the source and follow-up test case is available.
By execution of the follow-up test case it can be confirmed whether the system-
under-test behaves according to the so-called metamorphic relation. If the
relation is violated, a failure in the system has been identified. Metamorphic
testing thereby addresses the oracle problem in software testing, where it is
impossible or difficult to know the exact system output for a test case. Examples
for successful applications of metamorphic testing are search engines, where it is
generally expected that additional keywords reduce the number of search results
or learning systems, where the exact reaction is unknown, but similar inputs
should reveal similar results, given an adequate definition of similarity.

Our new method, named adaptive metamorphic testing, uses contextual
bandits, a variant of reinforcement learning, to decide which metamorphic relation
to apply for a source test case. The contextual bandit receives context information
about the source test case and decides for one of multiple metamorphic relations
to generate a follow-up test case. From its execution, a feedback is formulated
and given to the bandit to update its strategy.

We have applied our method to test deep learning systems for computer
vision. Adaptive metamorphic testing showed to find the same failure rate and
distribution than exhaustive testing while requiring less test executions, which
can be costly or at least time-consuming. At the same time, it’s error discovery
is stronger than pure random testing, because it can adapt to the strengths of
the available metamorphic relations for certain test cases. Our implementation
and datasets are available at: https://github.com/HelgeS/tetraband
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Chapter 4

Discussion

This thesis investigates automatic management and optimization of software
testing in Continuous Integration (CI) environments with a focus on cyber-
physical systems. Methods for test case prioritization, test case scheduling, test
case selection and assignment, and generation of new test cases are proposed,
which utilize machine learning and constraint optimization.

Machine learning, in our context reinforcement learning and contextual
bandits, requires the availability of historical data and an external feedback
signal are available for learning. It has shown to be beneficial in scenarios where
an exact heuristic or algorithm can not be explicitly modeled without in-depth
domain knowledge and analysis, i.e. test case prioritization and the generation
of follow-up test case in metamorphic testing.

In settings with strict constraints, where a set of limited resources has to
utilized for testing, we applied constraint optimization, an exact combinatorial
optimization technique. Our applications are test case scheduling, i.e. assigning
test cases to a set of test agents while minimizing the total execution time
required, and test case selection and assignment, i.e. selecting the subset of
test cases that best make use of a given time period. Both applications have
strict constraints on satisfying and acceptable solutions, while requiring to be
repeatedly solved with different inputs due to variations in test cases and test
agents from cycle to cycle.

The thesis bridges multiple subfields in computer science and makes
contribution both to the application domain, software testing, as well as the
technical domain of constraint optimization respectively constraint programming,
and artificial intelligence in general. This is reflected in the chosen publication
venues of the included papers and the nature of the technical contributions
made, which are, e.g. in the case of rotational diversity (see Paper C), also wider
applicable than only the software testing area.

4.1 Future Work

As research is rarely complete, there are also directions for future research in this
case. While the work on test case prioritization using reinforcement learning (see
Paper A) shows promising results, there are further steps that can be taken. Our
method uses a lightweight set of historical test case metadata for prioritization.
Further work should also consider the actual changes made and the affected
components of the system-under-test. At the same time, this also increases the
complexity of the method in each CI cycle - for change analysis - and requires
source code access, while our current approach is easier to integrate in any
existing CI environment.
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4. Discussion

For our work on test case scheduling (see Paper B) as well as test case
selection and assignment (see Paper C), a technical challenge for future work
is to introduce some of the experiences made with learning directly into the
optimization model. So far, in each CI cycle, the optimization model starts from
scratch using the test case and test agent data to create a solution. Still, in a
CI environment the actual tasks to be solved in each cycle are often similar to
previous cycles. Future work on re-using the previous results should allow for
potential speedups in future cycles. Another challenge

Regarding the usage of machine learning in metamorphic testing (see Paper D),
future work should extend beyond the selection among a set of metamorphic
relations to generate follow-up test cases to the discovery or to the approximating
of actual metamorphic relations. Currently, our setup still requires the set of
metamorphic relations to be available for application of adaptive metamorphic
testing, but, given a sufficient observation of the system behavior, machine
learning could be used to identify and learn new metamorphic relations. These
metamorphic relations can then be used for the normal metamorphic testing
process or be inspected by a domain expert whether these metamorphic relations
should hold for a system or if a faulty relation is discovered.

4.2 Conclusion

In conclusion, we have presented methods for the automation of the test suite
optimization process in Continuous Integration testing, that individually, yet
integrated with each other can make decisions for a testing schedule under
consideration of historical test information and current resource constraints. Our
methods focus on testing of cyber-physical systems and use machine learning and
constraint optimization. The results of the thesis present an effective approach
for the whole test suite optimization pipeline and can be applied in a variety
of project environments, either as a whole, or through the modular nature of
test suite optimization, in individual aspects. Especially for environments with
physical agents or dedicated requirements on the execution environments for the
test cases, test case selection and assignment as well as scheduling enable the
automatic creation of test scenarios.
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Abstract

Testing in Continuous Integration (CI) involves test case prioritization,
selection, and execution at each cycle. Selecting the most promising test
cases to detect bugs is hard if there are uncertainties on the impact of
committed code changes or, if traceability links between code and tests
are not available. This paper introduces Retecs, a new method for
automatically learning test case selection and prioritization in CI with the
goal to minimize the round-trip time between code commits and developer
feedback on failed test cases. The Retecs method uses reinforcement
learning to select and prioritize test cases according to their duration,
previous last execution and failure history. In a constantly changing
environment, where new test cases are created and obsolete test cases are
deleted, the Retecs method learns to prioritize error-prone test cases
higher under guidance of a reward function and by observing previous
CI cycles. By applying Retecs on data extracted from three industrial
case studies, we show for the first time that reinforcement learning enables
fruitful automatic adaptive test case selection and prioritization in CI and
regression testing.
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A. RL for Test Case Prioritization and Selection in Continuous Integration

1 Introduction

Context. Continuous Integration (CI) is a cost-effective software development
practice commonly used in industry [1, 2] where developers frequently integrate
their work. It involves several tasks, including version control, software
configuration management, automatic build and regression testing of new software
release candidates. Automatic regression testing is a crucial step which aims at
detecting defects as early as possible in the process by selecting and executing
available and relevant test cases. CI is seen as an essential method for improving
software quality while keeping verification costs at a low level [3, 4].

Unlike usual testing methods, testing in CI requires tight control over
the selection and prioritization of the most promising test cases. By most
promising, we mean test cases that are prone to detect failures early in the
process. Admittedly, selecting test cases which execute the most recent code
changes is a good strategy in CI, such as, for example in coverage-based test case
prioritization [5]. However, traceability links between code and test cases are
not always available or easily accessible when test cases correspond to system
tests. In system testing for example, test cases are designed for testing the
overall system instead of simple units of code and instrumenting the system
for code coverage monitoring is not easy. In that case, test case selection and
prioritization has to be handled differently and using historical data about
failures and successes of test cases has been proposed as an alternative [6]. Based
on the hypothesis that test cases having failed in the past are more likely to fail
in the future, history-based test case prioritization schedules these test cases first
in new CI cycles [7]. Testing in CI also means to control the time required to
execute a complete cycle. As the durations of test cases strongly vary, not all
tests can be executed and test case selection is required.

Despite algorithms have been proposed recently [7, 8], we argue that these two
aspects of CI testing, namely test case selection and history-based prioritization,
can hardly be solved by using only non-adaptive methods. First, the time
allocated to test case selection and prioritization in CI is limited as each step
of the process is given a contract of time. So, time-effective methods shall be
privileged over costly and complex prioritization algorithms. Second, history-
based prioritization is not well adapted to changes in the execution environment.
More precisely, it is frequent to see some test cases being removed from one cycle
to another because they test an obsolete feature of the system. At the same
time, new test cases are introduced to test new or changed features. Additionally,
some test cases are more crucial in certain periods of time, because they test
features on which customers focus the most, and then they loose their prevalence
because the testing focus has changed. In brief, non-adaptive methods may not
be able to spot changes in the importance of some test cases over others because
they apply systematic prioritization algorithms.
Reinforcement Learning. In order to tame these problems, we propose a
new lightweight test case selection and prioritization approach in CI based on
reinforcement learning and neural networks. Reinforcement learning is well-
tuned to design an adaptive method capable to learn from its experience of
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the execution environment. By adaptive, it is meant, that our method can
progressively improve its efficiency from observations of the effects its actions
have. By using a neural network which works on both the selected test cases and
the order in which they are executed, the method tends to select and prioritize
test cases which have been successfully used to detect faults in previous CI cycles,
and to order them so that the most promising ones are executed first.

Unlike other prioritization algorithms, our method is able to adapt to
situations where test cases are added to or deleted from a general repository. It
can also adapt to situations where the testing priorities change because of different
focus or execution platforms, indicated by changing failure indications. Finally,
as the method is designed to run in a CI cycle, the time it requires is negligible,
because it does not need to perform computationally intensive operations during
prioritization. It does not mine in detail code-based repositories or change-logs
history to compute a new test case schedule. Instead it facilitates knowledge
about test cases which have been the most capable to detect failures in a small
sequence of previous CI cycles. This knowledge to make decisions is updated
only after tests are executed from feedback provided by a reward function, the
only component in the method initially embedding domain knowledge.
The contributions of this paper are threefold:

1. This paper shows that history-based test case prioritization and selection
can be approached as a reinforcement learning problem. By modeling the
problem with notions such as states, actions, agents, policy, and reward
functions, we demonstrate, as a first contribution, that RL is suitable to
automatically prioritize and select test cases;

2. Implementing an online RL method, without any previous training phase,
into a Continuous Integration process is shown to be effective to learn how
to prioritize test cases. According to our knowledge, this is the first time
that RL is applied to test case prioritization and compared with other
simple deterministic and random approaches. Comparing two distinct
representations (i.e., tableau and neural networks) and three distinct
reward functions, our experimental results show that, without any prior
knowledge and without any model of the environment, the RL approach
is able to learn how to prioritize test cases better than other approaches.
Remarkably, the number of cycles required to improve on other methods
corresponds to less than 2-months of data, if there is only one CI cycle per
day;

3. Our experimental results have been computed on industrial data gathered
over one year of Continuous Integration. By applying our RL method on
this data, we actually show that the method is deployable in industrial
settings. This is the third contribution of this paper.

Paper Outline. The rest of the paper is organized as follows: Section 2
provides notations and definitions. It also includes a formalization of the
problem addressed in our work. Section 3 presents our Retecs approach
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for test case prioritization and selection based on reinforcement learning. It also
introduces basic concepts such as artificial neural network, agent, policy and
reward functions. Section 4 presents our experimental evaluation of the Retecs
on industrial data sets, while Section 5 discusses related work. Finally, Section 6
summarizes and concludes the paper.

2 Formal Definitions

This section introduces necessary notations used in the rest of the paper and
presents the addressed problem in a formal way.

2.1 Notations and Definitions

Let Ti be a set of test cases {t1, t2, . . . , tN} at a CI cycle i. Note that this set
can evolve from one cycle to another. Some of these test cases are selected and
ordered for execution in a test schedule called T Si (T Si ⊆ Ti). For evaluation
purposes, we define further T Stotali as being the ordered sequence of all test
cases (T Stotali = Ti) as if all test cases are scheduled for execution regardless
of any time limit. Note that Ti is an unordered set, while T Si and T Stotali are
ordered sequences. Following up on this idea, we define a ranking function over
the test cases: rank : T Si → N where rank(t) is the position of t within T Si.

In T Si, each test case t has a verdict t.verdicti and a duration t.durationi.
Note that these values are only available after executing the test case and that
they depend on the cycle in which the test case has been executed. For the sake
of simplicity, the verdict is either 1 if the test case has passed, or 0 if it has failed
or has not been executed in cycle i, i.e. it is not included in T Si. The subset
of all failed test cases in T Si is noted T Sfaili = {t ∈ T Si s.t. t.verdicti = 0}.
The failure of an executed test case can be due to one or several actual faults
in the system under test, and conversely a single fault can be responsible of
multiple failed test cases. For the remainder of this paper, we will focus only on
failed test cases (and not actual faults of the system) as the link between actual
faults and executed test cases is not explicit in the available data of our context.
Whereas t.durationi is the actual duration and only available after executing
the test case, t.duration is a simple over-approximation of previous durations
and can be used for planning purposes.

Finally, we define qi(t) as a performance estimation of a test case in the
given cycle i. By performance, we mean an estimate of its efficiency to detect
failures. The performance Qi of a test suite {t1, . . . , tn} can be estimated with
any cumulative function (e.g., sum, max, average, etc.) over qi(t1), . . . qi(tn),
e.g., Qi(T Si) = 1

|T Si|
∑
t∈T Si

q(t).

2.2 Problem Formulation

The goal of any test case prioritization algorithm is to find an optimal ordered
sequence of test cases that reveal failures as early as possible in the regression
testing process. Formally speaking, following and adapting the notations
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proposed by Rothermel et al. in [9]: Test Case Prioritization Problem (TCP)
Let T Si be a test suite, and PT be the set of all possible permutations of T Si,
let Qi be the performance, then TCP aims at finding T S ′i a permutation of T Si,
such that Qi(T S ′i) is maximized. Said otherwise, TCP aims at finding T S ′i
such that ∀ T Si ∈ PT : Qi(T S ′i) ≥ Qi(T Si) . Although it is fundamental, this
problem formulation does not capture the notion of a time limit for executing
the test suite. Time-limited Test Case Prioritization extends the TCP problem
by limiting the available time for execution. As a consequence, not all the test
cases may be executed when there is a time-contract. Note that other resources
(than time) can constrain the test case selection process, too. However, the
formulation given below can be adapted without any loss of generality.

Time-limited Test Case Prioritization Problem (TTCP)
Let M be the maximum time available for test suite execution, then TTCP aims
at finding a test suite T Si, such thatQi(T Si) is maximized and the total duration
of execution of T Si is less than M . Said otherwise, TTCP aims at finding T Si
such that ∀ T S ′i ∈ PT : Qi(T Si) ≥ Qi(T S ′i) ∧

∑
tk∈T S′

i
tk.duration ≤

M ∧
∑
tk∈T Si

tk.duration ≤M .
Still the problem formulation given above does not take into account the

history of test suite execution. In case the links between code changes and
test cases are not available as discussed in the introduction, history-based test
case prioritization can be used. The final problem formulation given below
corresponds to the problem addressed in this paper and for which a solution
based on reinforcement learning is proposed. In a CI process, TTCP has to
be solved in every cycle, but under the additional availability of historical
information as a basis for test case prioritization. Adaptive Test Case Selection
Problem (ATCS)
Let T S1, . . . , T Si−1 be a sequence of previously executed test suites, then
the Adaptive Test Case Selection Problem aims at finding T Si, so Qi(T Si) is
maximized and

∑
t∈T Si

t.duration ≤M .
We see that ATCS is an optimization problem which gathers the idea of

time-constrained test case prioritization, selection and performance evaluation,
without requesting more information than previous test execution results in CI.

3 The RETECS Method

This section introduces our approach to the ATCS problem using reinforcement
learning (RL), called Reinforced Test Case Selection (Retecs). It starts by
describing how RL is applied to test case prioritization and selection (subsec-
tion 3.1), then discusses test case scheduling in one CI cycle (subsection 3.2).
Finally, integration of the method within a CI process is presented (subsec-
tion 3.3).

3.1 Reinforcement Learning for Test Case Prioritization

In this section, we describe the main elements of reinforcement learning in the
context of test case prioritization and selection. If necessary, a more in-depth
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Figure A.1: Interaction of Agent and Environment (adapted from [10, Fig 3.1])

introduction can be found in [10]. We apply RL as a model-free and online
learning method for the ATCS problem. Each test case is prioritized individually
and after all test cases have been prioritized, a schedule is created from the most
important test cases, and afterwards executed and evaluated.

Model-free means the method has no initial concept of the environment’s
dynamics and how its actions affect it. This is appropriate for test case
prioritization and selection, as there is no strict model behind the existence of
failures within the software system and their detection.

Online learning describes a method constantly learning during its runtime.
This is also appropriate for software testing, where indicators for failing test
cases can change over time according to the focus of development or variations in
the test suite. Therefore it is necessary to continuously adapt the prioritization
method for test cases.

In RL, an agent interacts with its environment by perceiving its state and
selecting an appropriate action, either from a learned policy or by random
exploration of possible actions. As a result, the agent receives feedback in terms
of rewards, which rate the performance of its previous action.

Figure A.1 illustrates the links between RL and test case prioritization.
A state represents a single test case’s metadata, consisting of the test case’s
approximated duration, the time it was last executed and previous test execution
results. As an action the test case’s priority for the current CI cycle is returned.
After all test cases in a test suite are prioritized, the prioritized test suite is
scheduled, including a selection of the most important test cases, and submitted
for execution. With the test execution results, i.e., the test verdicts, a reward is
calculated and fed back to the agent. From this reward, the agent adapts its
experience and policy for future actions. In case of positive rewards previous
behavior is encouraged, i.e. reinforced, while in case of negative rewards it is
discouraged.

Test verdicts of previous executions have shown to be useful to reveal future
failures [6]. This raises the question how long the history of test verdicts should
be for a reliable indication. In general, a long history provides more information
and allows better knowledge of the failure distribution of the system under test,
but it also requires processing more data which might have become irrelevant
with previous upgrades of the system as the previously error-prone feature got
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more stable. To consider this, the agent has to learn how to time-weight previous
test verdicts, which adds further complexity to the learning process. How the
history length affects the performance of our method, is experimentally evaluated
in Section 4.2.2.

Of further importance for RL applications are the agent’s policy, i.e. the way
it decides on actions, the memory representation, i.e. how it stores its experience
and policy, and the reward function to provide feedback for adaptation and
policy improvement.

In the following, we will discuss these components and their relevance for
Retecs.

3.1.1 Reward Functions

Within the ATCS problem, a good test schedule is defined by the goals of test
case selection and prioritization. It contains those test cases which lead to
detection of failures and executes them early to minimize feedback time. The
reward function should reflect these goals and thereby domain knowledge to
steer the agent’s behavior [11]. Referring to the definition of ATCS, the reward
function implements Qi and evaluates the performance of a test schedule.

Ideally, feedback should be based on common metrics used in test case
prioritization and selection, e.g. NAPFD (presented in subsection 4.1). However,
these metrics require knowledge about the total number of faults in the system
under test or full information on test case verdicts, even for non-executed test
cases. In a CI setting, test case verdicts exist only for executed test cases and
information about missed failures is not available. It is impossible to teach the
RL agent about test cases which should have been included, but only to reinforce
actions having shown positive effects. Therefore, in Retecs, rewards are either
zero or positive, because we cannot automatically detect negative behavior.

In order to teach the agent about both the goal of a task and the way to
approach this goal the reward, two types of reward functions can be distinguished.
Either a single reward value is given for the whole test schedule, or, more
specifically, one reward value per individual test case. The former rewards the
decisions on all test cases as a group, but the agent does not receive feedback how
helpful each particular test case was to detect failures. The latter resolves this
issue by providing more specific feedback, but risks to neglect the prioritization
strategy of different priorities for different test cases for the complete schedule
as a whole.

Throughout the presentation and evaluation of this paper, we will consider
three reward functions.

Definition 3.1. Failure Count Reward

reward faili (t) = |T Sfaili | (∀ t ∈ Ti) (A.1)

In the first reward function (A.1) all test cases, both scheduled and
unscheduled, receive the number of failed test cases in the schedule as a reward.
It is a basic, but intuitive reward function directly rewarding the RL agent on
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the goal of maximizing the number of failed test cases. The reward function
acknowledges the prioritized test suite in total, including positive feedback on
low priorities for test cases regarded as unimportant. This risks encouraging low
priorities for test cases which would have failed if executed, and could encourage
undesired behavior, but at the same time it strengthens the influence all priorities
in the test suite have.

Definition 3.2. Test Case Failure Reward

reward tcfaili (t) =
{

1− t.verdicti if t ∈ T Si
0 otherwise

(A.2)

The second reward function (A.2) returns the test case’s verdict as each test
case’s individual reward. Scheduling failing test cases is intended and therefore
reinforced. If a test case passed, no specific reward is given as including it neither
improved nor reduced the schedule’s quality according to available information.
Still, the order of test cases is not explicitly included in the reward. It is
implicitly included by encouraging the agent to focus on failing test cases and
prioritizing them higher. For the proposed scheduling method (subsection 3.2)
this automatically leads to an earlier execution.

Definition 3.3. Time-ranked Reward

reward timei (t) = |T Sfaili | − t.verdicti ×
∑

tk∈T Sfail
i
∧

rank(t)<rank(tk)

1 (A.3)

The third reward function (A.3) explicitly includes the order of test cases
and rewards each test case based on its rank in the test schedule and whether
it failed. As a good schedule executes failing test cases early, every passed test
case reduces the schedule’s quality if it precedes a failing test case. Each test
cases is rewarded by the total number of failed test cases, for failed test cases it
is the same as reward function (A.1). For passed test cases, the reward is further
decreased by the number of failed test cases ranked after the passed test case to
penalize scheduling passing test cases early.

3.1.2 Action Selection: Prioritizing Test Cases

Action selection describes how the RL agent processes a test case and decides
on a priority for it by using the policy. The policy is a function from the set of
states, i.e., test cases in our context, to the set of actions, i.e., how important
each test case is for the current schedule, and describes how the agent interacts
with its execution environment. The policy function is an approximation of the
optimal policy. In the beginning it is a loose approximation, but over time and
by gathering experience it adapts towards an optimal policy.

The agent selects those actions from the policy which were most rewarding
before. It relies on its learned experience on good actions for the current state.
Because the agent initially has no concept of its actions’ effects, it explores
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the environment by choosing random actions and observing received rewards
on these actions. How often random actions are selected instead of consulting
the policy, is controlled by the exploration rate, a parameter which usually
decreases over time. In the beginning of the process, a high exploration rate
encourages experimenting, whereas at a later time exploration is reduced and
the agent more strongly relies on its learned policy. Still, exploration is not
disabled, because the agent interacts in a dynamic environment, where the effects
of certain actions change and where it is necessary to continuously adapt the
policy. Action selection and the effect of exploration are also influenced by
non-stationary rewards, meaning that the same action for the same test case
does not always yield the same reward. Test cases which are likely to fail, based
on previous experiences, do not fail when the software is bug-free, although
their failure would be expected. The existence of non-stationary rewards has
motivated our selection of an online-learning approach, which enables continuous
adaptation and should tolerate their occurence.

3.1.3 Memory Representation

As noted above, the policy is an approximated function from a state (a test case)
to an action (a priority). There exist a wide variety of function approximators
in literature, but for our context we focus on two main approximators.

The first function approximator is the tableau representation [10]. It consists
of two tables to track seen states and selected actions. In one table it is counted
how often each distinct action was chosen per state. The other table stores
the average received reward for these actions. The policy is then to choose
that action with highest expected reward for the current state, which can be
directly read from the table. When receiving rewards, cells for each rewarded
combination of states and actions are updated by increasing the counter and
calculating the running average of received rewards.

As an exploration method to select random actions, ε-greedy exploration is
used. With probability (1− ε) the most promising action according to the policy
is selected, otherwise a random action is selected for exploration.

Albeit a straightforward representation, the tableau also restricts the agent.
States and actions have to be discrete sets of limited size as each state/action pair
is stored separately. Furthermore, with many possible states and actions, the
policy approximation takes longer to converge towards an optimal policy as more
experiences are necessary for the training. However, for the presented problem
and its number of possible states a tableau is still applicable and considered for
evaluation.

Overcoming the limitations of the tableau, artificial neural networks (ANN)
are commonly used function approximators [12]. ANNs can approximate
functions with continuous states and actions and are easier to scale to larger
state spaces. The downside of using ANNs are more complex configuration and
higher training efforts than for the tableau. In the context of Retecs, an ANN
receives a state as input to the network and outputs a single continuous action,
which directly resembles the test case’s priority.
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Figure A.2: Testing in CI process: RETECS uses test execution results for
learning test case prioritization (solid boxes: Included in RETECS, dashed
boxes: Interfaces to the CI environment)

Exploration is different when using ANNs, too. Because a continuous action
is used, ε-greedy exploration is not possible. Instead, exploration is achieved
by adding a random value drawn from a Gaussian distribution to the policy’s
suggested action. The variance of the distribution is given by the exploration
rate and a higher rate allows for higher deviations from the policy’s actions. The
lower the exploration rate is, the closer the action is to the learned policy.

Whereas the agent with tableau representation processes each experience
and reward once, an ANN-based agent can be trained differently. Previously
encountered experiences are stored and re-visited during training phase to achieve
repeated learning impulses, which is called experience replay [13]. When rewards
are received, each experience, consisting of a test case, action and reward, is
stored in a separate replay memory with limited capacity. If the replay memory
capacity is reached, oldest experiences get replaced first. During training, a batch
of experiences is randomly sampled from this memory and used for training the
ANN via backpropagation with stochastic gradient descent [14].

3.2 Scheduling

Test cases are scheduled under consideration of their priority, their duration
and a time limit. The scheduling method is a modular aspect within Retecs
and can be selected depending on the environment, e.g. considering execution
constraints or scheduling onto multiple test agents. As an only requirement
it has to maximize the total priority within the schedule. For example, in an
environment with only a single test agent and no further constraints, test cases
can be selected by descending priority (ties broken randomly) until the time
limit is reached.

3.3 Integration within a CI Process

In a typical CI process (as shown in Figure A.2), a set of test cases is first
prioritized and based on the prioritization a subset of test cases is selected and
scheduled onto the testing system(s) for execution.

The Retecs method fits into this scheme by providing the Prioritization
and Selection & Scheduling steps. It extends the CI process by requiring an
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additional feedback channel to receive test results after each cycle, which is the
same or part of the information also provided as developer feedback.

4 Experimental Evaluation

In this section we present an experimental evaluation of the Retecs method.
During the first part, an overview of evaluation metrics (subsection 4.1) is given
before the experimental setup is introduced (subsection 4.2). In subsection 4.3
we present and discuss the experimental results. A discussion of possible threats
(subsection 4.4) and extensions (subsection 4.5) to our work close the evaluation.

Within the evaluation of the Retecs method we investigate if it can be
successfully applied towards the ATCS problem. Initially, before evaluating the
method on our research questions, we explore how different parameter choices
affect the performance of our method.

RQ1 Is the Retecs method effective to prioritize and select test cases? We
evaluate combinations of memory representations and reward functions on
three industrial data sets.

RQ2 Can the lightweight and model-free Retecs method prioritize test cases
comparable to deterministic, domain-specific methods? We compare
Retecs against three comparison methods, one random prioritization
strategy and to basic deterministic methods.

4.1 Evaluation Metric

In order to compare the performance of different methods, evaluation metrics
are required as a common performance indicator. Following, we introduce
Normalized Average Percentage of Faults Detected as the applied evaluation
metric.

Definition 4.1. Normalized APFD

NAPFD(T Si) = p−

∑
t∈T Sfail

i

rank(t)

|T Sfaili | × |T Si|
+ p

2× |T Si|

with p = |T Sfaili |
|T Stotal,faili |

Average Percentage of Faults Detected (APFD) was introduced in [15] to
measure the effectiveness of test case prioritization techniques. It measures
the quality via the ranks of failure-detecting test cases in the test execution
order. As it assumes all detectable faults get detected, APFD is designed for
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test case prioritization tasks without selecting a subset of test cases. Normalized
APFD (NAPFD) [16] is an extension of APFD to include the ratio between
detected and detectable failures within the test suite, and is thereby suited for
test case selection tasks when not all test cases are executed and failures can be
undetected. If all faults are detected (p = 1), NAPFD is equal to the original
APFD formulation.

4.2 Experimental Setup

Two RL agents are evaluated in the experiments. First uses a tableau
representation of discrete states and a fixed number of actions, named Tableau-
based agent. And a second, Network-based agent uses an artificial neural network
as memory representation for continuous states and a continuous action. The
reward function of each agent is not fixed, but varied throughout the experiments.

Test cases are scheduled on a single test agent in descending order of priority
until the time limit is reached.

To evaluate the efficiency of the Retecs method, we compare it to three basic
test case prioritization methods. First is random test case prioritization as a
baseline method, referred to as Random. The other two methods are deterministic.
As a second method, named Sorting, test cases are sorted by their recent verdicts
with recently failed test cases having higher priority. For the third comparison
method, labeled as Weighting, the priority is calculated by a sum of the test
case’s features as they are used as an input to the RL agent. Weighting considers
the same information as Retecs and corresponds to a weighted sum with equal
weights and is thereby a naive version of Retecs without adaptation. Although
the three comparison methods are basic approaches to test case prioritization,
they utilize the same information as provided to our method, and are likely to
be encountered in industrial environments.

Due to the online learning properties and the dependence on previous test suite
results, evaluation is done by comparing the NAPFD metrics for all subsequent
CI cycles of a data set over time. To account for the influence of randomness
within the experimental evaluation, all experiments are repeated 30 times and
reported results show the mean, if not stated otherwise.

Retecs1 is implemented in Python [17] using scikit-learn’s implementation
of artificial neural networks [18].

4.2.1 Industrial Data Sets

To determine real-world applicability, industrial data sets from ABB Robotics
Norway2, Paint Control and IOF/ROL, for testing complex industrial robots,
and Google Shared Dataset of Test Suite Results (GSDTSR) [19] are used.3
These data sets consist of historical information about test executions and their
verdicts and each contain data for over 300 CI cycles.

1Implementation available at https://bitbucket.org/helges/retecs
2Website: http://new.abb.com/products/robotics
3Data Sets available at https://bitbucket.org/helges/atcs-data
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Table A.1: Industrial Data Sets Overview: All columns show the total amount
of data in the data set

Data Set Test Cases CI Cycles Verdicts Failed
Paint Control 114 312 25,594 19.36%
IOF/ROL 2,086 320 30,319 28.43%
GSDTSR 5,555 336 1,260,617 0.25%

Table A.2: Parameter Overview

RL Agent Parameter Value
All CI cycle’s time limit M 50%× Ti.duration

History Length 4
Tableau Number of Actions 25

Exploration Rate ε 0.2
Network Hidden Nodes 12

Replay Memory 10000
Replay Batch Size 1000

Table A.1 gives an overview of the data sets’ structure. Both ABB data sets
are split into daily intervals, whereas GSDTSR is split into hourly intervals as
it originally provides log data of 16 days, which is too short for our evaluation.
Still, the average test suite size per CI cycle in GSDTSR exceeds that in the
ABB data sets while having fewer failed test executions. For applying Retecs
constant durations between each CI cycle are not required.

For the CI cycle’s time limit, which is not present in the data sets, a fixed
percentage of 50% of the required time is used. A relative time limit allows
better comparison of results between data sets and keeps the difficulty at each CI
cycle on a comparable level. How this percentage affects the results is evaluated
in subsubsection 4.3.3.

4.2.2 Parameter Selection

A couple of parameters allow adjusting the method towards specific environments.
For the experimental evaluation the same set of parameters is used in all
experiments, if not stated otherwise. These parameters are based on values from
literature and experimental exploration.

Table A.2 gives an overview of the chosen parameters. The number of actions
for the Tableau-based agent is set to 25. Preliminary tests showed a larger
number of actions did not substantially increase the performance. Similar tests
were conducted for the ANN’s size, including variations on the number of layers
and hidden nodes, but a network larger than a single layer with 12 nodes did
not significantly improve performance.
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Figure A.3: Relative performance of different history lengths. A longer history
can reduce the performance due to more complex information. (Data set: ABB
Paint Control)

The effect of different history lengths is evaluated experimentally on the Paint
Control data set. As Figure A.3 shows, does a longer history not necessarily
correspond to better performance. From an application perspective we interpret
the most recent results to also be the most relevant results. Many historical
failures indicate a relevant test case better than many passes, but individual
consideration of each of these results on their own is unlikely to lead to better
conclusions of future verdicts. From a technical perspective, this is supported
by the fact, that a longer history increases the state space of possible test case
representations. A larger state space is in both memory representations related
to a higher complexity and requires generally more data to adapt, because the
agent has to learn to handle earlier execution results differently than more recent
ones, for example by weighting or aggregating them.

4.3 Results

4.3.1 RQ1: Learning Process & Effectiveness

Figure A.4 shows the performance of Tableau- and Network-based agents with
different reward functions on three industrial data sets. Each column shows
results for one data set, each row for a particular reward function.

It is visible that the combination of memory representation and reward
function strongly influences the performance. In some cases it does not support
the learning process and the performance stays at the initial level or even declines.
Some combinations enable the agent to learn which test cases to prioritize higher
or lower and to create meaningful test schedules.

Performance on all data sets is best for the Network-based agent with the
Test Case Failure reward function. It benefits from the specific feedback for each
test case and learns which test cases are likely to fail. Because the Network-based
agent prioritizes test cases with continuous actions, it adapts more easily than
the Tableau-based agent, where only specific actions are rewarded and rewards
for one action do not influence close other actions.
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Figure A.4: Comparison of reward functions and memory representations: A
Network-based agent with Test Case Failure reward delivers best performance
on all three data sets (Black lines indicate trend over time)

In all results a similar pattern should be visible. Initially, the agent has no
concept of the environment and cannot identify failing test cases, leading to a
poor performance. After a few cycles it received enough feedback by the reward
function to make better choices and successively improves. However, this is
not true for all combinations of memory representation and reward function.
One example is the combination of Network-based agent and Test Case Failure
reward. On Paint Control, the performance at early CI cycles is superior to the
Tableau-based agent, but it steadily declines due to misleading feedback from
the reward function.

One general observation are performance fluctuations over time. These
fluctuations are correlated to noise in the industrial data sets, where failures in
the system occur for different reasons and are hard to predict. For example, in the
Paint Control data set between 200 and 250 cycles a performance drop is visible.
For these cycles a larger number of test cases were repeatedly added to the test
suite manually. A large part of these test cases failed, which put additional
difficulty on the task. However, as the test suite was manually adjusted, from
a practical perspective it is arguable whether a fully automated prioritization
technique is feasible during these cycles.

In GSDTSR only few failed test cases occur in comparison to the high number
of successful executions. This makes it harder for the learning agent to discover
a feasible prioritization strategy. Nevertheless, as the results show, it is possible
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for the Network-based agent to create effective schedules in a high number of CI
cycles, albeit with occasional performance drops.

Regarding RQ1, we conclude that it is possible to apply Retecs on the
ATCS problem. In particular, the combination of memory representation and
reward function strongly influences the performance of the agent. We found both
Network-based agent and Test Case Failure Reward, as well as Tableau-based
agent with Time-ranked Reward, to be suitable combinations, with the former
delivering an overall better performance. The Failure Count Reward function
does not support the learning processes of the two agents. Providing only a
single reward value without further distinction is not helping the agents towards
an effective prioritization strategy. It is better to reward each test case’s priority
individually according to its contribution to the previous schedule.

4.3.2 RQ2: Comparison to Other Methods

Where the experiments on RQ1 focus on the performances of different component
combinations, is the focus of RQ2 towards comparing the best-performing
Network-based RL agent (with Test Case Failure reward) with other test case
prioritization methods. Figure A.5 shows the results of the comparison against
the three methods on each of the three data sets. A comparison is made for
every 30 CI cycles on the difference of the average NAPFD values of each
cycle. Positive differences show better performance by the comparison method,
a negative difference shows better performance by Retecs.

During early CI cycles, the deterministic comparison methods show mostly
better performance. This corresponds to the initial exploration phase, where
Retecs adapts to its environment. After approximately 60 CI cycles, for Paint
Control, it is able to prioritize with similar or better performance than the
comparison methods. Similar results are visible on the other two data sets, with
a longer adaptation phase but less performance differences on IOF/ROL and an
early comparable performance on GSDTSR.

For IOF/ROL, where the previous evaluation (see Figure A.4) showed lower
performance compared to Paint Control, also the comparison methods are not
able to correctly prioritize failing test cases higher, as the small performance gap
indicates.

For GSDTSR, Retecs is performing overall comparable with an NAPFD
difference up to 0.2. Due to the few failures within the data set, the exploration
phase does not impact the performance in the early cycles as strongly as for the
other two data sets. Also, it appears as if the indicators for failing test cases
are not as correlated to the previous test execution results as they were in the
other data sets, which is visible from the comparatively low performance of the
deterministic methods.

In summary, the results for RQ2 show, that Retecs can, starting from a
model-free memory without initial knowledge about test case prioritization, in
around 60 cycles, which corresponds to two month for daily intervals, learn
to effectively prioritize test cases. Its performance compares to that of basic
deterministic test case prioritization methods. For CI, this means that Retecs
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Figure A.5: Performance difference between network-based agent and comparison
methods: After an initial exploration phase RETECS adapts to competitive
performance. Each group of bars compares 30 CI cycles.

is a promising method for test case prioritization which adapts to environment
specific indication of system failures.

4.3.3 Internal Evaluation: Schedule Time Influence

In the experimental setup, the time limit for each CI cycle’s reduced test schedule
is set to 50% of the execution time of the overall test suite Ti. To see how this
choice influences the results and how it affects the learning process, an additional
experiment is conducted with varying scheduling time ratios.

Figure A.6 shows the results on the Paint Control data set. The NAPFD
result is averaged over all CI cycles, which explains the overall better performance
by the comparison methods due to an initial learning period. As it is expected,
performance decreases with lower time limits for all methods. However, for RL
agents a decreased scheduling time directly decreases available information for
learning as fewer test cases can be executed and fewer actions can meaningfully
be rewarded, resulting in a slower learning process.

Nevertheless, the decrease in performance is not directly proportional to
the decrease in scheduling time, a sign that Retecs learns at some point how
to prioritize test cases even though the amount of data in previous cycles was
limited.

4.4 Threats to Validity

Internal. The first threat to internal validity is the influence of random decisions
on the results. To mitigate the threat, we repeated our experiments 30 times
and report averaged results.

Another threat is related to the existence of faults within our implementation.
We approached this threat by applying established components, such as scikit-
learn, within our software where appropriate. Furthermore, our implementation
is available online for inspection and reproduction of experiments.

Finally, many machine learning algorithms are sensible to their parameters
and a feasible parameter set for one problem environment might not work for as
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Figure A.6: Relative performance under different time limits. Shorter scheduling
times reduce the information for rewards and delay learning. The performance
differences for Network and Tableau also arise from the initial exploration phase,
as shown in Figure A.5 (Data set: ABB Paint Control).

well for different one. During our experiments, the initially selected parameters
were not changed for different problems to allow better comparison. In a real-
world setting, those parameters can be adjusted to tune the approach for the
specific environment.
External. Our evaluation is based on data from three industrial data sets,
which is a limitation regarding the wide variety of CI environments and failure
distributions. One of these data sets is publicly available, but according to our
knowledge it has only been used in one publication and a different setting [20].
From what we have analyzed, there are no further public data sets available
which include the required data, especially test verdicts over time. This threat
has to be addressed by additional experiments in different settings once further
data is accessible. To improve the data availability, we publish the other two
data sets used in our experiments.
Construct. A threats to construct validity is the assumption, that each failed
test cases indicates a different failure in the system under test. This is not always
true. One test case can fail due to multiple failures in the system and one failure
can lead to multiple failing test cases. Based on the abstraction level of our
method, this information is not easily available. Nevertheless, our approach tries
to find all failing test cases and thereby indirectly also all detectable failures.
To address the threat, we propose to include failure causes as input features in
future work.

Further regarding the input features, our proposed method uses only few test
case metadata to prioritize test cases and to reason about their importance for
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the test schedule. In practical environments, more information about test cases
or the system under test is available and should be utilized.

We compared our method to baseline approaches, but we have not considered
additional techniques. Although further methods exist in literature, they do not
report results on comparable data sets or would need adjustment for our CI
setting.

4.5 Extensions

The presented results give perspectives to extensions from two angles. First
perspective is on the technical RL approach. Through a pre-training phase the
agent can internalize test case prioritization knowledge before actually prioritizing
test cases and thereby improve the initial performance. This can be approached
by imitation of other methods [21], e.g. deterministic methods with desirable
behavior, or by using historical data before it is introduced in the CI process
[22]. The second perspective focuses on the domain-specific approach of test case
prioritization and selection. Here, only few metadata of a test case and its history
is facilitated. The number of features of a test case should be extended to allow
better reasoning of expected failures, e.g. links between source code changes
and relevant test cases. By including failure causes, scheduling of redundant test
cases can be avoided and the effectiveness improved.

Furthermore, this work used a linear scheduling model, but in industrial
environments more complex environments are encountered, e.g. multiple systems
for test executions or additional constraints on test execution besides time limits.
Another extension of this work is therefore to integrate different scheduling
methods under consideration of prioritization information and integration into
the learning process [23].

5 Related Work

Test case prioritization and selection for regression testing: Previous
work focuses on optimizing regression testing based on mainly three aspects: cost,
coverage, and fault detection, or their combinations. In [24] authors propose
an approach for test case selection and prioritization using the combination
of Integer Linear Programming (ILP) and greedy methods by optimizing
multiple criteria. Another study investigates coverage-based regression testing
[5], using four common prioritization techniques: a test selection technique,
a test suite minimization technique and a hybrid approach that combines
selection and minimization. Similar approaches have been proposed using
search-based algorithms [25, 26], including swarm optimization [27] and ant
colony optimization [28]. Walcott et al. use genetic algorithms for time-aware
regression test suite prioritization for frequent code rebuilding [29]. Similarly,
Zhang et al. propose time-aware prioritization using ILP [30]. Strandberg et
al. [31] apply a novel prioritization method with multiple factors in a real-
world embedded software and show the improvement over industry practice.
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Other regression test selection techniques have been proposed based on historical
test data [6, 7, 8, 32], code dependencies [33], or information retrieval [34,
35]. Despite various approaches to test optimization for regression testing, the
challenge of applying most of them in practice lies in their complexity and the
computational overhead typically required to collect and analyze different test
parameters needed for prioritization, such as age, test coverage, etc. By contrast,
our approach based on RL is a lightweight method, which only uses historical
results and its experience from previous CI cycles. Furthermore, Retecs is
adaptive and suited for dynamic environments with frequent changes in code
and testing, and evolving test suites.
Machine learning for software testing: Machine learning algorithms receive
increasing attention in the context of software testing. The work closest to ours
is [36], where Busjaeger and Xie use machine learning and multiple heuristic
techniques to prioritize test cases in an industrial setting. By combining various
data sources and learning to rank in an agnostic way, this work makes a strong
step into the definition of a general framework to automatically learn to rank
test cases. Our approach, only based on RL and ANN, takes another direction
by providing a lightweight learning method using one source of data, namely
test case failure history. Chen et al. [37] uses semi-supervised clustering for
regression test selection. The downside of such an approach may be higher
computational complexity. Other approaches include active learning for test
classification [38], combining machine learning and program slicing for regression
test case prioritization [39], learning agent-based test case prioritization [40], or
clustering approaches [41]. RL has been previously used in combination with
adaptation-based programming (ABP) for automated testing of software APIs,
where the combination of RL and ABP successively selects calls to the API
with the goal to increase test coverage, by Groce, Fern, Pinto, Bauer, Alipour,
Erwig, and Lopez [42]. Furthermore, Reichstaller, Eberhardinger, Knapp, Reif,
and Gehlen [43] apply RL to generate test cases for risk-based interoperability
testing. Based on a model of the system under test, RL agents are trained to
interact in an error-provoking way, i.e. they are encouraged to exploit possible
interactions between components. Veanes et al. use RL for online formal testing
of communication systems [44]. Based on the idea to see testing as a two-player
game, RL is used to strengthen the tester’s behavior when system and test cases
are modeled as Input-Output Labeled Transition Systems. While this approach
is appealing, Retecs applies RL for a completely different purpose, namely test
case prioritization and selection. Our approach aims at CI environments, which
are characterized by strict time and effort constraints.

6 Conclusion

We presented Retecs, a novel lightweight method for test case prioritization and
selection in Continuous Integration, combining reinforcement learning methods
and historical test information. Retecs is adaptive and learns important
indicators for failing test cases during its runtime by observing test cases, test
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results, and its own actions and their effects.
Evaluation results show fast learning and adaptation of Retecs in three

industrial case studies. An effective prioritization strategy is discovered with a
performance comparable to basic deterministic prioritization methods after an
initial learning phase of approximately 60 CI cycles without previous training
on test case prioritization. Necessary domain knowledge is only reflected in
a reward function to evaluate previous schedules. The method is model-free,
language-agnostic and requires no source code or program access. It only requires
test metadata, namely historical results, durations and last execution times.
However, we expect additional metadata to enhance the method’s performance.

In our evaluation we compare different variants of RL agents for the ATCS
problem. Agents based on artificial neural networks have shown to be best
performing, especially when trained with test case-individual reward functions.
While we applied only small networks in this work, with extended available data
amounts, an extension towards larger networks and deep learning techniques can
be a promising path for future research.
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II

Abstract

Testing cyber-physical systems involves the execution of test cases on
target-machines equipped with the latest release of a software control
system. When testing industrial robots, it is common that the target
machines need to share some common resources, e.g., costly hardware
devices, and so there is a need to schedule test case execution on the target
machines, accounting for these shared resources. With a large number of
such tests executed on a regular basis, this scheduling becomes difficult
to manage manually. In fact, with manual test execution planning and
scheduling, some robots may remain unoccupied for long periods of time
and some test cases may not be executed.

This paper introduces TC-Sched, a time-aware method for automated
test case execution scheduling. TC-Sched uses Constraint Programming to
schedule tests to run on multiple machines constrained by the tests’ access
to shared resources, such as measurement or networking devices. The
CP model is written in SICStus Prolog and uses the Cumulatives global
constraint. Given a set of test cases, a set of machines, and a set of shared
resources, TC-Sched produces an execution schedule where each test is
executed once with minimal time between when a source code change is
committed and the test results are reported to the developer. Experiments
reveal that TC-Sched can schedule 500 test cases over 100 machines in less
than 4 minutes for 99.5% of the instances. In addition, TC-Sched largely
outperforms simpler methods based on a greedy algorithm and is suitable
for deployment on industrial robot testing.

Reprinted by permission from Springer Nature 2017. The layout has been revised.
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B. Time-aware Test Case Execution Scheduling for Cyber-Physical Systems

1 Introduction

Continuous integration (CI) aims to uncover defects in early stages of software
development by frequently building, integrating, and testing software systems.
When applied to the development of cyber-physical systems (CPS)1, the process
may include running integration test cases involving real hardware components
on different machines or machines equipped with specific devices. In the last
decade, CI has been recognized as an effective process to improve software quality
at reasonable costs [1, 2, 3, 4].

Different from traditional testing methods, running a test case in CI requires
tight control over the round-trip time, that is, the time from when a source code
change is committed until the success or failure of the build and test processes is
reported back to the developer [5]. Admittedly, the easiest way to minimize the
round-trip time is simply to execute as many tests as possible in the shortest
amount of time. But the achievable parallelism is limited by the availability of
scarce global resources, such as a costly measurement instrument or network
device, and the compatible machines per test case, targeting different machine
architecture and operating systems. These global resources are required in
addition to the machine executing the test case and thereby require parallel
adjustments of the schedule for multiple machines.

Thus, computing an optimal test schedule with minimal round-trip time is
a challenging optimization problem. Since different test cases have different
execution times and may use different global resources that are locked
during execution, finding an optimal schedule manually is mostly impossible.
Nevertheless, manual scheduling still is state-of-the-practice in many industrial
applications, besides simple heuristics. In general, successful approaches to
scheduling use techniques from Constraint Programming (CP) and Operations
Research (OR), additionally metaheuristics are able to provide good solutions to
certain scheduling problems. We discuss these approaches further in Section 2.

Informally, the optimal test scheduling problem (OTS) is to find an execution
order and assignment of all test cases to machines. Each test case has to be
executed once and no global resource can be used by two test cases at the same
time. The objective is to minimize the overall test scheduling and test execution
time. The assignment is constrained by the compatibility between test cases and
machines, that is, each test case can only be executed on a subset of machines.

This paper introduces TC-Sched, a time-aware method to solve OTS. Using
the Cumulatives [6, 7] global constraint, we propose a cost-effective constraint
optimization search technique. This method allows us to 1) automatically filter
invalid test execution schedules, and 2) find among possible valid schedules,
those that minimize the global test execution time (i.e., makespan). To the best
of our knowledge, this is the first time the problem of optimal scheduling test
suite execution is formalized and a fully automated solution is developed using
constraint optimization techniques. TC-Sched has been developed and deployed
together with ABB Robotics, Norway.

1CPS can simply be seen as communicating embedded software systems.
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An extensive experimental evaluation is conducted over test suites from
industrial software systems, namely an integrated control system for industrial
robots and a product line of video-conferencing systems. The primary goal in this
paper is to demonstrate the scalability of the proposed approach for CI processes
involving hundreds of test cases and tens of machines, which corresponds to
a realistic development environment. Furthermore, we demonstrate the cost-
effectiveness of integrating our approach within an actual CI process.

2 Existing Solutions and Related Work

Automated solutions to address the OTS problem are not yet common practice.
In industrial settings, test engineers manually design the scheduling of test
case execution by allocating executions to certain machines at a given time or
following a given order. In practice, they manage the constraints as an aggregate
and try to find the best compromise in terms of the time needed to execute the
test cases. Keeping this process manual in CI is paradoxical, since every activity
should, in principle, be automated.

Regression testing [8], i.e. the repeated testing of systems after changes were
made, in CI covers a broad area of research works, including automatic test
case generation [9], test suite prioritization and test suite reduction [4]. There,
the idea of controlling the time taken by optimization processes in test suite
prioritization is not new [10]. In test suite prioritization, [11] proposed to use
time-aware genetic algorithms to optimize the order in which to execute the
test cases. Zhang et al. further refined this approach in [12] by using integer
linear programming. On-demand test suite reduction [13] also exploits integer
linear programming for preserving the fault-detection capability of a test suite
while performing test suite reduction. Cost-aware methods are also available for
selecting minimal subsets of test cases covering a number of requirements [14,
15]. All these approaches participate in a general effort to better control the time
allocated to the optimization algorithms when they are used in CI processes.
Note however that test suite execution scheduling is different to prioritization or
reduction as it deals with the notion of scheduling in time the execution of all
test cases, without paying attention to any prioritization or reduction.

Scheduling problems have been studied in other contexts for decades and
an extensive body of research exists on resource-constrained approaches. The
scheduling domain is divided into distinct areas such as process execution
scheduling in operating systems and scheduling of workforces in a construction
project. The scheduling problem of this paper belongs to a scheduling category
named resource-constrained project scheduling problem (RCPSP; see [16, 17,
18] for an extensive overview). RCPSP is concerned with finding schedules for
resource-consuming tasks with precedence constraints in a fixed time horizon,
such that the makespan is minimized [18]. From the angle of RCPSP, global
resources can be expressed as renewable resources which are available with exactly
one unit per timestep and can therefore only be consumed by a single job per
timestep.
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RCPSP has been addressed by both exact methods [19, 20, 21, 22], as
well as heuristic methods [23, 24]. Due to the vast amount of literature, we
will focus on CP/OR-methods most closely related to the work of this paper.
The clear trend in both CP and OR is to solve such problems with hybrid
approaches, like, for instance, the work by Schutt et al. [25] or Beck et al. [26].
Furthermore, disjunctive scheduling problems, a subfamily of RCPSP addressing
unary resources (in our terms global resources), have been effectively solved, e.g.
by lazy clause generation [27].

RCPSP is considered to be a generalization of machine scheduling problems
where job shop scheduling (JSS) is one of the best known [28]. JSS is the
special case of RCPSP where each operation uses exactly one resource, and
FJSS (flexible job shop scheduling) further extends JSS such that each operation
can be processed on any machine from a given set. The FJSS is known to be
NP-hard [29].

While OTS is closely related to FJSS, and efficient approaches to FJSS are
known [22, 30], there are some differences. First, in OTS, execution times are
machine-independent. Second, each job in OTS consists of only one operation,
while in FJSS one job can contain several operations, where there are precedences
between the operations. Finally, some operations additionally require exclusive
access to a global resource, preventing overlap with other operations.

3 Problem Modeling

This section contains a formal definition of the OTS problem for test suite
execution on multiple machines with resource constraints. Based on this
definition, we propose a constraint optimization model using Cumulatives
global constraint.

3.1 Optimal Test Case Execution Scheduling

Optimal test case scheduling2 (OTS) is an optimization problem (T ,G,M, d, g, f),
where T is a set of n test cases along with a function d : T −→ N giving each test
case a duration di; a set of global resources G along with a function g : T −→ 2G
that describes which resources are used by each test case; and a set of machinesM
and a function f : T −→ 2M that assigns to each test case a subset of machines
on which the test case can be executed. The function d is usually obtained by
measuring the execution time of each test case in previous test campaigns and
by over-approximating each duration to account for small variations between
the different execution machines. OTS is the optimization problem of finding an
execution ordering and assignment of all test cases to machines, such that each
test case is executed once, no global resource is used by two test cases at the
same time, and the overall test execution time, Tt, is minimized. We define Tt as
the time needed to compute the schedule (Ts) plus the time needed to execute
the schedule (C∗), Tt = Ts + C∗. Machine assignment and test case execution

2OTS was part of the Industrial Modelling Competition at CP 2015.
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ordering can be described either by a time-discretized table containing a line
per machine or a starting time for each test case and its assignment to a given
machine.

The problem addressed in this paper aims to execute each test case once
while minimizing the total duration of the execution of the test cases. That is,
to find an assignment a : T −→M and an execution order for each machine to
run its test cases.

In its basic version, the OTS problem includes the following constraints:
Disjunctive scheduling: Two test cases cannot be executed at the same time
on a single machine.
Non-preemptive scheduling: The execution of a test case cannot be
temporarily interrupted to execute another test case on the same machine.
Non-shared resources: When a test case uses a global resource, no other test
case needing this resource can be executed at the same time.
Machine-independent execution time: The execution time of a test case is
assumed to be independent of the executing machine. This is reasonable for test
cases in which the time is dominated by external physical factors such as a robot’s
motion, the opening of a valve, or sending an Ethernet frame. Such test cases
typically have execution times that are uncorrelated with machine performance.
In any case, a sufficient over-approximation will satisfy the assumption.
There are cases where OTS can be trivially solved, e.g. with only one machine
executing all test cases in sequence. Indeed, the global execution time remains
unchanged, whatever the execution order. Similarly, when there are no global
resources and when test cases can be executed on any available machine, then
simply allocating the longest test cases first to the available execution machine
easily calculates a best-effort solution.
Example Considering the test suite in Table B.1, we present a small example.
Let T be the test cases {1, . . . , 10}, G be the global resources {1, 2}, andM be
the machines {1, 2, 3}. The machines on which each test case in T can run is
given in Table B.1. This table can be extracted by analyzing the test scripts
or querying the test management. By sharing the same resource 1, test cases
2, 3, 4 cannot be executed at the same time, even if their execution is scheduled
on different machines. Since test case 7 can only be executed on machine 1, test
case 8 on machine 2, test case 9 on machine 3, and test case 10 on machines 1 or
3, we have to solve a complex scheduling problem. One possible optimal schedule
is given in Figure B.1, where the time needed to execute the test campaign is
C∗ = 11. For this small problem the solving time, Ts, can be assumed to be
very short, so the total execution time will be Tt ≈ C∗.

3.2 The CUMULATIVES Global Constraint

The Cumulatives global constraint [7] is a powerful tool for modeling cumulative
scheduling of multiple operations on multiple machines, where each operation
can be set up to consume a given amount of a resources, and each machine can
be set up to provide a given amount of resources.
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Table B.1: Test suite for example.

Test Duration Executable on Use of global resource

1 2 1, 2, 3 -
2 4 1, 2, 3 1
3 3 1, 2, 3 1
4 4 1, 2, 3 1
5 3 1, 2, 3 -
6 2 1, 2, 3 -
7 1 1 -
8 2 2 -
9 3 3 -
10 5 1, 3 2

t

1 2 3 4 5 6 7 8 9 10 11 12

m. 1
m. 2
m. 3

test 1 test 7 test 2(res. 1) test 3(res. 1)
test 4(res. 1) test 5 test 6 test 8
test 9 test 10(res. 2)

C∗

Figure B.1: An optimal solution to the scheduling problem given in Table B.1.
Test cases in light gray require exclusive access to a global resource.

Cumulatives([O1, . . . , On], [c1, . . . , cp])3 constrains n operations on p ma-
chines such that the total resource consumption on each machine j does not
exceed the given threshold cj at any time [31]. An operation Oi is typically
represented by a tuple (Si, di, Ei, ri,Mi)4 where Si (resp. Ei) is a variable that
denotes the starting (resp. ending) instant of the operation, di is a constant
representing the total duration of the operation, ri is a constant representing
the amount of resource used by the operation. Si, Ei and Mi are bounded
integer variables. Si and Ei have the domains esti . . . leti, where esti denotes
the operation’s earliest starting time and leti denotes its latest ending time and
leti ≥ esti + di. Mi is bounded by the number of machines available, that is
1, . . . , p. By reducing the domain of Mi it is possible to force a specific operation
to be assigned to only a subset of the available machines, or even to one specific
machine. It is worth noting that this formalization implicitly uses discrete time
instants. Indeed, since esti and leti are integers, a function associating each time
instant to the current executed operations can automatically be constructed.
Formally, if h represents an instant in time, we have:

rhi =
{
ri if Si ≤ h < Si + di
0 otherwise

3In [7] an additional third argument to Cumulatives, Op ∈ {≤,≥} is defined. We omit it
throughout our work and always set Op =≤.

4Throughout the paper, lower-case characters are used to represent constants and upper-
case characters are used to represent variables.
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Cumulatives holds if and only if, for every operation Oi, Si + di = Ei, and, for
all machines k and instants h,

∑
i|Mi=k r

h
i ≤ ck. In fact, Cumulatives captures

a disjunctive relation between different scenarios and applies deductive reasoning
to the possible values in the domains of its variables. This constraint provides a
cost-effective process for pruning the search space of some impossible schedules.

3.3 Modeling Test Case Execution Scheduling

This section shows how the Cumulatives constraint can be used to model a
schedule. In this small example, we disregard the use of global resources, and
the constraints that some operations can only be executed on a subset of the
available machines, since that will be covered in Section 3.4. By the schedule
in Figure B.1, we have ten operations O = {O1, . . . , O10} and three available
machines. By encoding the data from Table B.1, we get O1 = (S1, 2, E1, 1,M1),
O2 = (S2, 4, E2, 1,M2) . . ., O10 = (S10, 5, E10, 1,M10), c1 = 1, c2 = 1, c3 = 1.
Note that each operation has a resource consumption of one and all three
machines have a resource capacity of one. This implies that one machine can
only execute one operation at a time. Here, a resource refers to an execution
machine and not to a global resource.

3.4 Introducing Global Resources

As mentioned above, global resources corresponding to physical equipment such
as valves, air sensors, measurement instruments, or network devices, have limited
and exclusive access. To avoid concurrent access from two test cases, additional
constraints are introduced. Note that global resources must not be confused
with the resource consumption or resource bounds of operations and machines.

The Cumulatives constraint does not support native modelling of these
global resources without additional, user-defined constraints. However, there
are ways to model exclusive access to such global resources by means of further
constraints. The naive approach to prevent two operations from overlapping
is to consider constraints over the start and stop time of the operations. For
instance, if O1 and O2 both require exclusive access to a global resource, then
the constraint E1 ≤ S2 ∨ E2 ≤ S1 can be added. A less naive approach is to
use a Disjunctive(Ok) constraint per global resource k, where Ok is the set of
tasks that require that global resource, and Disjunctive prevents any pair of
tasks from overlapping.

Referring to the example in Figure B.1, there are ten operations to be
scheduled on three machines, and two global resources, 1 and 2. The basic
scheduling constraint is set up as explained in Section 3.3. Yet another way to
model the global resources is to treat each resource as a new quasi-machine 1′
corresponding to c1′ = 1 and 2′ corresponding to c2′ = 1. For each operation
requiring a global resource, we create a “mirrored” operation of the corresponding
quasi-machine: O′1 = {O′2, O′3, O′4} and O′2 = {O′10}. Finally, we can express the
schedule with a single constraint: Cumulatives(O∪O′1∪O′2, [c1, c2, c3, c1′ , c2′ ]).
For each operation in O′1 and O′2 we also reuse the same domain variables for
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t

1 2 3 4 5 6 7 8 9 10 11 12

m. 1
m. 2
m. 3

m. 1′
m. 2′

test 1 test 7 test 2(res. 1) test 3(res. 1)
test 4(res. 1) test 5 test 6 test 8
test 9 test 10(res. 2)

test 2′(res. 1) test 3′(res. 1)test 4′(res. 1)
test 10′(res. 2)

Figure B.2: Modeling global resources by creating quasi-machines and
Cumulatives

start-time, duration and end-time. The operation O4 will be forced to have the
same start-/end-time as O′4, while they are scheduled on two different machines
2 and 1′.

4 The TC-Sched Method

This section describes our method, TC-Sched, to solve the OTS problem. It
is a time-constrained cumulative scheduling technique, as 1) it allows to keep
fine-grained control over the time allocated to the constraint solving process
(i.e., time-constrained), 2) it encodes exclusive resource use with constraints
(i.e., constraint-based), and 3) it solves the problem by using the Cumulatives
constraint. The TC-Sched method is composed of three elements, namely,
the constraint model described in Section 4.1, the search procedure described
in Section 4.2, and the time-constrained minimization process described in
Section 4.3.

4.1 Constraint Model

We encode the OTS problem with one Cumulatives(O, C) constraint, one
Disjunctive(Ok) constraint per global resource k, using the second scheme
from Section 3.4, and a search procedure able to find an optimal schedule
among many feasible schedules. Each test case i is encoded as an operation
(Si, di, Ei, 1,Mi) as explained in Section 3.2. O is simply the array of all such
operations and C is an array of 1s of length equal to the number of machines.
Suppose that there are three execution machines numbered 1, 2, and 3; then,
to say that test i can be executed on any machine, we just add the domain
constraint Mi ∈ {1, 2, 3}, whereas to say that test i can only be executed on
machine 1, we replace Mi by 1. Finally, to complete the model, we introduce
the variable MakeSpan representing the completion time of the entire schedule
and seek to minimize it. MakeSpan is lower bounded by the ending time of each

62



The TC-Sched Method

individual test case. The generic model is captured by:

Cumulatives(O, C)∧
∀ global resource k : Disjunctive(Ok)∧
∀ 1 ≤ i ≤ n : Mi ∈ f(i)∧
∀ 1 ≤ i ≤ n : Ei ≤ MakeSpan ∧
Label(Minimize(MakeSpan), [S1,M1, . . . , Sn,Mn])

(B.1)

Note that the ending times depend functionally on the starting times. Thus, a
solution to the OTS problem can be obtained by searching among the starting
times and the assignment of test cases to execution machines.

4.2 Search Procedure

Our search procedure is called test case duration splitting, and is a branch-and-
bound search that seeks to minimize the Makespan. The procedure makes two
passes over the set of test cases. A key idea is to allocate the most demanding
test cases first. To this end, the test cases are initially sorted by decreasing ri
where ri is the number of global resources used by test case i, breaking ties by
choosing the test case with the longest duration di.

In Phase 1, two actions are performed on each test case. First, in order to
avoid a large branching factor in the choice of start time and to effectively fix
the relative order among the tasks on the same machine or resource, we split
the domain of the start variable, forcing an obligatory part of the corresponding
task, as described in [32, Section 3.6]. Next, in order to balance the load on the
machines, we choose machines in round-robin fashion. These two choices are of
course backtrackable, to ensure completeness of the search procedure.

Note that at the end of Phase 1, the constraint system effectively forms a
directed acyclic graph where every node is a task and every arc is a precedence
constraint induced by the relative order. It is well known that such constraint
systems can be solved without search by topologically sorting the start variables
and assigning each of them to its minimal value. This is Phase 2 of the search.

In this procedure, the load-balancing component has shown to be particularly
effective in a CI context and makes the first solution found a good compromise
between solving and execution time of the schedule, which is one of the key
factors in CI. Our preliminary experiments concluded, that the presented strategy
provided the best compromise between cost and solution quality. Furthermore,
we tried a more precise but costlier load-balancing scheme, but it did not
significantly improve the quality. We also tried to sort the tests by decreasing
di · (ri + 1), which did not significantly improve the quality, either.

4.3 Time-constrained Minimization

The third necessary ingredient of the TC-Sched method is to perform branch-
and-bound search under a time contract. That is, to settle on the schedule with
the shortest MakeSpan found when the time contract ends. When the number
of test cases grows to be several hundred, finding a globally optimal schedule

63



B. Time-aware Test Case Execution Scheduling for Cyber-Physical Systems

TC-Sched Test case
execution

Repository

m1

mm

Figure B.3: Integration of TC-Sched into a CI process. The test case schedule
solved by TC-Sched is transmitted for execution to the machines in the machine
pool, M. The results including actual test case durations are then feed back
into the repository.

may become an intractable problem5, but in practical applications it is often
sufficient to find a “best-effort” solution. This leads to the important question
to select the most appropriate contract of time for the minimization process, as
the time used to optimize the schedule is not available to actually execute the
schedule. We address this question in the experimental evaluation.

5 Implementation and Exploitation

This section details our implementation of the TC-Sched method and its insertion
into CI. We implemented the TC-Sched method in SICStus Prolog [34]. The
Cumulatives constraint is available as part of the clpfd library [31]. The
clpfd library also provides an implementation of the time-constrained branch-
and-bound with the option to express individual search strategy (see Section 4.2).
Using clpfd, a generic constraint model for the TC-Sched method is designed,
which takes an OTS problem as input and returns an (quasi-)optimal schedule.

Since TC-Sched is designed to run as part of a CI process, we describe
how it can be integrated within the CI environment. Because CI environments
change and test cases and agents are constantly added or removed, TC-Sched
has to be provided with a list of test cases and available machines at runtime.
Furthermore, an estimation of the test case durations on the available agents
has to be provided. This can either be gathered from historical execution data
and then (over-)estimated to account for differences in execution machines, or,
for some kinds to test suites, they are fixed and can be precisely given [35], e.g.
for robotic applications where the duration is determined by the movement of
the robot.

A test campaign in a CI cycle is typically initiated upon a successful build
of the software being tested. As a first step, all machines available for test
execution are identified and updated with the newly built software. Then, TC-
Sched takes as input the test cases of the test campaign and the previous test
case execution times from the storage repository. After TC-Sched calculated an

5The general cumulative scheduling problem is known to be NP-hard [33].
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optimal schedule, that schedule is handed over to a dedicated dispatch server
which is responsible for distributing the test cases to the physical machines and
the actual execution. Finally, after the test execution finished, the overall result
of the test campaign is reported back to the users and the storage repository
is updated with the latest test case execution times. Of course, minimizing
the round-trip time leads to earlier notifications of the developers in case the
software system fails and helps to improve the development cycle in CI.

6 Experimental Evaluation

This section presents our findings from the experimental evaluation of TC-Sched.
To this end, we address the following three research questions:
RQ1: How does the first solution provided by TC-Sched compare with simpler
scheduling methods in terms of schedule execution time? This research question
states the crucial question of whether using complex constraint optimization is
useful despite simpler approaches being available at almost no cost to implement.
RQ2: For TC-Sched, will an increased investment in the solving time in TC-
Sched reduce the overall time of a CI cycle? This question is about finding the
most appropriate trade-off between the solving time and the execution time of
the test campaign in the proposed approach.
RQ3: In addition to random OTS problem instances, can TC-Sched efficiently
and effectively handle industrial case studies? These cases can lead to structured
problems which exhibit very different properties than random instances.

All experiments were performed on a 2.7 GHz Intel Core i7 processor with
16 GB RAM, running SICStus Prolog 4.3.5 on a Linux operating system.

6.1 Experimental Artifacts

To answer RQ1, we implemented two scheduling methods, referred to as the
random method and the greedy method.

The random method works as follows: It first picks a test case at random
and then picks a machine at random such that no resource constraint is violated.
Finally, the test case is assigned the lowest possible starting time on the selected
machine. The greedy method is more advanced. At first, it assigns test cases
by decreasing resource demands. Afterwards, test cases without any resource
demands are assigned to the remaining machines. For each assignment, the
machine that can provide the earliest starting time is selected. Note that none
of the two methods can backtrack to improve upon the initial solution.

The reason we have chosen to compare with these two methods is threefold:
1) As explained in Section 2, we are not aware of any previously published work
related to test case execution scheduling, which means that there is no baseline
to compare against; 2) From cooperation with our industrial partners, we know
that this is, in the best case, the industrial state of the art (i.e., non-optimal
schedules computed manually); 3) We manually checked the results on simple
schedules and found them to be satisfactory, so they are a suitable comparison.
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Table B.2: Randomly generated test suites.

# of tests 20 30 40 50 100 500

#
m
ac
hi
ne

s 100 - - - - - TS11
50 - - - - TS8 TS12
20 - TS2 TS4 TS6 TS9 TS13
10 TS1 TS3 TS5 TS7 TS10 TS14

To answer our research questions, we have considered randomly generated
benchmarks and industrial case studies. Although there are benchmark test suites
for both JSS and FJSS, e.g., [36] or [29], they cannot be used as a comparison
baseline. Furthermore, as our method approaches testing applications, a thorough
evaluation on data from the target domain is justifiable.

We generated a benchmark library containing 840 OTS instances6. The
library is structured by data collected from three different real-world test suites,
provided by our industrial partners: a test suite for video conferencing systems
(VCS) [38], a test suite for integrated painting systems (IPS) [35], and a test
suite for a mobile application called TV-everywhere.

VCS is a test suite for testing commercial video conferencing systems,
developed by CISCO Systems, Norway. It contains 132 test cases and 74
machines. The duration of test cases varies from 13 seconds to 4 hours, where
the vast majority has a duration between 100 s and 800 s. The IPS test suite
aims at testing a distributed paint control system for complex industrial robots,
developed at ABB Robotics, Norway. It contains 33 test cases, with duration
ranging from 1 s to 780 s, and 16 distinct machines. There are two global
resources for this test suite, an airflow meter and a simulator for an optical
encoder. TV-everywhere is a mobile application that allows users to watch TV
on tablets, smart phones, and laptops. Its test suite only contains manual test
cases, but, in our benchmark, it serves as a useful example of a test suite with a
large number of constraints limiting the number of possible machines for each
test case.

Based on data from the three industrial test suites, we composed 14 groups
of test suites, denoted TS1-TS14, with randomized assignments of test cases to
machines and exclusive usages of global resources. Let |T | be the number of test
cases, and |M | be the number of machines, and |R| = {3, 5, 10} be the number of
resources. Table B.2 gives an overview of the groups of test suites. For test suite
TSx, we write TSxR3, TSxR5, or TSxR10 to indicate the number of resources.

For each of the 14 · 3 variants, we generated 20 random test suites. The
duration of each test case was chosen randomly between 1 s and 800 s, and
each test case had a 30% chance of using a global resource. The number of
resources was chosen randomly between 1 and |R|. A total of 80% of the tests
were considered to be executable on all machines, while the remaining 20%
were executable on a smaller subset of machines. For these tests, the number

6All generated instances are available in CSPLib, a library of test problems for constraint
solvers [37]
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Figure B.4: The differences in schedule execution times produced by the different
methods for test suites TS1–TS14, with greedy as the baseline of 100%. The
blue is the difference between the first solution C∗f and greedy and the red shows
the difference between the final solution C∗l and greedy.

of machines on which each test case could be executed was selected randomly
between 1% and 40% of the number of available machines. This means that a
test case was executable either on all machines (part of the 80% group) or only
on at most 40% of the machines. In total, we generated 14 · 3 · 20 = 840 different
test suites.

6.2 RQ1: How does TC-Sched compare with simpler scheduling?

To compare our TC-Sched method with the greedy and random methods, we
recorded the first solution, C∗f , found by TC-Sched. We also recorded the last
solution, C∗l . This is either a proved optimal solution, or the best solution found
after 5 minutes of solving time. For each of the 840 test suites, we computed
the differences between the random and greedy, C∗f and greedy, and C∗l and
greedy, where greedy is the baseline of 100%. The results show that random is
30%-60% worse than greedy, which means that random can clearly be discarded
from further analysis. Our findings are summarized in Figure B.4, showing the
difference between TC-Sched and greedy. For all test suites but the hardest
subset of TS1 and some instances of TS2, C∗f is better than greedy. We also
observe that for larger test suites, i.e., TS11-TS14, there is only a marginal
difference between C∗f and C∗l . Hence, running the solver for a longer time has
only little benefit.

Furthermore, to evaluate the effectiveness of the test case duration splitting
search strategy, we compared it to standard strategies available in SICStus
Prolog’s clpfd with the same constraint model on the test suites TS1 and
TS14. The search first enumerates on the machine assignments increasingly, i.e.
without load-balancing, and afterwards assigns end times via domain splitting by
bisecting the domain, starting from the earliest end times. As variable selection
strategies, we tested both the default setting, selecting the leftmost variable, and
a first-fail strategy, selecting the variable with the smallest domain. Additionally,
we tried sorting the variables by decreasing resource usage.
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All variants of the standard searches performed substantially worse than
test case duration splitting, with first-fail search on sorted variables being the
best. After finding an initial solution, further improvements are rare and the
makespan of the final solution is in average 4 times larger compared to using
test case duration splitting with the same time contract of 5 minutes.

6.3 RQ2: Will longer solving time reduce the total execution
time?

RQ2 aims at finding an appropriate trade-off between the time spent in solving
the constraint model, Ts, and the time spent in executing the schedule, C∗. As
mentioned in Section 1, the round-trip time is critical in CI and has to be kept
low. It is therefore crucial to determine the most appropriate timeout for the
constraint optimizer. The ultimate goal being to generate a schedule which is
quasi-optimal w.r.t. total execution time, Tt = Ts + C∗.

As mentioned above, TC-Sched can be given a time-contract for finding
a quasi-optimal solution when minimizing the execution time of the schedule.
More precisely, with this time-constrained process four outcomes are possible.
No solution with proof : TC-Sched proves that the OTS problem has no
solution due to unsatisfiable constraints.
No solution without proof : TC-Sched was not able to find a solution within
the given time. Thus, there could be a solution, but it has not been found.
Quasi-optimal solution: At the end of the time-contract, a solution is returned,
but TC-Sched was interrupted while trying to prove its optimality. Such a best-
effort solution is usually sufficient in the examined industrial settings.
Optimal solution: Before the end of the time-contract, TC-Sched returns an
optimal solution along with its proof. This is obviously the most desired result.

Each solution i generated by TC-Sched can be represented by a tuple (C∗i , Ts,i)
where C∗i is the makespan of solution i and Ts,i is the time the solver spent
finding solution i. The goal of RQ2 is to find the value of Ts,i that minimizes
(C∗i + Ts,i),∀ i and use this value as the time-contract.

To answer RQ2, we executed TC-Sched on all 840 test suites, with a time-
contract of 5 minutes. During this process, we recorded all intermediate search
results to calculate the optimal value of Ts for each test suite.

Figure B.5 shows the distribution in solving time for the first solution found
by TC-Sched, the last solution and also how the optimal value of Ts is distributed.
For the group of 600 test suites containing up to 100 test cases (TS1-TS10), the
results show that a solution that minimizes the total execution time, noted Tt,
is found in Ts < 5 s for 96.8 % of the test suites. If we extend the search time to
Ts < 10 s, the number grows to 98 % of the test suites. For this group, the worst
case optimal solving time was Ts = 122.3 s. We see that a solution is always
found in less than 0.1 s. For the group of 240 test suites containing 500 test
cases (TS11-TS14), the results show that a solution that minimizes Tt is found
in Ts < 120 s for 97.5 % of the test suites. A solution minimizing Tt is found in
less than 240 s for all test suites, except one instance with Tt = 264 s.
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Figure B.5: The black boxes show the distribution in solving time, Ts, for the
first solution found by TC-Sched. The blue boxes show the distribution in Ts
where the total execution time, Tt, is optimal. Finally, the red boxes show the
distribution in Ts for the last solution found by TC-Sched, which can be the
optimal value or the last value found before timeout. The timeout was set to
5min.

An increased investment in the solving part does not seem to necessarily
pay off if one considers the total execution time. The reported experiments give
hints to evaluate and select the optimal test contract for the solving part.

6.4 RQ3: Can TC-Sched efficiently solve industrial OTS
problems?

To answer RQ3, we consider two of the three industrial case studies, namely,
IPS and VCS. These case studies are composed of automated test scripts, which
makes the application of the TC-Sched method especially pertinent.

In both case studies, the guaranteed optimal solution is already found as
the first solution in less than 200 ms. This avoids the necessity to compromise
between C∗ and Ts for these industrial applications.

When applying TC-Sched to the IPS test suite, we find the optimal solution,
C∗ = 780 s, at Ts = 10 ms. For the VCS test suite, the optimal solution,
C∗ = 14637 s is found at Ts = 160 ms.

In summary, TC-Sched can easily be applied to both VCS and IPS, and in
both cases, the best result is achieved when C∗ is minimized and Ts is neglected.

7 Conclusion

This paper introduced TC-Sched, a time-aware method for solving the optimal
test suite scheduling (OTS) problem, where test cases can be executed on
multiple execution machines with non-shareable global resources. TC-Sched
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exploits the Cumulatives global constraint and a time-aware minimization
process, and a dedicated search strategy, called test case duration splitting. To
our knowledge, the OTS problem is rigorously formalized for the first time and
a method is proposed to solve it in CI applications. An experimental evaluation
performed over 840 generated test suites revealed that TC-Sched outperforms
simple scheduling methods w.r.t. total execution time. More specifically, we
showed that automatic optimal scheduling of 500 test cases over 100 machines
is reachable in less than 4 minutes for 99.5% instances of the problem. By
considering trade-offs between the solving time and the total execution time, the
evaluation allowed us to find the best compromise to allocate time-contracts to
the solving process. Finally, by using TC-Sched with two industrial test suites,
we demonstrated that finding the guaranteed optimal test execution time is
possible and that TC-Sched can effectively solve the OTS problem in practice.

Further work includes consideration of test case priorities, non-unitary
shareable global resources, as well as explicit symmetry breaking in the model.
Additional evaluation and comparison against heuristic methods, such as
evolutionary algorithms, or Mixed-Integer Linear Programming could extend
the presented work and support the integration of TC-Sched in practical CI
processes.
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III

Abstract

Multi-cycle assignment problems address scenarios where a series of general
assignment problems has to be solved sequentially. Subsequent cycles
can differ from previous ones due to changing availability or creation
of tasks and agents, which makes an upfront static schedule infeasible
and introduces uncertainty in the task-agent assignment process. We
consider the setting where, besides profit maximization, it is also desired
to maintain diverse assignments for tasks and agents, such that all tasks
have been assigned to all agents over subsequent cycles. This problem
of multi-cycle assignment with rotational diversity is approached in two
sub-problems: The outer problem which augments the original profit
maximization objective with additional information about the state of
rotational diversity while the inner problem solves the adjusted general
assignment problem in a single execution of the model. We discuss
strategies to augment the profit values and evaluate them experimentally.
The method’s efficacy is shown in three case studies: multi-cycle variants
of the multiple knapsack and the multiple subset sum problems, and a
real-world case study on the test case selection and assignment problem
from the software engineering domain.
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C. Multi-Cycle Assignment Problems with Rotational Diversity

1 Introduction

General assignment problems are well-studied in artificial intelligence and can
be solved efficiently. Their goal is to assign a set of weighted tasks to a set
of agents, such that capacity constraints are satisfied and a profit function is
maximized. These problems are relevant in a broad context, of which many
consider some form of rotation. In aircraft rotation [1] or machine scheduling [2],
rotation mechanisms allow to keep maintenance schedules or optimize usage
patterns of machinery. In nurse rostering [3, 4] and workforce scheduling [5, 6],
rotation is relevant to avoid boredom, fatigue and prolonged high workloads
or to cover a constrained shift system. It is not always possible to address
such scheduling requirements upfront, albeit for personnel availability due to
vacations and sickness leaves, changing demand patterns, or short-term planning
horizons for other reasons. Conclusively, it can be necessary to include rotation
mechanisms in scenarios of iterative and recurring planning due to problem
constraints and requirements.

This paper addresses multi-cycle assignment problems, where there is
uncertainty regarding the availability of tasks and agents, under the additional
goal to rotate assignments from tasks to agents over successive cycles. Tasks
and agents can be unavailable for one or several cycles without previous notice
or information about their next availability. We refer to the subsequent diverse
assignments as rotational diversity. A full example of the problem and our
solution is given in Section 4.1.

It should be noted, that this work defines rotational diversity in a temporal
manner. That is, the solution to multiple subsequent instances of a problem has
to differ in the assignments made. This is different from the notion of solution
diversity, where it is desirable to find multiple distinctly diverse solutions to one
instance of a problem [7, 8, 9, 10].

We develop an method, that combines profits and affinities, a metric to
describe the state of rotation, into a single optimization criterion. Solving this
model incrementally, that is, at each cycle, allows to control rotational diversity.
A central component for this control is the strategy, that defines how profits and
affinities are combined. Processwise, the method is split into two sub-problems:
The outer problem which augments the original profit maximization objective
with additional information about the state of rotational diversity, while the inner
problem solves the adjusted general assignment problem in a single execution of
the solver for the assignment problem.

Part of the technical contribution is the presentation of five strategies for
this combination of values. All of these strategies can be further combined with
a Limited Assignment extension, that restricts the possible assignments between
tasks and agents with the goal to more rigorously enforce the solver to produce
diverse solutions. Using Limited Assignment increases the ability to maintain
rotational diversity, but with a trade-off in profit.

As part of the experimental evaluation, three case studies are considered.
The first case study is a multi-cycle extension of the multiple knapsack problem,
and in the second, the multiple subset sum problem is considered in a multi-cycle
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environment (MCMSSP). The third case study is a real-world case study of test
case selection and assignment problem (TCSA), originating from the software
engineering domain. Our results show that in all case studies rotational diversity
can be effectively maintained by the introduced method, while sacrificing only a
small percentage of the original goal of profit maximization, e.g. less than 4%
in TCSA.

In previous work [11], we introduced the problem of rotational diversity
in multi-cycle assignment problems and presented initial strategies to address
the problem for the first time. This paper builds upon the existing results
with additional insights and explanations, as well as an extended experimental
evaluation. We furthermore introduce the Limited Assignment, which enforces
diversity through manipulating the compatibility between tasks and agents.
This extended strategy can be combined with any of the previous approaches
and shows to be effective to further improve the rotational diversity in our
experiments.

The remainder of this paper is structured as follows: Section 2 gives an
overview on the related work in the area of general assignment problems,
assignments under uncertainty and alternative approaches to our method, then
Section 3 introduces and formalizes the problem of multi-cycle assignment with
rotational diversity. Our method to approach rotational diversity is presented in
Section 4 along with the six evaluated strategies. In Section 5, we perform an
experimental evaluation on two case studies before concluding the paper with a
final discussion in Section 6.

2 Related Work

The general multi-cycle assignment problem is a variant of the General
Assignment Problem (GAP) [12, 13, 14]. A set of tasks, each associated with a
profit and a weight, has to be assigned to a set of agents with limited capacity.
The goal is to maximize (or minimize) the summed profits of the assigned
tasks, while the weights do not exceed the agent capacities. Not all tasks are
mandatory to be assigned. Profits and weights can vary between agents. The
classical assignment problem formulates a cost minimization objective, although
maximization, which we use throughout this work, is also commonly found in
problem variants.

In this paper, we formulate rotational diversity in terms of the broad class of
general assignment problems, as our contribution is steered towards the general
rotation mechanism. The closest problem variant is the group of knapsack
problems. One or multiple agents have to be filled in to maximize the value of the
selected tasks [15]. A multi-cycle knapsack variant is presented in [16], although
only the unassigned items from previous cycles are available in subsequent cycles.

Assignment rotation is found in job rotation scheduling [6]. Here, a common
goal is to find schedules and work assignments for humans to avoid fatigue,
boredom [17] or accidents [18], or to evenly distribute shifts to personnel [19, 20].
This is often solved by a fixed schedule, where the assignment between workers and
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their tasks frequently changes. While there is existing work on repairing schedules
in case of disruptions or stochastic elements [21], for example in the application
of university timetabling [22] or repair scheduling [23], these approaches require
a defined planning horizon with one, possibly large, optimization problem in
the beginning and a number of follow-up problems in case of disruptions. A
specific application is further scheduling and assignment under the awareness of
uncertainties within the given data [24], especially for varying task durations
or weights, which can be addressed by robust local search [25] or stochastic
optimization models [26]. In our approach, we solve subsequent assignment
problem without a fixed planning horizon. That is, we do not fix one assignment
over multiple cycles, but have to repeatedly create individual assignments
at each cycle due to changing availability of agents and tasks. In relation
to the terminology introduced in [21], our presented method is a progressive
technique, where each part of the overall schedule is created sequentially at each
cycle. However, their framework and terminology addresses the ability to repair
schedules under uncertainty and does not include the desire to actively introduce
diversity in the assignments between each time-step or cycle.

Opposite to diverse rotations is the concept of persistence in robust
optimization [27, 28]. Persistence [27, 29] considers finding stable assignments
during optimization, such that improvements in the solution objective only cause
small changes in the variable assignment of the solution. By maximizing the
affinity between tasks and agents, we can adjust the presented method to support
persistent instead of diverse assignments in subsequent iterations of a problem
using similar techniques. We note that the concept of affinity, which we introduce
in Section 3.1, can be transferred to multi-cycle problems with persistence.

Fair allocations, which maximize a social welfare function, are considered
in game theory research. Mechanisms for the resource distribution include
combinatorial auctions and exchanges [30, 31]. Both have shown to result in a
balanced and fair distribution of resources, although it is complex to determine
which resources to offer in an auction or exchange and who is the resulting
winner [32]. Recent works further discuss aspects of repeated matching between
tasks and agents, under consideration of dynamic preferences and fairness [33],
or repeated matching of previously unmatched tasks [34]. Because combinatorial
auctions and exchanges can be decentralized, these techniques are commonly
used for resource allocation in multi-agent systems [35, 36].

In this work, we do not directly solve the GAP, but instrument a general
solver to maintain a fair distribution of tasks to agents. An alternative is a
system where agents exchange tasks among them to achieve rotation. However,
preliminary experiments showed this approach to be inferior to the one presented.
The evaluated exchange model first focused on profits only, and afterwards aimed
for a fair rotation by allowing one-task exchanges between agents. It showed that
a high-quality GAP solution limits the number of choices for one-task exchanges
and only minimal improvements in rotational diversity occur.
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Cycle 1: GAP(T1,A1)

Balance
Profit vs. Rotation

Cycle 2: GAP(T2,A2)

Balance
Profit vs. Rotation

. . .

Cycle k: GAP(Tk,Ak)

Balance
Profit vs. Rotation

. . .

T1

T2

...

Tn1

A1

A2

...

Am1

T1

T2

...

Tn2

A1

A2

...

Am2

T1

T2

...

Tnk

A1

A2

...

Amk

Inner Problem

Outer Problem

Figure C.1: Multi-Cycle Assignment Problem: At each cycle an independent
GAP has to be solved, which includes an optimization objective, e.g. maximizing
the sum of profits of all assigned tasks. The sets of available tasks and agents
can vary between cycle due to different availability.

3 Problem Description

We first introduce the multi-cycle assignment problem as a combination of
two sub-problems, which we further define afterwards. Then, we discuss the
characteristics of the class of general assignment problems at the core of our
approach. Finally, we formulate and discuss the requirements for maintaining
rotational diversity over multiple cycles.

In a multi-cycle assignment problem, every cycle is a distinct planning unit,
because, due to the availability of tasks and agents, planning ahead is not
possible. Therefore, rotational diversity has to be considered at every cycle.
This separates the overall problem into two partial sub-problems (as visualized
in Figure C.1): First, the inner problem is to solve an independent GAP in each
cycle k. The GAP selects a subset of the available tasks while maximizing the
sum of their values.

Second, the outer problem aims to maintain a diverse assignment between
tasks to agents, meaning that the tasks are frequently assigned to all compatible
agents over subsequent cycles. As a mechanism for this balance, we utilize the
affinity between a single task and each agent, and the affinity pressure as a
metric to evaluate the whole set of tasks and agents. The balancing mechanism
between profit optimization and rotation of tasks, is called a strategy.

The inner problem, as well as both the affinity and the affinity pressure will
be further defined and introduced in the following section. As part of our method,
we introduce six strategies for achieving rotational diversity in Section 4.2.
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3.1 Multi-Cycle General Assignment Problem

The general assignment problem, GAP(T k,Ak), receives as inputs the tasks and
agents available at cycle k. The set of agents, Ak, consists of m integers i, each
with a fixed capacity, bi, and the set of tasks, T k, consists of n integers j. Both
sets are given at each cycle and can unpredictably change from cycle k to k + 1.

The relation between a task and an agent has three fixed attributes: both
the profit pij and the weight wij are externally fixed and describe the benefit
respectively the resource demand of task j when assigned to agent i. Each task
further has a set of compatible agents, Ckj , that it can be assigned to.

The affinity aij is not fixed, but changes between cycles. The affinity
numerically describes the preferred assignments from tasks to agents, with higher
values giving a higher preference for a task to be assigned to that agent. It is not
given as a problem input parameter, unlike the profit, weight and compatibility,
but it is determined as part of method to maintain rotational diversity.

Additionally, we refer to values in the context of the optimization objective
of the GAP. Here, the value vij is a combination of profits and affinities, a way
to balance profit- and rotation-oriented assignments. For a standard assignment
problem without affinities, the values equal the profits.

The affinity between a task and an agent, aij , is the number of cycles since
the last assignment of task j to agent i. The affinity quantifies the preference
of a task to be assigned to certain agents during the next cycles. The affinity
pressure is the maximum of all affinities in the set of tasks. Both the affinity
and the affinity pressure will be further discussed after a definition of the inner
assignment problem.

Definition 3.1. Multi-Cycle General Assignment Problem

Maximize
∑
i∈Ak

∑
j∈T k

xijvij (C.1)

subject to
∑
j∈T k

xijwij ≤ bi, ∀ i ∈ Ak (C.2)

∑
i∈Ak

xij ≤ 1, ∀ j ∈ T k (C.3)

with

k : Index of the current cycle
Ak : A set of integers i labeling m agents
T k : A set of integers j labeling n tasks
bi : Capacity of agent i
vij : Value of task j when assigned to agent i (C.4)
wij : Weight of task j on agent i

xij :
{

1 Task j is assigned to agent i ∧ i ∈ Ckj
0 otherwise

(C.5)
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The problem’s objective is to maximize the total sum values of the
assigned tasks (Equation C.1). Each agent can hold multiple tasks up to
its resource limit (Equation C.2) and each task is assigned to at most one
agent (Equation C.3). The assignment of tasks to agents is constrained by
compatibility constraints (Equation C.5), such that each task can only be placed
on a subset of agents.

We state a very general GAP formulation, although our proposed approach is
able to handle different GAP variants. The most important and required proper-
ties of the formulation are: a) the possibility to have different values per task and
agent (Equation C.4), and b) the value maximization objective (Equation C.1).

GAP is NP-hard as it reduces to the NP-hard one-dimensional knapsack
optimization problem [37].

3.2 Rotational Diversity

To maintain rotational diversity, it is necessary to control the affinities between
tasks and agents. As an indicator, the affinity pressure must not grow too high,
which can be avoided by a diverse rotation between tasks and agents.

As part of solving the outer problem, it is necessary to balance profit
maximization and reducing affinities by rotating the assignments from tasks to
agents. Additional complexity stems from the fact, that at each cycle different
sets of agents and tasks are available and the assignment can only take the
current cycle into account.

The optimization in the outer problem could be solved by an exhaustive
search of possible combinations between profits and affinities, such that an
optimal solution can be found. In practice, this is infeasible, as it requires to
solve the computationally expensive inner GAP problem multiple times before
deciding for the final solution.

4 Maintaining Rotational Diversity

The central idea for maintaining rotational diversity is the manipulation of
the values contributing to the objective of the inner assignment problem
(see Figure C.2). This adjustment steers the optimization process towards
an assignment which is balancing profit maximization and making diverse
assignments. The adjustment is made according to a strategy and the state of
the available resources, that is tasks and agents available in the current cycle,
and their affinities.

Before introducing different adjustment strategies, we describe the mechanism
to calculate the affinities and the affinity pressure, and the relevance of their
values.

4.1 Assignment Diversity

To achieve rotation of tasks over agents in subsequent cycles, the cycle-specific
assignment problem needs an incentive to assign a task to a different agent than
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Profits Affinities Values[ p1,1 ··· p1,n

...
. . .

...
pm,1 ··· pm,n

]
©

[ a1,1 ··· a1,n

...
. . .

...
am,1 ··· am,n

]
=
[ v1,1 ··· v1,n

...
. . .

...
vm,1 ··· vm,n

]

Figure C.2: In the outer problem, profits p and affinities a are combined by a
strategy © into single values v. These values are used to optimize the GAP in
the inner problem.

in previous assignments.
This incentive is described by the notion of affinities between tasks and agents,

describing how important an assignment of a task to an agent is to achieve high
rotational diversity. A low affinity value corresponds to a recent assignment from
the task to the agent, whereas a high affinity indicates the necessity to make
this assignment again soon.

The affinities are determined by Affinity Counting.

Definition 4.1. Affinity Counting

akij =


0 if i /∈ Ckj (C.6a)
1 if k = 1 ∨ xk−1

ij = 1 (C.6b)

ak−1
ij + 1 if i ∈ Ak ∧ j ∈ T k (C.6c)

ak−1
ij otherwise (C.6d)

Affinity Counting counts the number of cycles since the last assignment from
task j to agent i, starting from 1 at the first cycle or the last assignment (C.6b).
If a task and agent are incompatible, the affinity is always 0 (C.6a). At cycle k,
the affinity increases for non-selected, but possible assignments in the previous
cycle k − 1 (C.6c)(C.6d).

Naturally, the affinity values increase over time as each task can only be
assigned to one of the compatible agents in each cycle. This growth is anticipated
and acceptable to a certain degree, while at the same time, growing affinities
show the need to make the corresponding assignment soon.

To monitor the overall state of rotational diversity, we define the Affinity
Pressure metric.

Definition 4.2. Affinity Pressure (AP)
The Affinity Pressure is defined per cycle k and task j:

APkj =
∑
i∈Ak akij
|Ckj |

−
|Ckj |+ 1

2

It is the scaled difference between the actual and ideal affinities, as described
below. For the AP calculation, only the task and agents available in that cycle
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are considered. Hence, tasks and agents can be added or completely removed
without affecting the AP values of the remaining tasks.

In an ideal rotation setting, the affinities of a task j form the set { i | 1 ≤
i ≤ |Ckj | }, with its sum being the triangular number 1

2 · |C
k
j | · (|Ckj |+ 1). As the

task is (ideally) assigned in every cycle, the last assignment has affinity 1, the
previous assignment has affinity 2, and so on. With |Ckj | compatible agents, the
longest unassigned task then has affinity |Ckj |.

However, in a practical rotation setting, this perfect rotation is hindered by
non-availability and limited capacities of the agents. To evaluate the state of
rotational diversity, it is, therefore, crucial to consider how long a task has not
been assigned to each agent, but also, from an agent’s perspective, the time it
has not executed certain tasks.

The AP metric is derived from the difference between the sum of current
affinities and the ideal values. For comparability and normalization, it is scaled
by the number of possible agents: 1

|Ck
j
| ·
[∑

i∈Ak akij − 1
2 · |C

k
j | · (|Ckj |+ 1)

]
In this formula, the minuend describes the current affinities relative to the

number of possible agents, the subtrahend the ideal case with fully regular
rotation. A positive excess indicates missed assignments to achieve ideal rotation.
Note that the bottom value of 0 is an ideal value, which in practice is usually
not achievable, due to selection and limited availability of tasks and agents, and
the necessary selection in the GAP assignment problem. During the first |Ckj |
cycles, the AP for a task is negative, as initially all affinities equal 1. After |Ckj |
cycles, the AP is always ≥ 0.

Example. Figure C.3 presents an example of affinities and their development
over four cycles. In the initial cycle 1, all affinities equal 1 (or 0 for incompatible
assignments) and there is no preferred assignment among all possible assignments.

Over the next cycles, tasks T1 and T2 rotate over all compatible agents,
resulting in the AP value 0 for T1 and T3. Task T3 does not rotate, but is
assigned to agent C in two subsequent cycles, which increases the affinity for the
assignment to agent B and raises the AP to 0.5, an indicator for the imbalance of
T3. Note that, in cycle 3, T3 is unavailable, but this does not affect its affinities
in cycle 4.

Theorem 4.3. For any set of tasks T k and agents Ak with constant availability,
if a task j is always assigned to one of the agents for which it has the highest
affinity, a perfect rotation is achieved and the Affinity Pressure is 0.

Proof. With N possible agents, it takes N cycles to assign a task once to every
agent. The affinity is set to 1 after the assignment was made and is increased
by 1 at every cycle. After each assignment was made once, the affinity to the
first assigned agent is N again, the affinity of the second assigned agent is
N − 1, and the affinity of the last assigned agent is 1. The sum of affinities
is
∑
i∈Ak akij =

∑N
i=1 i = 1

2N(N + 1). Using Definition 4.2, and because the
number of available agents is constantly |Ckj | = N , it follows AP = 0.
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A B C AP
T1 1 1 0 -0.5
T2 1 1 1 -1.0
T3 0 1 1 -0.5

(a) Cycle 1

A B C AP
1 2 0 0
2 1 2 -0.3
0 2 1 0

(b) Cycle 2

A B C AP
T1 2 1 0 0
T2 1 2 3 0
T3 0 3 1 0.5

(c) Cycle 3

A B C AP
1 2 0 0
2 3 1 0
0 3 1 0.5

(d) Cycle 4

Figure C.3: Affinities and Affinity Pressure of three tasks T1, T2, T3 and
agents A, B, C over four cycles (Bold: Ideal; Highlighted: Assignment in cycle k;
Strikethrough: Task unavailable)

Algorithm 1 Solving a single cycle of the multi-cycle assignment problem under
consideration of rotational diversity.
1: function ExecuteCycle(T k,Ak)
2: AP k ← Calculate Affinity Pressure AP(T k, Ak)
3: T kV alues ← Strategy(T k, Ak)
4: Assignment← Solve GAP(T kV alues, Ak)
5: T k, Ak ← UpdateAffinity(T k, Ak, Assignment)
6: return T k, Ak, Assignment
7: end function

4.2 Strategies

A central strategy balances profit maximization and diverse assignments, by
controlling the combination of profits and affinities into values. This combination
then steers the focus of the single-objective GAP solver.

The general optimization scheme for a single cycle is shown in Algorithm 1.
First, the state of the system, given by available tasks and agents, and the affinity
pressure are gathered. Second, the task values are derived, and the cycle’s GAP
is solved. Finally, based on the actual assignments, the affinities of the available
tasks are updated. This procedure adds little overhead to a process where no
rotation is considered, as the main computational effort remains in the central
GAP.

The selected strategy remains constant for the whole process, i.e. every cycle
uses the same strategy. It is nevertheless possible for the strategy to be adaptive
and adjust its behaviour according to current state of tasks, agents, and affinities.
At the beginning of every cycle, the strategy calculates the profit values, based
on profits, affinities, and (if required) other information about the current state.
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These values are then taken as parameters in the current cycle’s GAP instance.
In the following, we present six strategies to control rotational diversity:

Strategy 1: Objective Switch (OS/γ)
The Objective Switch strategy maintains rotational diversity by monitoring the
affinity pressure, and, if it reaches a threshold γ, switches from profit to affinity
values:

vij ,

{
pij if γ > maxj∈T k APkj
aij otherwise

, ∀ i ∈ Ak, j ∈ T k

The threshold γ is a fixed, user-defined configuration parameter, and selected
according to the desired trade-off between maximized profits and high rotational
diversity.

The objective switch strategy exchanges the focus of the optimization
procedure to specifically address a single optimization goal. It has the intuition,
that it is most effective to focus on the rotation goal as soon as the need,
quantified by the affinity pressure and γ, arises.

Strategy 2: Product Combination (PC)
In the Product Combination strategy, profit and affinities are multiplied to form
the task values:

vij , pαij · a
β
ij , ∀ i ∈ Ak, j ∈ T k

The exponents α and β allow configuration of the strategy to emphasize
one aspect or to account for different scales of profits and affinities in specific
applications. In our experiments, we found a standard configuration of α = β = 1
to be intuitive and well-performing. Therefore, this strategy does not require
additional configuration, but allows for adjustments if necessary.

In the PC strategy, there is not active reaction on the overall state of rotational
diversity, as in the OS/γ strategy, but higher affinities values implicitly influence
the profits and put an emphasis on tasks with missing rotation.

Strategy 3: Weighted Partial Profits (WPP)
The WPP strategy calculates task values with a weighted sum:

vij , λkj ·
pij

max
i∈Ak

max
j∈T k

pij
+ (1− λkj ) · aij

max
i∈Ak

max
j∈T k

aij
, ∀ i ∈ Ak, j ∈ T k

The task- and cycle-specific weight parameter λkj balances the influence of each
objective on the final value vij . λkj is self-adaptive and depends on the ratio
between ideal and actual affinities, similar to the affinity pressure. When the
rotational diversity is high, the influence of the profits is high, too, otherwise
the affinities have higher influence:

λkj =
1
2 · |C

k
j | · (|Ckj |+ 1)∑
i∈Ak aij

, ∀ j ∈ T k

To account for different value ranges, both profits and affinities are scaled to
[0, 1] by their respective maxima.
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Strategy 4: Fixed Objective: Profit (FOP)
Each task value equals the static profit value:

vij , pij , ∀ i ∈ Ak, j ∈ T k

Strategy 5: Fixed Objective: Affinity (FOA)
Each task value equals the affinity value:

vij , aij , ∀ i ∈ Ak, j ∈ T k

FOP and FOA represent special cases of the PC strategy, with β = 0
respectively α = 0. These strategies are the two most extreme approaches,
because each of them ignores the other goal, albeit profits or affinities. They
serve as comparison baselines to evaluate the trade-offs by the other strategies.

In contrast to the discussed strategies, which manipulate the task values,
we consider an additional approach to maintain rotational diversity. This
approach does not only manipulate the task values, but also restricts the possible
assignments between tasks and agents.

4.3 Limited Assignment

The Limited Assignment approach explicitly constrains a task i to be assigned
to compatible and available agents with a high affinity value. This is achieved by
artificially limiting the possible assignments through temporarily manipulating
the compatibility between tasks and agents. Limited Assignment does not further
manipulate the profit values, but only works on the level of possible assignments,
i.e. the task value equals the static profit value: vij , pij Therefore, this
approach can be combined with any of the strategies as an additional control
mechanism.

Specifically, the compatibility between a task and an agent is removed if
the affinity aij is below a threshold value. The threshold value th can either
be a static, user-defined parameter, or dynamically adapted. As a heuristic for
the threshold value, we propose using the mean affinity between a task and all
available and compatible agents, rounded to the next smallest integer:

Thresholdj =

 1
|Ckj |

∑
i∈Ck

j

aij

, ∀ j ∈ T k (C.7)

As this approach reduces the search space of possible solutions for the instance,
it can lead to the removal of optimal solutions from the solution space. However,
in many settings it is neither necessary nor possible to find the optimal solution,
and finding a near-optimal solution in a reduced solution space is sufficient.

To further understand the Limited Assignment approach, we revisit the
example for affinity calculation (Figure C.3) from Section 4.1.
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A B C Th
T1 1 1 0 1
T2 1 1 1 1
T3 0 1 1 1

(a) Cycle 1

A B C Th
1 2 0 1
2 X 2 2
0 2 1 1

(b) Cycle 2

A B C Th
T1 2 1 0 1
T2 X 2 3 2
T3 0 3 1 2

(c) Cycle 3

A B C Th
1 2 0 1
2 3 X 2
0 3 X 2

(d) Cycle 4

Figure C.4: Effect of Limited Assignment on three tasks T1, T2, T3 and agents
A, B, C over four cycles (Th: Threshold value; X: Compatibility temporarily
removed through Limited Assignment; Bold: Ideal next assignment; Highlighted:
Assignment in cycle k; Strikethrough: Task unavailable)

Example. Figure C.4 presents an example of affinities and their development
over four cycles. In the initial cycle 1, all affinities equal 1 (or – for incompatible
assignments) and there is no preferred assignment among all possible assignments.

Over the next cycles, tasks T1 and T2 rotate over all compatible agents,
resulting in the AP value 0 for T1 and T3. Task T3 does not rotate, but is
assigned to agent C in two subsequent cycles, which increases the affinity for the
assignment to agent B and raises the AP to 0.5, an indicator for the imbalance of
T3. Note that, in cycle 3, T3 is unavailable, but this does not affect its affinities
in cycle 4.

5 Experimental Evaluation

We consider three problems for evaluation: a) a multi-cycle variant (MCMKP)
of the known multiple knapsack problem (MKP) to evaluate trade-offs between
the strategies; b) a multi-cycle variant (MCMSSP) of the multiple subset sum
problem (MSSP) to evaluate the behaviour with a smaller number of agents
and low task availability; c) test case selection and assignment (TCSA) as a
real-world case study from the software testing domain to evaluate the practical
interest of our approach.

5.1 Implementation and Setup

Our strategies and the experimental setup are implemented in Python. The
assignment problem is modeled with MiniZinc 2.0 [38], following the presented
GAP formulation, and is solved with IBM CPLEX 12.8.0. Our implementation
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and all test data is available online at https://github.com/HelgeS/mcap_
rotational_diversity.

We note that there are further domain-specific heuristics and exact algorithms
to solve knapsack problems, e.g. [39], but as the GAP model and its solver are
a black-box to our strategies, their optimization is not in the scope of our work,
and we employ a generic model formulation and solver. To ensure the solution
quality with a reasonable time-contract for the solver, we compared it on a set
of sample instances with mulknap1, an exact MKP solver [40]. With a 60 second
timeout, CPLEX achieves on average 99.5 % of the optimal solution calculated
by mulknap.

All strategies are run on each scenario with a 60 second timeout for the GAP
solver. The thresholds γ for the Objective Switch strategy are 10, 20, 30, and
40, except for the MCMSSP problem, where we use smaller γ of 1, 2, 4, and 10.

We evaluate the full rotation of tasks over agents, both looking at all tasks,
and at each individual task. One full rotation over all tasks is achieved, when
each task was assigned once to all compatible agents. The rotation over one
task describes how often a task is assigned to its compatible agents on average.
These numbers can be different. If few tasks are not rotated, those forestall full
rotations, but allow other tasks to be frequently rotated.

Furthermore, we compare the achieved profit of the assignments with the
profit of the FOP strategy, which does not consider rotation and only maximizes
profit. As the other experimental parameters are the same and also the same
assignment model is used, FOP simulates the baseline setting without rotation-
awareness.

We have considered an additional baseline, where the full multi-cycle
assignment problem is optimized as one single optimization model. This differs
from our method, as each task’s and agent’s availability is known already in the
beginning. However, due to the exceeding model size, solving the extended GAP
model is computationally expensive and did not yield a comparable solution
within 24 CPU hours, which is substantially more than the total computational
cost of successively optimizing individual cycles. Therefore, we do not further
consider this baseline.

5.2 Multi-Cycle Multiple Knapsack Problem

MKP is a variant of the 0-1 knapsack problem, and thereby of GAP, with multiple
agents, i.e. knapsacks [13, 41].

We extend MKP to a multi-cycle variant (MCMKP) with limited availability
of tasks and agents. In every cycle, the same MKP instance has to be solved
under consideration of the assignments made in previous cycles and changing
availability of tasks and agents.

1http://www.diku.dk/~pisinger/codes.html
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5.2.1 Setup

To generate problem instances, we employ the procedure by Pisinger (1999) [40],
as described in Fukunaga (2011) [42], and extend it to the notion of compatibility
and availability. An instance is generated by first creating random tasks
with weights from a uniform distribution (wj ∼ U [10, 1000]). The profits
of the tasks are either uncorrelated, i.e. profits are drawn from the same
uniform distribution, or weakly correlated, i.e. the profits are calculated by
pj = wj + U [−99,+99] ,∀ j ∈ T k.

After generating the tasks, the agents a1, a2, ai, . . . , am−1 are generated and
set to 40–60% of the tasks’ weight. An exception is the last agent am, whose
capacity is set such that the total capacity of all agents equals half of the tasks’
demand. The instance sizes are 30/75, 15/45, and 12/48 agents, respectively
tasks. For this generation scheme, a ratio |T k|/|Ak| slightly larger than 2 leads
to hard instances, while instances of higher ratios become easier to solve [42].
The number of cycles is three times the number of tasks, to allow multiple
assignments between tasks and agents, even if an agent has only capacity for
one task.

A notion of compatibility is implicit in the generation procedure. Tasks that
do not fit into an agent’s capacity are automatically incompatible. However, this
skews the number of compatible tasks to those agents with high capacities, and
puts more emphasis onto their assignments.

From all combinations of the four parameters, we generate 24 instances with
in total 4032 assignment problems for evaluation. Every instance is run with
each strategy alone and in combination with Limited Assignment.

5.2.2 Pure Strategies

We first discuss the rotational diversity results grouped by agent and task
availability, that is in four different groups, as this is the main differentiating
attribute of the MCMKP scenarios. The results for the pure strategies without
limited assignment are shown in the upper half of Table C.1 and the results for
the combination with limited assignment in the lower half. The profit values of
all MCMKP results have been scaled in relation to the best achieved profit, which
corresponds to the profit-only optimization without limited assignment. That
means, also the results for the strategies with limited assignment in Table C.1
are scaled in relation to the results without limited assignment. All strategies
rank between the extreme baselines, FOA and FOP, that only focus on one
aspect of the problem formulation, either rotation or profit optimization.

In the MCMKP, specifically the OS/γ strategies are effective to achieve either
good rotation or good profit optimization while still having better results in the
other optimization goal in comparison to the baselines. However, as the γ value
is a fixed parameter of these strategies, the strategies cannot effectively balance
the two goals for a better result. With a low γ = 10, OS/10 shows similar
performance than FOA, but with a small improvement on profit optimization in
cycles where the overall affinity pressure is low. With the higher γ = 40, OS/40
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Available Agents 75% 75% 100% 100%
Available Tasks 75% 100% 75% 100% Average

(a
)
P
ur
e
St
ra
te
gi
es

R
ot
at
io
na

lD
iv
er
si
ty OS/10 2.0 (4.3) 2.0 (4.6) 3.0 (5.3) 3.3 (5.9) 2.0 (5.0)

OS/20 1.6 (3.8) 2.0 (4.4) 1.6 (3.9) 3.0 (5.2) 2.0 (4.3)
OS/30 1.0 (3.1) 1.3 (3.8) 1.3 (3.3) 2.3 (4.4) 1.0 (3.7)
OS/40 0.6 (2.7) 1.3 (3.3) 0.6 (3.0) 1.6 (3.8) 1.0 (3.2)
PC 0.0 (4.2) 0.0 (4.4) 0.0 (5.4) 0.0 (5.9) 0.0 (5.0)
WPP 1.3 (4.0) 1.6 (4.2) 1.6 (4.9) 1.6 (5.3) 1.0 (4.6)

FOA 2.3 (4.5) 2.0 (4.8) 3.0 (5.7) 3.3 (6.1) 2.0 (5.3)
FOP 0.0 (1.6) 0.0 (1.5) 0.0 (1.9) 0.0 (2.0) 0.0 (1.7)

P
ro
fit

(%
of

FO
P
) OS/10 87.8 83.7 88.5 84.9 86.2

OS/20 90.0 84.6 92.0 86.8 88.4
OS/30 92.9 87.1 94.2 89.7 91.0
OS/40 94.9 89.2 95.7 92.1 93.0
PC 92.3 90.5 90.5 90.5 91.0
WPP 88.6 83.1 93.3 88.1 88.3

FOA 87.0 82.8 86.8 84.1 85.1
FOP 100.0 100.0 100.0 100.0 100.0

(b
)
Li
m
it
ed

A
ss
ig
nm

en
t

R
ot
at
io
na

lD
iv
er
si
ty OS/10 2.0 (4.4) 2.0 (4.7) 2.6 (5.3) 3.3 (6.1) 2.0 (5.1)

OS/20 1.6 (4.1) 2.0 (4.6) 1.6 (4.7) 3.0 (5.7) 2.0 (4.8)
OS/30 1.3 (3.7) 1.6 (4.3) 1.3 (4.5) 2.3 (5.2) 1.0 (4.4)
OS/40 1.0 (3.4) 1.3 (4.0) 0.6 (4.2) 1.6 (4.6) 1.0 (4.1)
PC 0.0 (4.2) 0.0 (4.5) 0.0 (5.4) 0.0 (5.9) 0.0 (5.0)
WPP 2.3 (4.4) 2.3 (4.6) 3.3 (5.8) 4.0 (6.0) 3.0 (5.2)

FOA 2.0 (4.5) 2.0 (4.8) 3.0 (5.8) 3.3 (6.2) 2.0 (5.3)
FOP 0.0 (2.9) 0.0 (3.0) 0.0 (3.5) 0.0 (3.6) 0.0 (3.3)

P
ro
fit

(%
of

FO
P
) OS/10 87.6 83.5 88.2 84.8 86.0

OS/20 89.1 84.3 90.8 86.4 87.6
OS/30 91.8 86.3 91.6 88.7 89.6
OS/40 93.0 88.3 92.3 90.4 91.0
PC 92.0 90.2 90.4 90.4 90.8
WPP 85.5 81.2 86.3 83.2 84.1

FOA 87.0 82.8 86.7 84.1 85.1
FOP 95.9 95.6 91.3 94.5 94.3

Table C.1: Results for MCMKP. The best results for each (a) pure strategies and
(b) Limited Assignment are marked in bold without considering the FOA/FOP
baselines.

has the highest profit among the strategies, except FOP, and still better rotation
results than FOP and, in terms of full rotations, also than PC.

The PC strategy multiplies profits and affinities into one value and achieves
competitive results for the MCMKP scenario in terms of profit maximization
and average rotations, but it does not yield a schedule with full rotations of task.
This is an indication of one or a few tasks that are blocked from achieving full
rotations, e.g. because they have low profit values or limited availability either in
themselves or the compatible agents, and are therefore not sufficiently scheduled.
As noted before, the MCMKP generation procedure shifts the compatibility of
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tasks to the last agent, to which most tasks are compatible. Still, its capacity
is limited and only a few tasks, especially those with a height weight, can be
assigned per cycle. MCKMP thereby creates a bottleneck for diverse assignments,
which PC does not efficiently overcome. Strategies which focus more directly on
achieving rotational diversity have an advantage in that case. However, we see
this result specifically in the MCMKP scenario, but not for the other case study,
which we will discuss below.

WPP shows a similar performance as OS/20 while following a more flexible
value combination strategy than switching the objective. This results in very
similar average results over all scenarios, but larger differences, for example in
the case of 100% availability for both agents and tasks. Here, OS/20 achieves 3
full rotations, but WPP only 1.6, even though the average rotations are similar
with 5.2 respectively 5.3. We can attribute the potential miss of full rotations in
WPP to the same causes as PC as both strategies follow a similar approach of
combining the profit and the affinities into a single value, whereas OS/γ uses
either the one or the other.

Furthermore, we analyze the influence of varying availability on the achievable
rotations. As the setting is such that a selection of tasks has to occur (the resource
demand is higher than the resource supply), the availability of a large number of
agents has a stronger influence than a high task availability. However, for making
diverse assignments, a high task availability is beneficial. This can be seen when
comparing the results with 75%/100% and 100%/75% agent respectively task
availability. The more profit-oriented variants of OS/γ achieve better rotation
in the former than in the latter case, as OS/γ switches focus, and potentially
the optimization objective of a cycle does not match the availability of the tasks.
Then, one task might only be present at profit maximization, but not for rotation
optimization.

5.2.3 Limited Assignment

When considering the strategies in combination with Limited Assignment, where
the compatibility between tasks and agents is limited to those pairings with high
affinity values, we observe two main effects in the MCMKP case study. First,
reducing the search space for assignments is effective for increasing rotational
diversity. For all strategies, an increase in average rotations can be observed and
for all strategies, except PC, also an increase in full rotations. Even FOA, which
already in its pure version optimizes rotations can benefit from the limitations
on possible assignments, albeit only to a small degree. This is an indication that
the pure version might make assignments with little benefit, either to optimize
the cycle’s objective by choosing two low-affinity tasks with small weights over a
high-affinity task with higher weight or due to limited time to solve the inner
problem. The biggest performance difference in rotational diversity is observed
for WPP, which maintains the highest level of rotational diversity, and actually
surpasses even the FOA baseline in terms of full rotations, but not average
rotations.
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Figure C.5: MCMKP: Distribution of the average results for each strategy
without (marked with red circle) and with (marked with black X) limited
assignment. Rotations are calculated as Full Rotations+Average Rotations/10.

Second, while increasing the maintainability of rotational diversity through
limited the search space, solutions with a high profit value are potentially removed
and the total profit is expected to be reduced when using limited assignment.
This effect is reflected in the results, but only to a small degree for most strategies.
The largest difference occurs in the scenario with 100% available agents and
75% available tasks. Here, the profit of WPP is reduced by 7 and FOP by 8.7
percentage points.

5.2.4 Distribution of Results

In Figure C.5, the distribution of the average profit and rotational diversity
over all problem instances is visualized. Each point corresponds to the average
result of the strategy, including those with the additional limited assignment
strategy. The full and average rotations shown in Table C.1 are aggregated
into a single value as Full Rotations+Avg. Rotations/10. It shows the trade-off
between profit maximization and achieving high rotational diversity, as seen by
the extreme points FOP and WPP with limited assignment.

The figure visually confirms the previous discussion on the spread of the
strategies’ performance with WPP on the one end, achieving high rotational
diversity, but comparatively low profit-optimization, and FOP on the other end.
In between these extreme points, the other strategies are spread. In terms of
solution dominance, OS/20 and OS/40 without Limited Assignment show a
balanced performance that surpasses the other strategies in either one of the
objectives, while not being worse in the other.

However, in general, the role of the trade-off between rotations and profit has
to evaluated in the context of the specific use case. While it can be acceptable to
observe a moderate to high decrease in profit in some applications and therefore
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maintain rotational diversity in a balanced manner, in other use cases profit
optimization is the main driver and rotations only of secondary importance.
Depending on how these two goals are valued, or if both are equally important,
a more informed decision on the applicable strategy can be made.

5.3 Multi-Cycle Multiple Subset Sum

The second experiment evaluates the proposed method on an extension of another
assignment problem variant, the multiple subset sum problem (MSSP) [13, 43].
In MSSP tasks are assigned to a number of identical bins with limited capacity,
such that the total sum of weights of packed items is maximized. For our GAP
formulation MSSP is implemented as an assignment problem with a number
of agents with equal capacity and tasks with same weight and profit. The
multi-cycle variant of MSSP (MCMSSP) requires, as in the previous experiments,
to repeatedly solve variations of a MSSP instance under the additional goal to
produce diverse assignments over subsequent cycles.

One practical example of this problem is described in [43]. In a production
planning setting where a given number of fixed size raw material is available
at each day, e.g. steel slabs, it is necessary to distribute the products, which
have to be produced, onto the slabs such that only little material is wasted. The
aspect of rotational diversity can be introduced if the raw material is of fixed
size, but with different attributes, e.g. color, and all products should be more
or less equally often produced in each material type. If the product demand is
further irregular, it is difficult to plan ahead and the product respectively task
availability can each between production cycles.

5.3.1 Setup

For problem instances, we base our generation procedure again on [42]. In this
scenario task weights are uniformly drawn from the low precision distribution
[10, 100] and a task’s profit equals its weight, pj = wj with the same weight
for all agents. All agents have the same capacity, bi = c,∀i ∈ Ak, where c is
chosen to be 50% of the weight of all tasks, c = 0.5

∑
j∈T k wj . Our focus in this

experiment is on the influence of task availability on the rotation mechanism.
Therefore, we do not limit the agents’ availability or the compatibility between
tasks and agents. All agents are available in every cycle and every task can be
assigned to every agent. However, the total capacity of the agents is limited,
such that a selection of tasks has to be made, and the availability of tasks is
limited. We generate instances of 100 cycles with 20 tasks and either 1 or 5
agents and a task availability of either 50 or 75% per cycle. Due to the smaller
number of agents in this experiment, we reduce the values for γ in the OS/γ
strategy to 1, 2, 4 and 10.
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Number of Agents 1 1 5 5
Num. of Tasks/Available 20 / 50% 20 / 75% 20 / 50% 20 / 75%

(a
)
P
ur
e
St
ra
te
gi
es

R
ot
at
io
na

lD
iv
er
si
ty OS/1 32 (44.9) 29 (55.5) 5 (7.6) 6 (9.5)

OS/2 28 (44.0) 36 (51.9) 4 (7.0) 5 (9.4)
OS/4 27 (43.7) 31 (49.0) 3 (5.7) 5 (9.1)
OS/10 27 (43.7) 28 (47.8) 1 (4.6) 2 (7.6)
PC 30 (44.1) 41 (49.8) 5 (7.6) 5 (9.0)
WPP 30 (43.7) 38 (48.4) 5 (7.4) 6 (9.0)

FOA 29 (45.4) 28 (55.5) 4 (7.8) 5 (9.5)
FOP 27 (43.7) 27 (47.8) 1 (4.4) 0 (6.6)

P
ro
fit

(%
of

FO
P
) OS/1 97.8 95.2 96.0 93.0

OS/2 99.5 97.1 96.5 93.2
OS/4 100.0 99.1 98.2 93.9
OS/10 100.0 100.0 99.8 97.7
PC 99.9 99.9 97.6 95.0
WPP 99.9 99.9 99.3 94.8

FOA 96.4 95.0 95.5 92.9
FOP 100.0 100.0 100.0 100.0

(b
)
Li
m
it
ed

A
ss
ig
nm

en
t

R
ot
at
io
na

lD
iv
er
si
ty OS/1 32 (44.9) 29 (55.5) 4 (7.5) 5 (9.4)

OS/2 28 (44.0) 36 (51.9) 4 (7.2) 5 (9.5)
OS/4 27 (43.7) 31 (49.0) 4 (7.0) 5 (9.3)
OS/10 27 (43.7) 28 (47.8) 2 (6.7) 3 (8.8)
PC 30 (44.1) 41 (49.8) 6 (7.7) 5 (9.1)
WPP 30 (43.7) 38 (48.4) 5 (7.6) 6 (9.1)

FOA 29 (45.4) 28 (55.5) 5 (7.7) 5 (9.5)
FOP 27 (43.7) 27 (47.8) 2 (6.7) 0 (8.6)

P
ro
fit

(%
of

FO
P
) OS/1 97.8 95.2 95.3 92.7

OS/2 99.5 97.1 96.7 92.9
OS/4 100.0 99.1 98.8 93.8
OS/10 100.0 100.0 99.5 97.9
PC 99.9 99.9 97.3 94.5
WPP 99.9 99.9 96.0 92.9

FOA 96.4 95.0 95.0 92.6
FOP 100.0 100.0 99.5 99.8

Table C.2: Results for multi-cycle MSSP. The best results for each (a) pure
strategies and (b) Limited Assignment are marked in bold without considering
the FOA/FOP baselines.

5.3.2 Single Agent Scenarios

The results for the MCMSSP experiments are shown in Table C.2. In the scenario
with only a single agent, the Limited Assignment approach has no effect, because
no compatibility between tasks and the single agent can be removed and it is
not part of this approach to completely remove tasks from the optimization
problem. Therefore, the results for the scenarios with a single agent are identical
to the previously discussed Pure Strategies. Due to the single agent scenario,
the number of full rotations is high and expresses how often each tasks has been
assigned, as there is no actual rotation over different but just being assigned or
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not being assigned. Still, there is a difference visible between the strategies in
the diversity of the assignments and task selection. For example, in the scenario
with one agent and a task availability of 75%, the PC strategy with 41 full
rotations achieves 40% more rotations compared to OS/10 with 28 full rotations,
while maintaining a similar level of profit (99.9% vs. 100%).

In general, in the single agent scenarios, rotational diversity can be maintained
with only 0.1% reduction in profits by using the PC or WPP strategy. Selecting
the tasks to be assigned carefully is still important, as it is not possible to assign
all available tasks per cycle. The utilization of the agent and the percentage of
assigned tasks shows no major differences between the strategies. In the scenario
with 50% available tasks, on average 90% of these tasks are assigned, with an
agent utilization of 90%, including for the profit strategy. With 75% available
tasks, the utilization increases to 99% and 65–67% of the available tasks are
assigned on average.

5.3.3 Multiple Agent Scenarios

When comparing the results for five agents and 20 tasks, the difference is in
the task availability within each cycle, which is either 50 or 75%. Between the
results of the pure strategies and Limited Assignment, we see a similar effect as
before, such that Limited Assignment is effective to increase full rotations for
most strategies with a profit trade-off.

The difference between scenarios with five agents but different task availability,
i.e. 50% respectively 75%, shows as a higher task availability increases the
possible assignments and thereby the profit gap between rotation-oriented
strategies and the profit-only baseline FOP. A low task availability restricts the
possible assignments of all strategies and thereby leads to a smaller gap in profits.
Still, employing a rotational diversity strategy allows to control this trade-off.

5.4 Test Case Selection and Assignment

As a third and final case study, we employ the real-world application of Test
Case Selection and Assignment (TCSA) for cyber-physical systems [44], such as
industrial robots. TCSA usually occurs in Continuous Integration (CI) processes,
where new releases of the robot control software are regularly integrated and
released [45]. Typically, CI involves assigning test cases to test agents several
times a day. Comprehensive test suites exist, but available time and hardware
for their execution are limited. Then it is necessary to distribute a selection of
the most relevant test cases over the available agents. The test case relevance is
given by an upstream test case prioritization process [46, 47]. This priority can
be different at each cycle, due to discovered failures or changes in the system-
under-test. The assignment of tests to agents is constrained by the available
time and compatibility between test and agent. In the GAP terminology, the
test case priority resembles the profit, the test’s duration the task weight, and
an agent’s available time its capacity.
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Additionally, the availability of agents is influenced by maintenance, technical
faults, or short-term usage in other projects, and the set of test cases changes due
to the ongoing development. If TCSA were to be solved by a static assignment,
this changing availability would create a need for frequent updates and schedule
repairs. Therefore, a static schedule is not practically applicable without
additional effort. Instead, to capture the dynamic setting, an individual selection
and assignment has to be made at each cycle. Enforcing diverse assignments
increases the coverage of tasks and agents, and thereby the confidence into the
system-under-test.

5.4.1 Setup

We evaluate the strategies on TCSA, based on actual test data from our industrial
partner. A set of test cases is to be divided among a number of test agents. The
test case selection has to select those tests with the highest priorities, which
is assigned externally, and to ensure a rotation of tests between agents, such
that a test is frequently executed on all compatible agents. All test agents have
the same capacity, that is the time available for a test cycle, which is 10 hours.
Due to unique hardware specifications and different functionality, a test case is
compatible with approximately 60% of the test agents. The runtime of a test
case varies from 1 to 21 minutes, but is identical for each test agent. In practice,
test agents are not exclusively available for testing or might be defect and test
cases are temporarily removed from the test suite. Therefore, an average of 40%
of the agents and 10% of the test cases are unavailable for 3–7 cycles. In total,
we consider four scenarios, 20 agents with 750, 1500, and 3000 test cases, and 30
agents with 3000 test cases.

5.4.2 Pure Strategies

For the pure strategies, without additional Limited Assignment, the results are
shown in the upper half of Table C.3. In the smallest scenario, a full rotation of
all tests over all possible agents is achieved 14–15 times over 365 cycles, i.e. every
24–26 days. Here, each task is compatible to circa 12 agents (60%), and 60%
of the agents are unavailable for multiple cycles. For the larger scenarios with
the same number of agents, the number of full rotations reduces approximately
linear, but not the number of average rotations per task. This shows, that some
tests are not evenly rotated and hinder the completion of full rotations. With
a larger number of agents, the average number of rotations per tasks drops,
as there are more compatible agents and more cycles are necessary for a full
rotation.

The profits earned from the assignments (see lower half of Table C.3) are
close to the FOP baseline for all strategies in the smallest scenario, but decrease
with a higher number of tests, except for PC, which is able to balance profit
maximization and rotation better than the other strategies and even outperforms
FOA for complete rotations. For PC, the profit trade-off is always less than
10 %, and on average less than 4 % in comparison to the profit-oriented FOP.
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Number of Agents 20 20 20 30
Number of Tasks 750 1500 3000 3000 Average

(a
)
P
ur
e
St
ra
te
gi
es

R
ot
at
io
na

lD
iv
er
si
ty OS/10 13 (22.0) 6 (15.5) 3 (9.3) 3 (8.4) 6 (13.8)

OS/20 8 (18.5) 6 (15.2) 3 (9.2) 3 (8.3) 5 (12.8)
OS/30 6 (17.0) 5 (14.2) 3 (9.0) 3 (8.1) 4 (12.1)
OS/40 6 (16.4) 4 (13.1) 3 (8.9) 3 (7.9) 4 (11.6)
PC 15 (24.0) 7 (14.3) 3 (8.2) 3 (7.5) 7 (13.5)
WPP 14 (24.0) 7 (14.1) 3 (7.3) 3 (7.0) 6 (13.1)

FOA 15 (24.3) 6 (15.6) 3 (9.5) 3 (8.5) 6 (14.5)
FOP 5 (15.9) 0 (10.8) 0 (7.0) 0 (4.6) 1 (9.6)

P
ro
fit

(%
of

FO
P
) OS/10 96.4 79.5 67.8 74.9 79.6

OS/20 98.1 80.0 68.3 75.3 80.5
OS/30 99.0 84.7 69.0 75.9 82.2
OS/40 99.4 90.8 69.6 76.5 84.1
PC 99.7 97.7 91.1 96.6 96.3
WPP 98.1 77.3 54.7 66.6 74.2

FOA 96.1 79.0 67.4 74.4 79.2
FOP 100.0 100.0 100.0 100.0 100.0

(b
)
Li
m
it
ed

A
ss
ig
nm

en
t

R
ot
at
io
na

lD
iv
er
si
ty OS/10 14 (22.5) 6 (15.5) 3 (9.4) 3 (8.4) 6 (13.9)

OS/20 10 (20.4) 6 (15.4) 3 (9.3) 3 (8.3) 5 (13.4)
OS/30 11 (20.2) 5 (14.8) 3 (9.2) 3 (8.2) 5 (13.1)
OS/40 11 (20.3) 4 (14.2) 3 (9.1) 3 (8.1) 5 (12.9)
PC 14 (23.9) 7 (14.4) 3 (8.2) 3 (7.5) 6 (13.5)
WPP 16 (24.1) 8 (14.1) 4 (7.5) 4 (7.2) 8 (13.2)

FOA 15 (24.3) 6 (15.6) 3 (9.5) 3 (8.5) 6 (14.5)
FOP 9 (20.2) 2 (14.0) 0 (9.3) 0 (7.0) 2 (12.6)

P
ro
fit

(%
of

FO
P
) OS/10 96.7 79.6 67.8 74.9 79.8

OS/20 99.8 80.1 68.4 75.4 80.9
OS/30 100.0 87.2 68.9 76.0 83.0
OS/40 100.0 94.9 69.6 76.5 85.3
PC 99.6 97.7 91.1 96.6 96.3
WPP 95.7 72.7 54.8 65.4 72.2

FOA 96.1 79.1 67.3 74.4 79.2
FOP 100.0 100.0 100.0 100.0 100.0

Table C.3: Results for TCSA. The best results for each (a) pure strategies and
(b) Limited Assignment are marked in bold without considering the FOA/FOP
baselines.

WPP, who showed compelling results in the previous experiment, achieves similar
rotational diversity to PC, but is less effective in profit optimization.

5.4.3 Limited Assignment

The results for the strategies in combination with Limited Assignment are
shown in the lower half of Table C.3. As we observed in the experiments on
MCMKP, adding Limited Assignment and thereby reducing the space of possible
assignments between tasks and agents, increases the rotational diversity. This is
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Figure C.6: TCSA: Distribution of the average results for each strategy without
(marked with red ◦) and with (marked with black x) limited assignment.
Rotations are calculated as Full Rotations + Average Rotations/100.

also true for TCSA. For most strategies, the number of full and average rotations
is increased, with the exception of PC in the smallest scenario, where the number
of rotations is decreased by a small amount. Interestingly, we do not observe a
substantial reduction in assigned profits, but all strategies can maintain similar
levels of profits with and without Limited Assignment.

5.4.4 Distribution of Results

As for the MCMKP case study, we visualize the average results of each strategy
in terms of rotations and relative profit in Figure C.6. For TCSA, the rotations
are calculated as Full Rotations+Average Rotations/100 to account for the high
number of average rotations in these scenarios.

The extreme points being WPP and FOP, as in the MCMKP case study,
the different OS/γ are located closely to each other. The strong performance
of product combination (PC) is also visible in the figure, with pure PC even
outperforming the combination of PC and Limited Assignment due to the higher
number of full rotations.

6 Conclusion

Rotational diversity is the frequent assignment of a task to all its compatible
agents over subsequent cycles. We present a two-part model for its optimization
in multi-cycle assignment problems with variable availability of tasks and agents:
1) an inner assignment problem, to optimize the assignment from tasks to agents,
and 2) an outer problem, to adjust the task values for the maximization objective
of the inner problem.
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Five strategies, each having a different approach and trade-offs, and
approaches, one using only the strategies to introduce rotational diversity, the
other also controlling the compatibility between tasks agents, are evaluated on
three case studies. Achieving rotational diversity is possible with a profit trade-
off of only 4% in the test case selection and assignment case study. Both the
product combination of profits and affinities, and the objective switch strategy,
that focuses on either profit maximization or diverse assignments, efficiently
achieve rotational diversity.

For applications of this method, we encourage the reader to start from the
product combination strategy. It is straightforward to implement and does not
require initial configuration, but it can still be adjusted if necessary.

The combination of profits and affinities into a single task value is efficient for
balancing profits and rotation. This is especially the case in settings where an
extended multi-objective optimization model is not an alternative. Splitting the
problem and its responsibilities allows to use problem-specific, single-objective
solvers for the inner problem, or to use problems with additional requirements,
e.g. precedence constraints or task-dependencies.

In future work, we aim to apply our approach to other settings, which
are derived from the general assignment problem. These settings can include
scheduling problems with precedence constraints and task-dependencies. Again,
rotation of tasks should be achieved without adding substantial computational
costs for rotational diversity.

The affinity metric is also not restricted to assignment problems with
rotational diversity, but can be transferred to other domains. One related
concept is the idea of persistence, although in an opposite sense to rotational
diversity. There, a solution should remain stable, even under uncertainties.
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Abstract

Metamorphic Testing is a software testing paradigm which aims at using
necessary properties of a system-under-test, called metamorphic relations,
to either check its expected outputs, or to generate new test cases.
Metamorphic Testing has been successful to test programs for which a full
oracle is not available or to test programs for which there are uncertainties
on expected outputs such as learning systems. In this article, we propose
Adaptive Metamorphic Testing as a generalization of a simple yet powerful
reinforcement learning technique, namely contextual bandits, to select
one of the multiple metamorphic relations available for a program. By
using contextual bandits, Adaptive Metamorphic Testing learns which
metamorphic relations are likely to transform a source test case, such
that it has higher chance to discover faults. We present experimental
results over two major case studies in machine learning, namely image
classification and object detection, and identify weaknesses and robustness
boundaries. Adaptive Metamorphic Testing efficiently identifies weaknesses
of the tested systems in context of the source test case.
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1 Introduction

Metamorphic Testing (MT) is a software testing paradigm that aims at using
necessary properties of a software under test to either check its expected outputs
or to generate new test cases [1, 2]. More precisely, MT tackles the so-called
oracle problem which occurs whenever predicting the expected outputs of a
system is just too difficult or even impossible. Typical examples include machine
learning models used for classification tasks, for which only stochastic behaviors
can be specified [3]. Indeed, these models are often initially trained with existing
datasets and then exploited to classify new data samples. However, the expected
class of any new data sample is unknown and thus, these samples cannot be
used for testing the trained models. Fortunately, transformations over the data
samples which do not change their (unknown) class, are usually available. By
applying these transformations, called Metamorphic Relations (MRs) in MT, it
becomes possible to effectively test trained machine learning models [4, 5, 6].

MT has been very successful to address testing issues in various application
domains, e.g., driverless cars [7], search engines [8], or bioinformatics [9] just to
name a few (see Section 2.3 for more references). However, generally speaking,
applying MT in practice requires to address two issues: the MR identification
and the MR selection problems [2]. The former occurs when trying to identify
MRs for a specific system, i.e., to formalize input transformation properties
which lead to a known transformation of the outputs. Finding such relations
may be difficult when there is no obvious symmetries in the input data, or
obvious system invariant, or else when the functional behavior of the system
is unknown. The second occurs when several MRs have been identified, but
determining which ones are best suited to discover faults in the system under
test is hard. It is important to select appropriate MRs for testing the system to
avoid redundancies in test cases and thus to avoid slack in the test execution
process. This problem is especially critical when testing is part of a continuous
integration process where there is usually a limit on the time allocated for testing
in an integration cycle.

This paper addresses exclusively the latter problem, i.e., MRs selection, by
formulating the effective selection of MRs as a reinforcement learning problem,
based on contextual bandits. Our method, called Adaptive Metamorphic Testing
(AMT), defines a test transformation bandit which sequentially selects a MR that
is expected to provide the highest payoff, i.e., that is most likely to reveal faults.
Which MRs are likely to reveal faults is learned from successive exploration
trials. The bandit explores the different available MRs and evaluates the fault
landscape of the system under test, thereby providing valuable information to
the tester.

Learning the selection of MRs can be useful when testing under resource-
constraints, for example in cases where the system under test changes are
frequently integrated and tested, but also for infrequent testing when the number
of MRs is large or their checking is costly. We also discuss a second application
which is to identify robust boundaries of the MR parameters. Robust boundaries
describe related scenarios but focus on a single MR that can be controlled via
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parameters. The interest is to find parameters that produce fault-revealing test
cases with minimal changes only.

In this paper, we evaluate Adaptive Metamorphic Testing on two case study
applications for image analysis, namely, image classification and object detection.
As implementations of these case studies, we test freely available and pre-trained
deep learning systems that can be used as black-box components in other software
systems. For each system, we explore both the general fault-revealing capabilities
of metamorphic relations and the discovery of robustness boundaries.

The main contributions of this paper are three-fold. First, we introduce
Adaptive Metamorphic Testing as a general adaptive selection method for
metamorphic relations and test transformations. The method is based on
reinforcement learning with contextual bandits and learns to identify those
relations which are likely to reveal faults in the system under test. This method
is useful in a context where a source test case can be modified by several different
metamorphic relations and the system is to be repeatedly tested. To the best of
our knowledge, it is the first time that reinforcement learning is applied to select
MRs and embedded into a general methodology for MT.

Second, we provide an implementation of Adaptive Metamorphic Testing in
a tool called Tetraband, dedicated to testing machine learning models for image
analysis. Our tool facilitates metamorphic relations based on image augmentation
functions and provides dedicated environments for adaptive metamorphic testing
that can be integrated with other implementations.

Third, we explore the benefits of Tetraband on two case studies coming from
image analysis, namely image classification and object recognition. Both of these
case studies are relevant subsystems in a wide number of applications, such
as autonomous cars, robot navigation, or industrial automation [10, 11]. For
these applications, high-quality standards are essential and rigorous testing is
a requirement. Our experiments show that Tetraband is highly beneficial to
optimize the testing process towards fault-revealing MRs.

The remainder of the paper is structured as follows. We review the background
on metamorphic testing and contextual bandits and related work in the area
in Section 2. Section 3 introduces Adaptive Metamorphic Testing and its
components. We discuss general application scenarios in Section 4 before
introducing the experimental setup, consisting of our implementation of AMT,
Tetraband, and the two case studies in Section 5. The results are presented in
Section 6 and Section 7 finally concludes the paper.

2 Background

2.1 Metamorphic Testing

Metamorphic Testing (MT) aims at using necessary properties of a software
under test to either check its expected outputs or to generate new test cases [1,
2]. Central to MT is the concept of Metamorphic Relations (MRs) which are
high-level observable properties that must hold over inputs and outputs of the
system under test.
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In the following, we formalize the definition of a metamorphic relation, the
transformation from source test cases to follow-up test cases, and metamorphic
testing. Our definitions follow the formalization by Chen et al.[2], except for
the transformation from a source to a follow-up test case. We interpret the
transformation function to apply to the whole test case, which includes the test
input, and formalize it accordingly in this more general, but compatible, way:

Definition 2.1 (Metamorphic Relation (MR)). Let f be a target function or
algorithm. A metamorphic relation (MR) is a necessary property over a sequence
of multiple inputs 〈x1, x2, . . . , xn〉 (n ≥ 2) and their corresponding outputs
〈f(x1), f(x2), . . . , f(xn)〉. It can be expressed as a relation R ⊆ Xn × Y n, with
⊆ being the subset relation, and Xn and Y n being the Cartesian products of n
input and output spaces.

Definition 2.2 (Transformation from Source Test Cases to Follow-up Test Cases).
Consider a MR R(x1, x2, . . . , xn, f(x1), f(x2), f(x3)). The sequence of inputs
and their corresponding outputs defines the set of source test cases. For each
source test case S(x) ∈ R, a follow-up test case F is derived by applying a
possibly non-deterministic transformation function T to the input of the source
test case x: F(x) = f(T (x)). The transformation function T is constructed such
that the follow-up test case F fulfills the necessary property of R.

Definition 2.3 (Metamorphic Testing (MT)). Let P be an implementa-
tion of a target algorithm f . For an MR R, suppose that we have
R(x1, x2, . . . , xn, f(x1), f(x2), f(x3)). Metamorphic testing (MT) based on this
MR for P involves the following steps:

1. Define R′ by replacing f by P in R.

2. Given a sequence of source test cases 〈x1, x2, . . . , xk〉, execute them to
obtain their respective outputs 〈P (x1), P (x2), . . . , P (xk)〉. Construct and
execute a sequence of follow-up test cases 〈xk+1, xk+2, . . . , xn〉 according
to R′ and obtain their respective outputs 〈P (xk+1), P (xk+2), . . . , P (xn)〉.

3. Examine the results with reference to R′. If R′ is not satisfied, then this
MR has revealed that P is faulty.

For the remainder of this paper, we refer in general to a metamorphic relation
R as the tuple of 〈R, T 〉, the combination of necessary properties over the outputs
for a specific MR and the transformation function T to generate follow-up test
cases from source test cases. Therefore, a source test case S produces output
P (x) for the system P with test input x. Using a metamorphic relation R, the
follow-up test case F with test input T (x), where T is a transformation over the
input x, can be generated. Due to the metamorphic relation over R (including
T ), S, and F , the result P (T (x)) can be verified. Note that MRs are only partial
properties, which means that only test cases that violate them indicate the
presence of faults in the system under test. Showing that the system satisfies a
MR on any input or a test suite does not guarantee the absence of faults but
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increases our confidence in the system correctness. However, this issue concerns
any software testing method, not only MT.

The transformation function T of a metamorphic relation R does not have
to be a deterministic function, but is usually parameterized and can result in
several different follow-up test cases from one source test case, depending on a
parameter φ which specifies the exact transformation to be applied. In many
cases and the simplest implementation of metamorphic testing, φ is chosen from
a random distribution and T produces a random follow-up test case. We use Rφ
to denote a metamorphic relation configured by φ, which makes it deterministic,
and R for the general metamorphic relation, which might be non-stochastic if
no additional configuration is possible.

2.2 Contextual Bandits

The selection of a test transformation to apply on a source test case is formalized
as a multi-armed bandit problem with context information, also known as a
contextual bandit [12, 13]. A contextual bandit acts in discrete iterations, where
each iteration corresponds to the generation and execution of one follow-up test
case. A bandit B has k arms, where every arm corresponds to the selection of
one possible MR to generate the follow-up test case. In every iteration i, the
bandit receives the context vector ci which in our case describes the source test
case.

The bandit then acts according to one or multiple policies π which formalize
the action selection, i.e. the decision making strategy. These policies are trained
from external feedback about the success of previously made decisions. A policy
is often realized by function approximation techniques, for example, multiple
linear regression or neural networks. Additionally, an exploration strategy is used
to try previously unexplored actions instead of following the policy only. The
bandit chooses an arm (ai = π(ci)) and receives a reward, also called payoff, ri
which is the external feedback for this decision. As only one arm can be selected,
there is also only feedback for the effect of this single arm ai. Afterwards, the
bandit updates its policy from the observation (ci, ai, ri). Updating the bandit
works by adjusting a set of weights, such that the new set of weights better fits
the previously made experiences and minimizes regret for historical decisions.
The actual implementation of the weight update is dependent on the specific
contextual bandits algorithm [14] and the learner used to approximate the policy,
e.g. whether it is a form of linear regression or a non-linear neural network.

Our goal for the contextual bandit is to maximize the total payoff, i.e., the
cumulative undiscounted reward over all iterations

∑T
i=1 ri. To achieve this

goal and to identify highly rewarded actions, contextual bandit algorithms are
designed to also minimize the regret. The regret of a bandit is the gap between
the expected reward over a number of iterations when following one policy and
the cumulative reward the agent actually receives over the same number of
iterations [15]. As a smaller regret means to choose actions more closely to
the highest possible payoff, minimizing the regret implies the maximization of
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the total payoff, but by maintaining the concept of regret also badly rewarded
actions contribute to the improvement of the policy.

A challenge in the design of contextual bandits is to find a balance between
exploration, i.e., evaluating the effect of rarely used actions, and exploitation,
i.e., repeating those actions that showed to be effective before. This process is
called the exploration-exploitation trade-off. To this extent, several exploration
techniques have been developed as part of bandit algorithms. We introduce here
two techniques that are useful in Adaptive Metamorphic Testing. Epsilon-greedy
[16] decides to explore a random action with probability ε and with probability
1 − ε the current learned policy is used to select an action. The parameter
ε ∈ [0, 1) is chosen by the user. A more advanced exploration strategy is online
cover [14]. Instead of training a single policy, m different polices are trained to
produce diverse behaviors. The exploration algorithm then chooses from those
actions which have not been learned to perform bad, i.e., having high regret, in
the current context. Again, m is a parameter to be chosen by the user.

Contextual bandits are related to Reinforcement Learning (RL) [16]. The
main distinction between bandits and RL agents is that bandits perceive each
iteration as independent of the previous one [15], i.e., the selected action does
not affect the next context that is observed. In our scenario, the next test case
is independent of the test transformation chosen for the previous test case. RL
agents, however, are designed to operate over multiple subsequent iterations,
where a chosen action influences the context in the next iteration. General RL
agents could be applied by reducing the length of each scenario to one step, but
our early experiments found contextual bandits to be more efficient.

Bandit algorithms have been successfully applied in a variety of domains, such
as news article recommendation [17], advertisement selection [18, 19], statistical
software testing [20], constraint optimization [21, 22], or real-time strategy games
[23]. In this work, we apply contextual bandits to the selection and configuration
of metamorphic relations in software testing.

2.3 Related Work

Metamorphic Testing (MT) has been applied to a variety of domains and
applications, see [2, 24] for an in-depth overview. Successful application domains
include testing of driverless cars [7], search engines [8], machine translation
systems [25], performance testing [26, 27], constraint solvers [28] or bioinformatics
[9]. Previous works already focused on its automation, for example by exploring
algorithms to specifically identify fault-revealing inputs [29] or performing an
empirical study on selecting good Metamorphic Relations (MRs) [30]. Other
works predict the applicability of a MR for a system [31, 32]. Based on source
code traces, a classification model predicts which MRs of a given set can be
applied.

Due to the emergent success and usage of machine learning in different
application areas, the verification and validation of these systems has received
increasing attention. Several works approach testing machine learning systems
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based on software testing techniques, such as differential, multi-implementation
[33] or mutation testing [34].

Because testing machine learning systems, due to their stochastic nature, is
affected by the oracle problem [3], there has been work to especially apply MT
for this purpose. Murphy et al.identify a set of general MRs, that hold for a
variety of machine learning algorithms [4], and are shown to be effective [35].
Chan et al.further use MT to identify violations of MRs from passed test cases
of classification models [36]. It has also been shown that MT can be used for
deep learning-based applications, e.g., to test the classification of biological cells
[5]. Dwarakanath et al.identify implementation faults in image classifiers [6].
They introduce MRs that affect the training and test data used during model
training and demonstrate how these MRs can be applied to find implementation
errors in training procedures and model architecture. Yang et al.propose to test
unsupervised clustering methods [37] and Mekala et al.explore the application
of MRs to detect adversarial examples for deep learning models [38]. However,
Saha and Kanewala [39] recently evaluated the effectiveness of MRs for testing
supervised classifiers based on mutations of the system under test. They found
that the detection rates for the used MRs of previous studies are limited when
generating a large set of mutants.

Previous work also considered the adaptive control of software testing through
feedback while testing [40, 41]. Similar to our method, these works exploit the
behavior of the system during the test execution and adjust the testing strategy
when the understanding of the software changes. In these works, the adjustment
of the testing strategy focuses on test case prioritization and selection, whereas
our method focuses on the generation of follow-up test cases using metamorphic
testing and under consideration of many repeated testing cycles.

3 Adaptive Metamorphic Testing

3.1 Overview

In this section, we introduce Adaptive Metamorphic Testing (AMT) with
contextual bandits. Our method is based on a test transformation bandit
that learns to select follow-up test cases from a set of applicable metamorphic
test cases. Algorithm 2 shows an overview of the main steps of AMT. At the
core of AMT, a contextual bandit receives a description of the source test case.
Based on this context vector, the bandit selects an action, which resembles a
MR, and the configuration of this transformation. Both are applied to generate
a follow-up test case. After generating the follow-up test case, the system under
test is executed and the test result evaluated according to the MR acceptance
criterion. The method can be directly deployed without any pre-training step.
However, during the first iterations, MR selection is partly random to gather
initial experiences about the different MRs effectiveness and their potential
payoffs, when applied to the available source test cases. After several iterations
have been performed, the bandit learns to focus on MRs which are most likely
to reveal faults. Nevertheless, the bandit continues to explore among the MRs,
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Algorithm 2 Adaptive Metamorphic Testing with Contextual Bandits
Input: M : set of MRs; SUT : system under test P ; TS: set of test cases;
Iter: Number of iterations
Output: B: trained bandit

1: i← 0
2: B ← Load existing or initialize new Bandit
3: while i < Iter do
4: Select S ∈ TS . Draw source test case from test suite
5: c← B.ExtractContextFeatures(S) . Generate feature vector for source

test case S
6: Rφ ← B.SelectBanditArm(c,M) . Select one MR Rφ using the bandit
7: v ← Apply(SUT , Rφ(F)) . Execute SUT with transformed test F , get a

verdict v
8: B ← B.UpdateBandit(Rφ, c, v) . Train the bandit with the feedback
9: i← i+ 1
10: end while
11: return B . Return updated bandit for future test cycle

i.e., it sometimes chooses MRs which do not promise the highest payoff. This
is important to adjust to changes in the system under test as well as to gather
additional information about the effect of MRs in different contexts.

Definition 3.1 (Adaptive Metamorphic Testing). Let P be an implementation
of a target algorithm f with TS being its test suite; let M be a set of
metamorphic relations applicable on TS and let B be a contextual bandit.
Adaptive Metamorphic Testing (AMT) is an iterative variant of metamorphic
testing and involves the following steps at each iteration:

1. A test case S is (randomly) selected from the test suite TS and executed
to obtain its output P (S).

2. The bandit B selects a MR R based on the context features of S.

3. Construct one or more follow-up test cases 〈F1,F2, . . . ,Fk〉 according to
R and obtain their respective outputs 〈P (F1), P (F2), . . . , P (Fk)).

4. Examine the results with reference to R. If R is not satisfied, then this
MR has revealed that P is faulty.

5. Report the results of the execution back to B for adaptation of the learning
algorithm.

The arm selection of the bandit, i.e., the selection of a metamorphic relation
R with its parameters is handled by a hierarchy of contextual bandits using the
context features c at each iteration of the algorithm.

On the highest level, the main contextual bandit B selects one MR R from
the set of supported MRs. Afterwards another action-specific contextual bandit
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BR is queried, using the same context information as the main bandit, for the
configuration parameter φ: BR(ci)→ φ. If the metamorphic relation does not
require additional configuration, the second step is skipped. The MR Rφ can
then be used to generate a follow-up test case for the current iteration. After
test execution, both bandits B and BR are trained from the received feedback.
Tetraband consists of one main contextual bandit plus one additional contextual
bandit for each configurable MR.

Adaptive Metamorphic Testing is independent of the application domain
or the implementation or else the specific MRs that can be applied. It only
takes as inputs a set of MRs, the system under test, a set of test cases, and a
user-defined parameter corresponding to the maximum number of iterations to
run. As output, the method returns a trained bandit B which has learned to
select the MRs which have the greatest chances to detect faults in the system
under test.

3.2 Components

Adaptive Metamorphic Testing requires only a few system-specific components.
In the following, we discuss each of these components.

3.2.1 Extract Context Features

In order to select an appropriate MR which is likely to reveal a fault, for a
source test case, it is mandatory to feed the contextual bandit with relevant
context information about the source test case. This context is captured
with a feature vector, which is a real-valued vector of fixed size n. The
function receives the source test case as input and returns the feature vector:
ExtractContextFeatures : S → Rn.

By using representative features, the contextual bandit can learn a mapping
from the source test cases, which are described through the features, to the
MRs. For that, it has to include test characteristics that can be affected by the
metamorphic relations. Therefore, the features need to capture the necessary
details distinctive about the individual test case, especially those that relate to
the effect of the MR.

How the feature vector is formed, is a domain-specific problem and requires
some degree of domain knowledge. For example, when testing scientific software
for matrix calculations [30], the features should describe the characteristics of
the original input matrix in order to select which transformation is applied. In
our experiments, which are based on testing computer vision problems, we rely
on common feature modeling used in machine learning. For instance, using a
pre-trained neural network to extract image features is common in computer
vision. A similar approach could be used for text processing, where textual
features, e.g., used vocabulary, text sentiment, or sentence structure, can be
derived using pre-trained networks.
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3.2.2 Metamorphic Relations

The most relevant component to acquire for applying Adaptive Metamorphic
Testing is the set of MRs, which is highly domain-dependent. The automatic and
systematic identification of MRs for a system is an ongoing research topic [2],
but in many cases, MRs can be extracted by using domain knowledge about the
system or reviewing the existing literature from the Software Testing community.
In the special case of testing machine learning systems, a starting point to
uncover MRs is to exploit data augmentation methods that are commonly used.
As shown in our experiments, these augmentations can serve as a basis for MRs
and help to identify weaknesses in ML systems.

3.2.3 Select Bandit Arm

The selection of an appropriate MR is mostly handled by the internal contextual
bandit algorithm and does not have to be individually implemented for a
new system under test. The main bandit selects the MR and, if necessary,
the action-specific bandit for this MR selects the parameter to configure the
MR. Nevertheless, the configuration of the contextual bandit influences the
performance of the system and should be adjusted, depending on the number
of available MRs and the robustness of the SUT. This allows us to focus on
exploiting MR that reveal faults in the system or to broadly explore the effects
of many different MRs.

The most important configuration parameter to adjust is the exploration
rate, i.e., how often does the bandit choose a different action than the most
promising one. Using a high exploration rate allows us to examine different
combinations of test cases and systems, which is relevant to detect new faults
in the system and extend the coverage of different tests. Conversely, a lower
exploration rate exploits combinations of tests and MRs that have often fail
previously. Traditionally, Metamorphic Testing often creates follow-up test cases
at random, which corresponds to a maximal exploration rate here.

Exploitation is relevant when repeatedly testing the system, e.g., in continuous
integration settings, or when trying to understand the weaknesses of the system
for a certain group of MRs. Still, it is not only desired to exploit known
weaknesses, but broad coverage of the system behavior is desired for higher test
confidence. If the behavior of the system changes, because it is becoming more
robust to previously effective MRs, the bandit learns this and can adjust its
selection for future iterations. Conclusively, compared to other applications of
contextual bandits, where especially the exploitation of known good actions is
in focus, exploration is more prominent in Adaptive Metamorphic Testing to
broadly test the system behavior.

3.2.4 Transform, Execute and Evaluate

The selected MR and its configuration transform the source test case into a
follow-up test case. That test case is then executed and the test verdict is
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evaluated according to the MR. These core steps of Adaptive Metamorphic
Testing are similar to those required in traditional MT.

3.2.5 Update Bandit

After the follow-up test case has been executed and the results have been
evaluated, the bandit’s policy is updated. This requires information about the
initial context feature vector, the chosen MR and its configuration, and the test
verdict. The update routine updates the expected reward for this MR. The exact
update routine is specific to the contextual bandit algorithm and its configuration
and we refer to the corresponding literature for its description [12, 15].

Nevertheless, choosing the appropriate reward for a failed test case has to
be done while adjusting the bandit for a new system to test. In most scenarios,
where the goal is to find the most fault-revealing MRs, as described below in
Section 4.1, the reward is the same for every failing test case. However, if the
bandit has the goal to identify certain properties of the SUT, it can be necessary
to propose a different reward structure that depends on the selected MR. This
second scenario is further described in Section 5.3.

4 Application Scenarios of Adaptive Metamorphic Testing

Contextual bandits are powerful to explore the effects of the MRs in different
contexts, but can also exploit the gathered experiences to subsequently focus
on those relations that are most likely to reveal faults. From these properties,
we identify two application scenarios of Adaptive Metamorphic Testing that we
discuss further and evaluate as part of the case studies.

4.1 Fault-Revealing MR Selection

The first application of Adaptive Metamorphic Testing is the selection of
metamorphic relations which are prone to reveal faults in the system under
test. In cases where the MR has parameters, an additional contextual bandit
is responsible to select these parameters, as described before. This application,
which we refer to as fault-revealing MR selection, steers MT towards greater
effectiveness when there are many MRs available and not sufficient resources
to apply them all. In this application, all MRs are considered distinct from
each other. Accordingly, the achievable reward received for revealing a fault is
identical for all MRs.

4.2 Robustness Boundaries

The second application uses the exploration/exploitation trade-off of contextual
bandits to identify robustness boundaries of the software under test. With robust
boundaries, we focus on MRs whose effect can be adjusted by user-defined
parameters, especially those with continuous or a range of discrete values that
control the distance between source and follow-up test cases. As an example
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taken from the case studies, while testing an image analysis system, one possible
transformation is to rotate the image, where the degree of rotation is a user-
defined parameter. If the system is susceptible to treat wrongly rotated images, it
is likely that large rotations, e.g. by 90 degrees, are more likely to cause mistakes
than smaller rotations. By identifying the robust boundaries, information can be
inferred about the trade-off between acceptable transformations and exceedingly
strong manipulations. This result yields both a robustness characteristic and a
starting point for a more curated set of requirements on the system under test.

5 Experimental Evaluation

5.1 Case Studies

We consider two case studies to evaluate our tool Tetraband. Both case studies
come from the field of digital image processing, where deep learning methods
commonly represent the state-of-the-art approaches [11]: image classification
and object detection. For each of the case studies, we consider both previously
introduced application scenarios (see Section 4) and identify fault-revealing MRs
as well as robustness boundaries against configurable image transformations.
We have formulated the following three research questions as a guideline for our
experiments:

RQ1 Does Adaptive Metamorphic Testing, implemented as Tetraband, learn to
select MRs whose follow-up test cases reveal faults?

RQ2 Is AMT effective to approximate the distribution of faults in the system
under test?

RQ3 Is AMT computation- and data-efficient compared to random sampling of
MRs and exhaustive search of all follow-up test cases?

Previous work for testing image processing applications has considered
random and metamorphic testing [42, 43], but focused on the evaluation of
handcrafted image processing applications, whereas we focus in our experiments
especially on machine learning-based computer vision systems. The existing
studies focus on testing the basic functionality of the system by generating
random images and transforming them using a set of transformations, different
from our approach where we base on an existing dataset of images from the
domain that the ML model has been trained on. We furthermore especially
consider the selection of good MRs. Xu et al.recently presented another use case
for metamorphic relations in image classification applications beyond testing
[44]. Their work uses metamorphic relations, based on separation and occlusion,
to augment the training data and fine-tune the model.

In the following, we present the two case studies, image classification and
object detection, with their setup and the considered MRs. We further discuss
the configuration of Tetraband, and finally, present the experimental results and
our findings.
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(a) Image Classification Example (from
ImageNet [45]). The goal is to assign a
single class label to the image, e.g. toucan
here.

person: 0.98

cow: 1.00
cow: 0.94 cow: 0.90

(b) Object Detection Example (from [46]).
The goal is to identify and categorize
objects by drawing a bounding box and
assigning a class label.

Figure D.1: Image classification and object detection examples.

5.2 Image Processing Applications

We describe two case studies where testing image processing systems is necessary
(see Figure D.1). In the first case study, an image classification system is tested.
The second case study focuses on an object detection application.

5.2.1 Image Classification

An image classification task, also image recognition, has the goal to identify the
object shown in an image, e.g., assign the image to one of a fixed number of
classes. Since 2012, the state-of-the-art method for image classification, among
other image analysis tasks, are deep neural networks, such as residual neural
networks (ResNets) [47] or SqueezeNet [48].

In our case study, we test a SqueezeNet model that has been initially trained
on the ImageNet dataset [45] and then fine-tuned for the 10 classes of the
CIFAR-10 dataset [49]. For testing the model, we use the CIFAR-10 test set,
consisting of 10, 000 labeled images.

Following the metamorphic relation between source and follow-up test cases,
we consider a test as failed, if the transformed image leads to a different
classification result than the original image. The correctness of the original
class prediction does not influence the test result, because the bandit does
not know the initial model performance. Instead, the bandit aims to select
transformations that affect the outcome in a fault-revealing manner compared
to the original output. Testing the difference in outputs between source and
follow-up test cases removes the dependency from having to use labeled data,
i.e. data where the ground-truth class is known and allows the integration of
other data sources. Nevertheless, for testing the system, we monitor also the
accuracy of the system for correctly classifying the images, but we do not use
this information as feedback for the test transformation bandit, although that
would also be a viable setup.
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5.2.2 Object Detection

Object detection is a generalization of the image classification task in the sense
that there can be multiple objects on a single image. Besides assigning classes to
these objects, it is also necessary to provide bounding boxes around the location
of each object. This means that the output of an object detection model consists
of a class label and four coordinates for the bounding box for each detected
object. Object detection systems employ deep neural networks of a similar, but
extended, architecture compared to image classification systems.

The system to test in this case study is a pre-trained object detection model,
based on the open-source TensorFlow Object Detection API1 [50]. In particular,
we test an implementation of a single shot multibox detector (SSD) [46] with a
feature pyramid network (FPN) [51], based on a ResNet-50 network [47]. We
refer the reader to the given references for an in-depth overview of the models.
We see the system to test here as a black box. However, briefly said, the model
detects objects in images with a single neural network by assigning one of multiple
predefined box sizes, their size adjustment and classification scores at the same
time. By reducing the complexity to a single neural network, it is a fast model
for real-time object detection that achieves state-of-the-art performance. The
used model was trained on Microsoft COCO dataset [52] and is available within
the Object Detection API2.

For testing, we use 5, 000 images from the validation set of the MS COCO
challenge 2017 as source test cases. We apply the same input transformations on
the images as in the image classification case study and as described in Section 5.3.
Because each image annotation consists of an additional bounding box per object
in the image, the metamorphic relations are extended to transformation also on
the bounding boxes. For example, rotating the image rotates the bounding box
of the object to match the rotated object, and flipping the image from left to
right also flips the positions of the bounding boxes in the image (see the next
Section 5.3 for an introduction of the applied transformations).

Furthermore, we consider the different evaluation metrics for object detection
tasks. In image classification, the result is easily verified by comparing the
estimated class with the ground truth class. In object detection, it is necessary
to evaluate the overlapping regions between the estimated bounding boxes and
the ground truth, which is called the intersection-over-union (IoU), in addition
to the class label of each box:

IoU(A,B) = A ∩B
A ∪B

where A are the proposed pixels from the object detection model and B is the
ground-truth from the dataset. If the IoU value exceeds a certain threshold, the
object is counted as correctly detected. We follow the evaluation guidelines from

1TensorFlow Object Detection API: github.com/tensorflow/models/tree/master/research/
object_detection

2The exact name in the object detection model zoo is
ssd_resnet50_v1_fpn_shared_box_predictor_640x640_coco14_sync_2018_07_03
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the MS COCO challenge and compare the results for the mean average precision
(mAP) which is calculated over all objects in an image and the average of different
IoU thresholds 0.5, 0.55, 0.6, . . . , 0.95, for both the original and the transformed
image. If the mAP of the transformed image is below the original mAP minus
a performance reduction of 0.05 which is close to 10% of the average model
performance, we interpret the test case to be violating the MR and therefore as
failed.

5.3 Metamorphic Relations and Rewards

In the case studies of this paper, we use tests where the input is an image and
the output is a classification of this image to recognize certain objects. The
considered MRs are all related to image transformations, e.g. mirroring or
rotating, under the property that the results of image classification and object
detection do not change, i.e., the MR defines equality of the outputs, while the
input is transformed.

In most cases, these transformations must only not modify the class of these
images. However, in object detection, some transformations of images that
impact object location markers entail similar transformation over the outputs.
Here, the MR defines a relation between the outputs that is similar to the
transformation of the input.

We select seven common image transformations among all possible transfor-
mations as MRs, some of which have been used in previous work on metamorphic
testing for image analysis methods [38, 42]. Among these MRs, two are config-
urable by an additional parameter φ. These transformations are the following:

1. Blur the image by the average value of neighbor pixels (Blur)

2. Flip the image from the left to the right (Flip L/R)

3. Flip the image upside down (Flip U/D)

4. Convert a colored image to grayscale (Grayscale)

5. Invert the colors of the image (Invert)

6. Rotate the image by x degrees (Rotation)

7. Shear the image by x degrees (Shear)

The effects of these transformations are shown in Figure D.2. The MRs
Rotation and Shear expect a parameter to define the transformation effect. For
Rotation, we consider 36 distinct values in steps of 5 degrees in the degree range
[−90; 90], excluding rotations of 0 degrees. For shear, we include 18 values in
the range [−45; 45] in steps of 5 degrees, again excluding 0 degrees.

The reward for the main MRs is set up such that a failed test case is rewarded
with 1 and a passed test case with 0, independent of which MR was selected.
For the action-specific bandits, which select the MR parameters for Rotation
and Shear, the reward structure is designed to encourage the selection of the
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(a) Original Im-
age

(b) Blur (c) Flip left ↔
right

(d) Flip up ↔
down

(e) Convert to
grayscale

(f) Invert the im-
age

(g) Rotate -30
degrees

(h) Rotate +30
degrees

(i) Shear -20 de-
grees

(j) Shear +20 de-
grees

Figure D.2: Metamorphic relations, i.e. image transformations, and their effects.
Image taken from the ImageNet dataset [45].

smallest failing parameters. Therefore, the smallest parameter of −5 respectively
5 degrees receives a reward of 10000, if revealing a fault. For each additional
step, the reward is divided by two. Thereby, choosing a smaller parameter value
has always higher payoff than a larger rotation, if successful.

5.4 Implementation

We implemented Adaptive Metamorphic Testing in a tool called Tetraband.
Our implementation package is available at http://github.com/helges/tetraband.
The software is implemented in Python 2.7 and it is structured into two main
components, as shown in Figure D.3.

One component provides the SUTs used in our case studies, i.e. the image
classification and object detection systems. These SUTs are encapsulated via
the OpenAI Gym3 interface [53]. Having separate, standardized environments
allows easier reproduction of the experiments and their usage in other work.
Their functionality includes the feature extraction for each SUT, as well as
the application of the available MRs. The metamorphic relations for image
manipulation are realized with the imgaug library (version 0.2.6) for image
augmentation4. Further details for the setup of the SUTs are given in the
description of the case studies in Section 5.2.

The second component is Tetraband itself, our implementation of AMT. It
is mostly an adaptation of a contextual bandit as the main actor, using the
machine learning library Vowpal Wabbit 8.6.15. Additionally, for comparison, we
include a random agent that uniformly picks an arbitrary MR and configuration.

3OpenAI Gym: https://gym.openai.com/
4imgaug: https://imgaug.readthedocs.io/
5Vowpal Wabbit: github.com/VowpalWabbit/vowpal_wabbit
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Environments: System-under-Test

Image Classification

Object Detection

Metamorphic
Relations DatasetNeural Network

Metamorphic
Relations DatasetNeural Network

Tetraband: Test Transformation Bandit

Main Control Loop

Random SelectionContextual Bandit

Agents

Figure D.3: Overview of Tetraband, our implementation of Adaptive Metamor-
phic Testing. It is a light-weight implementation that allows extension and
adaptation to other environments and settings.

The contextual bandits use the doubly robust policy evaluation algorithm
for learning and action selection [54]. Exploration is performed through a
combination of epsilon-greedy exploration, where it chooses a random action
in 10% of the iterations, and online cover exploration [14] with three policies.
The policy itself is approximated by a feed-forward artificial neural network
with a single hidden layer with 16 neurons. We choose a moderately high
exploration rate, because we not only want the bandits to converge on few single
actions that repeatedly provide high payoff, but we also want to learn about
the effectiveness of other actions. An important aspect of contextual bandits is
that the exploration is not reduced or disabled after training, but stays active
although self-adjusted to a lesser extent than in the initial iterations. This helps
to re-use the bandit to test the SUT repeatedly, e.g. in Continuous Integration,
because it can adapt to changing behaviors in the SUT.

5.5 Experimental Setup

At each iteration, the source test case is formed by an input image and its
annotations from the data set. The context feature vector is extracted through
an additional neural network [55] which processes the image and returns a feature
vector of 512 floating-point numbers. The network is a pre-trained ResNet-18
network [47] from the PyTorch Torchvision model zoo6. The final layer, that
usually outputs the identified image class, has been removed and the output of
the previous layer is used as the feature vector. We have also experimented with
perceptual image hashing for feature extraction but did not find the hash value
expressive enough.

6PyTorch: https://pytorch.org / https://github.com/pytorch/vision
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5.6 Fault-Revealing Metamorphic Relations

The first experiment focuses on identifying general weaknesses in the system, i.e.
identifying which metamorphic relations are fault-revealing for the system under
test.

The bandit can freely choose from the seven transformations described in
Section 5.3 and their reward structure. A follow-up test case fails, i.e. it violates
the MR, if the transformed image is classified differently than the source image:
SUT (S) 6= SUT (F). We define the MR to produce equal outputs for the
source and follow-up test cases, but we could instead also consider the annotated
ground-truth labels for comparison. Using the difference in outputs between
source and follow-up test cases reduces the dependency on this labeling, and is
thereby applicable to unlabeled datasets.

5.7 Robustness Boundaries

The second experiment takes two specific transformations and learns the
robustness boundaries of the SUT for these transformations. As the robustness
boundary, we describe the parameterization of the transformation which changes
the source test case as little as possible but is most likely to reveal a fault.

For evaluation, we use the two parameterized MRs that are already used in
the other experiments, i.e. Rotation and Shear transformation. For both MRs
the same parameter space as described in Section 5.3 is kept. The main difference
in this experiment is that the focus lies on a single MR and its parameterization.
This allows us to specifically examine the weaknesses of the SUT towards one
transformation and learn about its robustness.

6 Experimental Results

For each case study, we have performed two experiments: identifying fault-
revealing MRs and robustness boundaries. Each run consists of one pass over the
full training set, i.e. 10,000 iterations for image classification and 5,000 iterations
for object detection. For each of the experiments, we show the mean result of
10 runs with different random seeds. Our findings underline the effectiveness of
Tetraband for controlling the metamorphic testing process in software testing,
especially for testing machine learning systems.

6.1 Effectiveness of Metamorphic Relations on Image
Classification

Before the evaluation of Tetraband, we first analyze the effectiveness of the
selected MRs for our experiments on the image classification dataset, i.e. CIFAR-
10. We aim to understand whether there are different effects of different MRs
and how they affect certain classes of images. To this end, all MRs were applied
to all images of the dataset, which we refer to in the other experiments as
the baseline reference and the changes in the predicted classes are observed.
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Airplane Automobile Bird Cat Deer Dog Frog Horse Ship Truck Avg.
Blur 10.60 11.40 13.10 9.81 7.30 13.50 17.70 9.00 6.00 6.20 10.46
Flip L/R 2.90 1.00 4.10 6.71 2.20 6.80 1.30 2.40 0.90 2.40 3.07
Flip U/D 14.90 74.60 37.80 33.13 59.10 53.90 29.30 92.40 72.20 43.30 51.06
Grayscale 4.70 5.40 28.10 7.91 18.10 26.00 14.30 6.70 4.80 5.30 12.13
Invert 16.50 29.40 29.50 33.13 41.40 70.30 41.80 38.30 27.30 35.70 36.33
Rotation 25.49 37.09 35.43 17.70 69.00 46.10 20.63 60.44 42.44 50.01 40.43
Shear 11.22 4.99 26.69 35.79 45.45 51.97 15.63 40.24 19.78 55.24 30.70
Avg. 12.33 23.41 24.96 20.60 34.65 38.37 20.10 35.64 24.77 28.31 26.31

Table D.1: CIFAR-10 dataset: Effects of MRs by the true class of the image.
Each cell value shows the percentage of images in the class, which are wrongly
classified after applying the MR. Every class contains 1000 images. Rotation
and Shear are parameterized by 30 degrees. The values are determined using
the baseline method, i.e. exhaustive search over all MRs and all images.

The baseline results reported for image classification correspond thereby to the
average violation rate over all classes as shown in the rightmost column of the
table.

Table D.1 shows the percentage of images in a class that is affected by a
MR, such that they are wrongly classified afterward. CIFAR-10 consists of
ten classes of images, printed as column names. The effectiveness of the image
transformations varies between both MRs and image classes. The MR Flip U/D
is an example of a particularly effective transformation that affects over 50%
of the images in the test set. However, when noting the different classes in
the dataset, all images have a clear vertical orientation and the flipped image
of the objects is unlikely to occur in the dataset, for example for automobiles
where 74.6% of the images are misclassified. Images of frogs or airplanes, where
the perspectives of the images vary more naturally are less affected, but still
to a moderately high degree compared to other MRs. This is different for the
MR Flip L/R where the horizontal orientation is reversed, which corresponds
to a variation that is already included in the training data and therefore is
the least effective MR. Other MRs identify stronger differences between classes.
Converting the image to grayscale has little effect on airplanes or ships, which
commonly have few distinct features related to color, but large effects for birds
or dogs, where colors are more distinctive characteristics.

Conclusively, from the experiment using the image classification dataset, we
see different effects per MR and image, which underlines the motivation to learn
which MRs are effective for a particular image.

6.2 Fault-Revealing Metamorphic Relations

6.2.1 Case Study 1: Image Classification

In our first case study, which is an image classification ML model, the goal of the
bandit is to select a MR which leads to a different classification of the transformed
image compared to the original image of the source test case. While we looked
at the true classes of the source images in the previous initial experiment, we
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only consider the change of the predicted class from source to a follow-up test
case in this experiment. This approach focuses on the consistency of outputs
for different variants of the same input image, i.e., the follow-up test cases. The
actual true label is not as relevant in this case, as it is unlikely to find one
MR which transforms the image consistently in a way that the correct label
is predicted. Additionally, the accuracy, i.e., the correctness of the outputs is
usually already tested during or after the training of the model. Focusing on
the difference between outputs for source and follow-up test cases furthermore
allows to extend the set of source test cases from unlabelled datasets, making it
easier to enlarge the system’s test suite.

For the seven main transformations, Figure D.4a shows the distribution of
the violation rate for each follow-up test case generated by a selected MR. We
compare this violation rate of MRs selected by Tetraband to the true violation
rate for the set of source test cases, which corresponds to the rightmost column
(Avg.) in Table D.1. These ground-truth results form our baseline and are
determined by applying all available MRs to all source test cases in an exhaustive
search. While this exhaustive search covers all possible follow-up test cases, it is
time- and resource-intense compared to adaptive metamorphic testing and not
ideally suited for repeated testing. We have therefore considered the random
selection of a MR, such as it is common in traditional metamorphic testing,
as the comparison method for computational cost and resource consumption.
Conclusively, to discuss the quality of the selected MRs with Tetraband, we
use exhaustive search as the baseline. The evaluation of computational cost,
including a comparison to the common random selection, is discussed separately
in Section 6.2.3.

The violation rate estimates how often the image classifier changes its
prediction after the MR was applied to the source image. This can be different
from the failure rate in cases where the prediction on the original image was
wrong, but the transformation made the model predict the correct output.
However, as we do not expect the test data to be labeled, we do not require and
consider this information for our experiments and instead focus on the robustness
and consistency of the model for the predictions. Therefore, we mostly report
the violation rate. Ideally, a perfectly-trained image classification model should
not show any change and the violation rates should be zero independently of the
selected MR.

Generally speaking, the violation rate distribution shows a different impact
for different MRs. The least fault-revealing MR is the one that mirrors images
over the middle vertical axis, i.e., flip left and right. This transformation is
most likely to be found in the training datasets for the image classifier. Often
the image is either symmetric by itself, like a human face or body, or included
together with another image of the same object but taken from a different angle,
showing a symmetric profile. Other MRs are more effective to reveal faults in
the image classifier, which is related to the disturbance impact they have on the
original image. They often represent transformations that could be expected in
real-world applications and should be covered by a robust image classification
system. As seen from the exhaustive search baseline experiment, the most
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Figure D.4: Fault-Revealing MRs for image classification: Violation rate and
configuration of parameterized MR transformations. Tetraband approximates
the true error distribution and select fault-revealing MRs and their parameters.

fault-revealing MR identified by Tetraband showed to be flipping the image
upside-down, i.e., mirroring on the middle of the horizontal axis. This is within
expectations, as it results in an image, which is unlikely to be represented in the
distribution of training images, e.g., an image of a car is likely to be shown with
its wheels on the ground. Nevertheless, high violation rates are also observed
for less invasive MRs, such as rotating the image or inverting it, and these MRs
are either likely to be encountered in practical applications or preserve many of
the distinctive features. Having this statistic not only allows us to identify the
weaknesses of the classifier (model testing), but it can also be used as a basis to
configure image augmentation techniques to train a new version of the image
classification model (model training). With image augmentation, the training
set of images is extended by including modified versions of the original image,
through small perturbations or affinity scaling, while preserving the original label.
By knowing the MRs that fail the old classifier, the necessary transformations
to include in future image augmentation are known and can help to improve
the performance of new models. However, not all MRs are necessarily suitable
image augmentations at training time, as they might produce images that are
not within the distribution of inputs, i.e. images, for which the model is trained.

The performance of Tetraband closely approximates the violation distribution
for the baseline results and exceeds them for all MRs, except Rotation where
the violation rate is close to the baseline violation rate. The reason for the lower
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violation rate is related to the necessary exploration to select an appropriate
parameter to rotate the source image. Due to the large number of parameters
from −90 to 90 the bandit exploration had to take ineffective actions to learn,
which leads to an initially lower violation rate.

However, we also observe that longer runtime and more iterations over the
dataset further increase the averaged violation rate as the bandit algorithm can
focus more on exploitation than exploration. This can be explained as initial
iterations do not have knowledge about the MRs effectiveness and the selection
is more random, which includes selecting ineffective MRs. While these actions
are valuable for exploration, they do not contribute to the violation rate. Later,
when the effect of MRs has been sufficiently explored, the focus changes on
also exploiting the MRs and selecting fault-revealing MRs. These actions then
contribute to increasing the violation rate. Accordingly, if the system under test
does not rapidly change, more iterations will increase the amount of exploitation
with high violation rates and the impact of the initial exploration on the violation
rate decreases.

The violation distribution for the different parameters of the MRs Rotation
and Shear are shown in Figure D.4b and Figure D.4c. The bandit effectively picks
the appropriate degree of rotation to closely resemble the true error distribution.
The only exceptions are the largest degrees of rotation, where the selection does
not completely approximate the true distribution. However, due to our reward
structure, the agent is encouraged to focus on minimal rotations in the images
that lead to some misclassification. Especially in the range between −45 and 45
degrees the parameter selection is appropriate, which indicates the successful
convergence towards the most revealing parameter for image rotation.

In the Shear transformation, Tetraband was less effective to smoothly
approximate the true error distribution but broadly follows its shape. Here, we
observe that due to the lower general violation rate of the MR, there are fewer
chances for successful exploration of the parameter space than for the Rotation
MR. Accordingly, the approximation of the parameter distribution for Shear is
not as close as for Rotation, but still follows the general distribution.

6.2.2 Case Study 2: Object Detection

The second case study application is the object detection neural network. Similar
to the presentation of the first case study, Figure D.5 shows the results of the
object detection case study. As a first main difference, the results show a higher
violation rate for object detection, with over 70% violation rate for four of the
seven MRs. The ranking of MRs is similar but applying the Shear MR with
parameter selection is more efficient here than in the image classification case
study, where the Invert MR showed a higher violation rate, and Rotation is
the most effective MR. The MRs Flip L/R, Blur and Grayscale have the lowest
violation rate, i.e., the model is most robust to these changes. However, while the
total violation rate is higher, the case study itself is more difficult as the dataset
on which we apply Tetraband is smaller and only consists of 5000 images, which
means the overall process takes half of the iterations of the image classification
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Figure D.5: Fault-Revealing MRs for object detection: Violation rate and
configuration of parameterized MR transformations. Tetraband approximates
the true error distribution and select fault-revealing MRs and their parameters.

case study. This difference explains the approximation difference for some of the
main MRs in comparison to the baseline violation rates.

For the two MRs Rotation and Shear, the approximation quality for the
additional parameter is similar to the image classification results. For Rotation,
the distribution is close to the true distribution of the exhaustive search baseline
results, related to the high overall violation rate for this MR and its corresponding
higher selection and thereby better exploration opportunities. The Shear
parameters match the true distribution less closely in this case study, which is
also related to the higher general effectiveness of this MR for the object detection
dataset.

In general, the results of the object detection case study confirm the results of
the image classification case study while at the same time respecting the higher
difficulty of fewer iterations, due to which the violation rate of the main MRs is
close to the true violation rate, but does not exceed it after the given number of
iterations.

6.2.3 Computational Cost and Random Selection

From the previous experiments, we have evaluated the effectiveness of Tetraband
for selecting fault-revealing MRs in image classification and object detection
systems. However, we did not consider the computational cost of introducing
machine learning in the MT process or compared Tetraband to the commonly used
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Runtime (in s) Accuracy (in %)
Case Study Tetraband Random Unmodified Tetraband Random
Image Classification 0.1 0.06 96.6 54.0 72.9
Object Detection 0.63 0.56 54.3 23.1 36.3

Table D.2: Computational cost and accuracy of Tetraband and random selection
for selecting fault-revealing MRs. The average runtime per image shows that
the overhead introduced by the ML model is relatively small, especially for
object detection with a more costly test execution. Tetraband selects MRs more
effectively and the accuracy is smaller than with random selection.

approach of randomly selecting MRs and their parameters. In this experiment,
to answer RQ3, we analyze common characteristics for both case studies, which
consider the computational cost of introduced contextual bandits and the
additional learning step in the MR process. We further briefly discuss another
comparison method that more closely resembles the state-of-practice in MT,
which is to randomly select MRs and their parameters. A summary of the results
is given in Table D.2.

Running Tetraband is computationally cheaper and more sample-efficient
than the exhaustive search that we consider as a baseline. While the exhaustive
search considers all MRs with all different parameters for Rotation and Shear, in
total 59 different transformations, Tetraband selects one MR and one parameter
per iteration. In addition to the application of the MR and the execution of the
SUT, Tetraband has a small computational overhead for selecting the MR and
its parameter and learning from the received feedback. The average duration per
iteration in the image classification case study is 0.1s using Tetraband and 0.06s
when using a random MR and not learning from feedback. While this overhead
increases the execution time, it is still faster and more efficient than running all
possible transformations, as we will see below. For object detection, the average
duration is 0.63s with learning and 0.56s without, here the main computation lies
in the object detection neural network. The overhead for training the contextual
bandit could be further reduced by moving the learning step outside the main
processing loop; however, we argue that in a practical application the overhead
is negligible due to the lower number of executions and the availability of highly
optimized contextual bandit implementations.

We also considered a random selection of MRs and their parameters. At
each iteration, a random MR is sampled uniformly instead of using the bandit
selection. This selection is less efficient than Tetraband. Using Tetraband, the
accuracy of the image classifier is reduced from 96.6% for the unmodified images
to 54.0% for the images modified by the selected MRs. With random selection,
the accuracy for the modified images remains at 72.9%, which is a substantial
reduction, but not as high as Tetraband. In object detection, the precision
is reduced from 54.3% to 23.1% with Tetraband and to 36.3% with random
selection. Due to the lower general effectiveness of random selection, we do not
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Figure D.6: Image classification: Average violation rate per degree step. The
approximated violation rate closely approximates the true violation distribution
of the ground truth baseline, i.e. exhaustive search.

further discuss its results in detail.

6.3 Robustness Boundaries

As a second experiment and application of Tetraband to learning MR selection,
we aim to find the robustness boundaries of the case study systems against
different degrees of image rotations and shearing. We show the results for both
case study applications in Figure D.6 for image classification and Figure D.7
for object detection. The experimental results mostly confirm the inherent
hypothesis, also following the previous results from the first experiments that
larger modifications of the source test case lead to a higher violation rate of the
follow-up test case. This is true for both case study applications, but the extent
to which the effect applies varies with the object detection system being much
more susceptible to images rotated even only by small degrees. At the same
time, we confirm that a larger number of iterations allows better exploration and
approximation of the true error distribution. Where the parameter distribution in
the previous experiments showed divergence, mostly for larger parameter values,
the focus on the specific MRs in this experiment allows sufficient exploration
and good approximation.

The results for image classification clearly show the effect that larger rotations
of the original image are more likely to cause a different classification (see
Figure D.6a). Here, the bandit does not only learn to select the largest rotation
but does accurately approximate the distribution of true faults as given by the
exhaustive search baseline. Our results show that for more than 10% of the
source test cases a rotation of at least 10 degrees leads to a different image
classification. When considering real-world scenarios for the application of image
classification systems, a rotation of 10 degrees can likely occur due to tilt or
shifts in either the camera or due to external influences on the actual object.

For object detection, the interpretation of the results needs to consider
two aspects, which lead to the conclusion that the results can not be directly
compared to the image classification case study. First, the original SUT already
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Figure D.7: Object detection: Average violation rate per degree step. The
approximated violation rate closely approximates the true violation distribution
of the ground truth baseline, i.e. exhaustive search.

has lower performance for the original data set than the image classification
SUT. When considering the system to be more imprecise for unmodified data,
then it is also likely to be more fragile for modified data. Second, the evaluation
metric used, mean average precision, is more fragile than the metric used for
image classification. The results show the fragility of the object detection system,
as well as the capability to learn to approximate this error distribution over
transforming each of the 5000 source test case images only once.

6.4 Discussion

For both case studies in our experiments, our results showed the effectiveness
of contextual bandits, as part of Tetraband, to adapt to a prior unknown error
distribution in two different case study applications, based on two different neural
network architectures and tasks.

From the results, we draw two major conclusions. First, we see a confirmation
for the applicability of Tetraband for selecting metamorphic relations using
contextual bandits (i.e., Adaptive Metamorphic Testing), as is shown by the
close approximation of the true error distribution with limited iterations. Second,
our tests reveal robustness weaknesses in the two systems-under-test. Weaknesses
in neural networks have been addressed before and are an active research area [56,
57, 58]. The research under the area of adversarial examples focuses on finding
input perturbations that lead to misbehavior of the model with only minimal
or hard-to-detect changes in the input. This approach is different from the
setting of our experiment. We select distinct and known image transformations
to modify the image without the goal to hide the transformation, which often is
the intent of an adversarial example.

7 Conclusion

This paper introduces Adaptive Metamorphic Testing (AMT), a method to
control metamorphic testing using contextual bandits. AMT receives a feature
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vector representing the source test case and selects a MR to generate a follow-up
test case. From the result of evaluating the follow-up test case, whether it
reveals a fault, the bandit learns which MRs can be used to exploit weaknesses
in the system. At the same time, using state-of-the-art algorithms for contextual
bandits, AMT explores non-optimal actions to identify previously unknown
weaknesses and to adapt to changing behavior in repeated testing of the same
system.

We have evaluated the applicability of AMT using our implementation
Tetraband on two image analysis case studies in two distinct tasks. For both case
studies, our results showed that Tetraband approximates the true distribution
of faults in the SUT with fewer iterations and executions of the SUT than an
exhaustive search and more efficiently than random sampling of MRs and their
parameters, which is the common best practice. Tetraband learns to select fault-
revealing MRs in relation to the source test case while ignoring non-relevant MRs.
Furthermore, in the second experiment, Tetraband proved to be effective for the
identification of robustness boundaries, that is, exploring the parameterization
of individual MRs, which have different impacts on the SUT. Our experiment
explored how different degrees of rotation and shear affected the classification
result of the transformed image.

In conclusion, AMT is effective for selecting MRs and is more time-efficient
than exhaustive testing and more effective than the standard approach of pure
random sampling. We see the method to be useful in repeated testing scenarios,
such as continuous integration, where regression of the SUT can be tested from
an initial knowledge about previous fault characteristics. For future work, we
plan to investigate the combination of multiple MRs to create follow-up test
cases instead of selecting only one MR per iteration.
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