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A B S T R A C T
Millimeter-wave (mmWave) radio is a key building block in 5G and beyond cellular networks.
However, mmWave channels are very sensitive to environmental conditions and depend on
Line-of-Sight connections to provide very high data rates. Achieving reliable, consistent
communication — i.e., a steady link rate together with low delay — over mmWave links is therefore
a challenging problem. The goal of this work is to explore the use of predictive control to manage
and simultaneously use multiple available mmWave paths to achieve reliable consistent
communication by means of a multipath proxy. We investigate transient solutions of Markov
Modulated Fluid Queues (MMFQ) to model the short-term evolution of the proxy’s packet queue,
consistent with the use of Markovian models to capture the behavior of mmWave channel blocking.
We propose a combination of models that can be solved using newly proposed matrix-analytic
techniques in a timely enough manner for use in real-time control. This gives us a prediction, over a
short time horizon, of either proxy queue distributions or probabilities of reaching particular proxy
buffer levels. Thus, it enables the proxy to make preemptive path decisions in order to maintain a
desired Quality of Service. A proof-of-concept simulation study demonstrates the efficacy of our
proposed MMFQ-based predictive approach over both static and purely reactive control approaches.
Further, we explore the potential benefits of a hybrid approach to path management, combining both
predictive and reactive control. This can allow the controller to cater for unforeseen events that
cannot be forecast by the predictive controller, mitigating the resulting extra queuing and
corresponding delay spikes.
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A B S T R A C T
Millimeter-wave (mmWave) radio is a key building block in 5G and beyond cellular networks.
However, mmWave channels are very sensitive to environmental conditions and depend on Line-
of-Sight connections to provide very high data rates. Achieving reliable, consistent communication
— i.e., a steady link rate together with low delay — over mmWave links is therefore a challenging
problem. The goal of this work is to explore the use of predictive control to manage and simultaneously
use multiple available mmWave paths to achieve reliable consistent communication by means of a
multipath proxy. We investigate transient solutions of Markov Modulated Fluid Queues (MMFQ) to
model the short-term evolution of the proxy’s packet queue, consistent with the use of Markovian
models to capture the behavior of mmWave channel blocking. We propose a combination of models
that can be solved using newly proposed matrix-analytic techniques in a timely enough manner for
use in real-time control. This gives us a prediction, over a short time horizon, of either proxy queue
distributions or probabilities of reaching particular proxy buffer levels. Thus, it enables the proxy to
make preemptive path decisions in order to maintain a desired Quality of Service. A proof-of-concept
simulation study demonstrates the efficacy of our proposed MMFQ-based predictive approach over
both static and purely reactive control approaches. Further, we explore the potential benefits of a hybrid
approach to path management, combining both predictive and reactive control. This can allow the
controller to cater for unforeseen events that cannot be forecast by the predictive controller, mitigating
the resulting extra queuing and corresponding delay spikes.

1. Introduction
Reliable consistent communication is a fundamental

requirement for a range of upcoming network applications
like extended reality and advanced emergency commu-
nications. These applications, based on interactive high-
definition video, are expected to be important use cases
for future cellular networks. However, they necessitate the
network to provide very high bit rates that are as stable and
consistent as possible. At the same time, their interactive
nature makes them latency-sensitive, so they benefit from
stable low delays.

Millimeter-wave (mmWave) radio, in the form of 5G
New Radio (NR) access, is an important addition to the set of
new technologies deployed in 5G cellular systems. It is also
expected to play an even more salient role in 6G networks
and beyond. Wireless links operating in the 28 GHz band
or above offer much higher data rates (e.g., several Gbps)
than those available with traditional frequency ranges used
in older cellular systems. However, radio propagation in
these frequency bands is highly sensitive to atmospheric
conditions like rain and water vapour [33]. Line-of-Sight
(LoS) propagation is required to achieve the very high data
rates, given that mmWave is easily blocked by walls, foliage
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and people, thereby introducing huge fluctuations in the data
rates [38].

Achieving stable and reliable consistent communication
over mmWave radio links with such inherent characteristics
is therefore a difficult problem. Coming mobile systems, i.e.,
6G and beyond, will rely even more than 5G systems on
mmWave links, and at even higher frequencies than today,
further exacerbating the issue. This makes the problem even
more important to solve, if the promise of 6G and beyond to
support high-definition, interactive video applications is to
be realized.

It is well known that wireless links in general, and
mmWave links in particular, may degrade the performance
of transport protocols such as TCP [49, 32]. For this reason,
performance-enhancement proxies (PEPs), and in particular
TCP splitting PEPs (SPEPs), are widely deployed in cellular
networks [50] to mitigate the impact of wireless links on
transport protocols. SPEPs optimize data transfer over the
wireless hop for specific applications (e.g., web browsing).
In [17] we showed how existing carrier SPEPs could provide
performance benefits for mmWave-like channel dynamics.
However, such proxies were designed for and deployed on
4G networks, operating over a single radio channel.

A complementary approach to provide reliability and
performance improvements in wireless links is the use of
multipath transport protocols. These have seen not only sig-
nificant research efforts but also wide-scale, real-world de-
ployment [6, 5]. In 5G, the proposed Access Traffic Steering,
Switching, and Splitting (ATSSS) architecture [1] provides
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Figure 1: System architecture overview of mmWave scenario with five base stations connected to the multipath proxy. For the
MMFQ model block see § 3. For investigations into MMFQ model-based control of mmWave paths (𝑢path) to maintain good
QoS, see § 5. Future work describing action optimization where constraints cannot be met without also controlling send rates
(𝑢rate) is described in 6.3.2

support in the 5G core for transport layer multi-connectivity
between 3GPP and non-3GPP networks. ATSSS is planned
to be expanded where multi-connectivity is also leveraged
between multiple 3GPP networks. Given dense small-cell
deployments of mmWave links1, we argue multipath trans-
port will play a key role to better cope with mmWave link
impairments. Some preliminary work in this direction [37]
shows the advantage of using multipath transport for com-
bining mid-band and mmWave links in LoS and non-line-
of-sight (NLoS) scenarios, ultimately showcasing LTE/5G
and WLAN multi-connectivity.

In this paper, we study how multipath proxies could be
used to leverage multiple parallel mmWave links to satisfy
demanding Quality of Service (QoS) requirements in terms
of stable, high data rates and low delay. The problem we
are trying to solve is not that of a “greedy” data source,
but rather that of communicating reliably at a particular
(high) rate without large queuing delays being introduced
by the multipath gateway. We envisage a scenario similar
to Fig. 1 where a mobile device is equipped with a radio
with multiple mmWave connectivity support, so the mobile
device can simultaneously connect to multiple base stations
(BSs). Considering the LoS path to a BS may be temporarily
blocked due to movement of the mobile device or objects
around it, our goal is to dynamically select the minimum
number of mmWave links necessary3 to provide the required

1https://www.fiercewireless.com/5g/real-world-deployments-
mmwave-5g-will-require-very-very-dense-networks-report

2Fig. 1 uses openclipart CC0. https://openclipart.org/detail/:
297779/smartphone-in-hand, 229372/mixedantenna-cell-tower, 91519/al-
running,23263/datacenter

3Selecting the minimum number of links is motivated by energy con-
straints both in the UE and on the network side, as well as cost constraints
on the use of multiple links.

QoS, for a given application and User Equipment (UE). We
propose the use of a splitting multipath proxy that separates
the multipath mmWave domain from the Internet with two
key roles: (i) for a given application and UE, select the
minimum number of mmWave links necessary to provide the
required QoS, and (ii) schedule data packets for transmission
across the different selected links. In this paper, we will focus
solely on the multipath management role (i). The scheduling
role (ii) is ongoing work that will be discussed in § 6. The
issue of how to balance network and other costs with QoS
requirements by means of the full control system depicted in
Fig. 1 is also discussed in § 6.

Our contributions in this paper are threefold:
1. In § 3, we develop relatively simple mathematical

models that try to capture the LoS/NLoS dynamics
of a set of links and the resulting, aggregate bit rates
that allow to drain an application flow’s buffer in the
proxy. The goal is for the proxy to be able to predict,
over short time horizons (say, a couple of hundred
milliseconds), the state of the buffer with reasonable
accuracy.

2. In § 4, we evaluate the efficiency of these models
for real-time control in terms of accuracy (i.e., how
accurately the models predict) and performance (i.e.,
how computationally complex different models are).

3. In § 5, we sketch a proof-of-concept predictive multi-
path mmWave proxy mechanism that allows the proxy
to do multipath management based on the model’s
predictions. We test two different prediction methods:
(i) a predictor of the distribution of queue level at the
proxy, (ii) a predictor of the earliest time when the

https://openclipart.org/detail/


proxy queue will reach a given threshold. Through
event-based simulations, we show the effectiveness
of the proposed mechanisms compared with static
numbers of paths and a simple reactive method. We
also explore how augmenting the purely predictive
controls with a reactive method may improve the
performance in some circumstances.

This paper extends our prior work in [18] as follows:
• We provide an updated and more detailed assessment

of the feasibility of solving the proposed models in
real time, for path management purposes (§ 4).

• We update the calculation cost experiments to reflect
a more recent stable version of Julia (§ 4).

• We update one of the two basic, proof-of-concept
predictive control algorithms, i.e., first-passage time
based control, to better consider the case in which
removal of a path may cause too large a variation of
aggregate capacity (§ 5).

• We provide a more in-depth evaluation of the impact
of the different path management algorithms on packet
delay (§ 5).

• We introduce a hybrid control algorithm that inte-
grates reactive control into either of the two proposed
predictive control methods, and we compare its per-
formance with that of the basic algorithms (§ 5).

• We extend the discussion on the role of the complete
control system on balancing QoS with network costs,
and add a brief discussion on the requirements for a
scheduler in the proxy system (§ 6).

2. Related Work
Matrix Analytic: Our work applies theory from tran-

sient analysis of Markov Modulated Fluid Queues (MMFQ)
to design a predictive control based on a stochastic model.
Transient analysis of MMFQ is not a new field [27], however,
it is only recently that advances in numerical methods have
enabled solutions timely enough for it to be used for net-
work control purposes. Work by Sericola [43] on numerical
solutions to the underlying partial differential equations of
the fluid queue has been a benchmark. Leveraging steady
state matrix analytic solutions to MMFQs [4], there are pure
matrix analytic solutions [2, 41]. However, using phase-
type distributions (Erlang in this case) to give an accurate
time horizon results in very large matrices. A set of matrix-
exponential distributions have been proposed allowing much
smaller matrices for an equivalent time horizon accuracy
[19]. Recent work by Akar et al. [3] has built on this to al-
low efficient numerical solutions, timely enough for control
purposes.

mmWave Communications’ Impact on Transport
Protocols: Narayanan et al. [34] present measurements of
throughput, latency, application performance, and handover

operations, in four different US operators’ networks, three
of them employing Non-Stand Alone deployment with
mmWave 5G cells. Mohebi et al. [33] present a measurement
campaign to investigate the performance of a 5G mmWave
cell in terms of the signal and beam coverage map of
an operational network, considering human body blockage
effects, foliage-caused and rain-induced attenuation, and
water surface effects. These studies illustrate the sensitivity
of mmWave links to environment changes resulting in wide
fluctuations of their capacity.

Ren et al. [42] report that TCP performance over mmWave
is seriously impaired by drastic channel changes between
LoS and NLoS. Poorzare and Calveras Augé [39] also
analyze TCP’s behavior over 5G millimeter-wave when used
in a city. The authors investigate the impact of different
parameters such as remote servers, RLC buffer size, different
congestion control algorithms, and maximum segment size.
Their results revealed that TCP could benefit from an edge
server deployment due to the shorter control loop. While
some approaches try to solve these issues by changing the
TCP mechanisms, adjusting the sending rate intelligently to
prevent degradation due to blockage [40], several methods
have been proposed to use some type of TCP proxy that
considers the properties of mmWave channels [25, 24, 38].
Note that all these proposals are TCP-centric, seeking to use
all the available capacity, whereas our work is not specific
for, nor tailored to TCP, and seeks instead to maintain
reliable consistent rates.

Multipath in 5G and beyond: The benefits of multi-
connectivity with support of multipath transport proto-
cols [10, 11, 35] have motivated multipath adoption in 5G.
An extensive survey by Wu et al. [47] reviews multipath
transport protocols in depth, covering four core functional-
ities, i.e., path management, scheduling, congestion control
and reliable transfer, and discusses the integration of mul-
tipath transport into ATSSS to satisfy eMBB and URLLC
service requirements. There are two main approaches to 5G
multi-connectivity via multipath transport solutions: Above-
the-Core and Core-Centric. In Above-the-Core integration,
the multipath transport protocol is deployed at both client
and server sides, and the aggregation of different paths
occurs in between, without impacting the network. One
example of such an approach is evaluated by Wu et al.
[46], where the authors consider the throughput performance
for heterogeneous links including 5G mmWave links. Khan
et al. [23] consider multipath on smartphones equipped
with mmWave radios and evaluate MPTCP’s performance
in terms of power consumption. In Core-Centric integration,
the multipath transport protocol is deployed at the client and
in the 5G Core (i.e., through a multipath proxy), and a single-
path transport is used between the core network and the
server. As highlighted by several use cases [12, 22], Core-
Centric integration is a stronger candidate to be adopted by
5G, since it enables more direct control of multi-connectivity
within the cellular system. Our proposal, though not neces-
sarily tied to 5G specificities, fits with the latter core-centric
approach.



Multipath Path Management: This could consist in
choosing the best available path for the circumstances, such
as handover management where only one active path is used
for transmission while other paths are used for backup (e.g.,
[36, 44]). Path termination is considered in several propos-
als, by taking into account e.g. in-order packet delivery [15],
Round Trip Time (RTT) differences between paths [21], or
MAC-layer information about a link’s status [28]. Or, in our
case, using multiple paths simultaneously as part of the same
connection.

Multipath transports adopt different strategies for path
management. With MPQUIC [30, 9], both hosts can nego-
tiate multipath capabilities during the handshake, to set the
state of and preferences for paths. MPTCP follows a different
approach, with pre-defined path management implementa-
tions that are selected by system configuration, with some
more suitable for specific environments (e.g., a full-mesh
between all possible combinations of IP addresses of the two
endpoints, to support applications that aim at load balancing
or at improving throughput).

Rather than just make better use of mmWave capacity,
we seek to manage paths in such a way that additional paths
are set up and torn down with the aim of maintaining a
consistent reliable rate.

3. Modelling for predictive control
In this work we are looking at the scenario of a mobile

real-time interactive application. In particular, an application
that needs a consistent and reliable very high data rate with a
very low delay. In our scenario, the data rates needed over the
radio interface require the capacities provided by mmWave.
Example applications include immersive 3D video, ultra-
high definition (UHD) augmented reality, etc. One use case
is that of emergency responders requiring real-time UHD
video augmentation of the surroundings in order to safely
carry out their tasks. In such a use case, reliable consistent
communication is critical. In this paper, we look specifically
at the communication over the last radio hop, in particular
the issue of how to make a reliable communication link out
of a set of inherently unreliable mmWave channels.

The key dynamic affecting QoS over the mmWave radio
link is the LoS/NLoS blocking dynamic. Paths from the
user device to the mmWave base station can be blocked
due to movement of the user device with respect to objects
or people around them, as depicted in Fig. 1, as well as
the movement of people and other dynamic objects such as
vehicles. A blocked (NLoS) path may have a capacity of
less than 1% of a direct LoS path. At Gbps rates, a sudden
substantial drop in capacity will result in the queue pro-
ceeding the mmWave communication link to rapidly grow;
resulting in high delays and data loss in just a few milli-
seconds. The sudden effect of high delays, high loss, and a
substantially reduced capacity on our targeted applications
would make them unusable (and potentially harmful in the
emergency use case). The dramatic nature of the capacity
changes, and the very rapid detrimental effect to the target
applications, suggests a predictive approach will be needed

to make system adjustments before QoS is affected. To this
end we model the effect these LoS/NLoS changes have on
the proxy queue over a short time horizon into the future.

Markov models have been used for many years to model
human movement [26], and in particular mmWave block-
ing [31]. We base our work on a two-state LoS/NLoS con-
tinuous time Markov model for each path, driving the rate at
which a fluid queue can be emptied, i.e., the fluid queue emp-
ties at a different rate depending on the state of the Markov
model—a Markov Modulated Fluid Queue (MMFQ). The
model could be expanded in the future, if more complex
dynamics are observed, by introducing further states or
introducing second-order characteristics to the fluid-queue
drain rate [3]. However, to date we have found a first-order
MMFQ sufficient for the short-term predictions used in a
multipath proxy control system for maintaining a requested
QoS.

We proceed by outlining the concept of a MMFQ model
for control in this context, then investigate various ways of
modelling the multipath system state, and evaluate them for
accuracy and efficiency.
3.1. Markov Modulated Fluid Queue models for

predictive multipath proxy control
The Markov part of the MMFQ models the NLoS↔LoS

transitions of the various paths, and a fluid part models the
queueing dynamics that result from such transitions. This
can then be used to predict future queue distributions as well
as the probabilities of the queue crossing thresholds within
a time interval (i.e., first passage times).

The system Markov model is described by a set of states
𝑵 = {𝜈1… 𝜈𝑁}, where each state 𝜈𝑛 represents some
combination of the possible NLoS/LoS path-states, and the
rates of moving between these states. The rate of moving
from NLoS to LoS for path 𝑘 is 𝜆𝑘, and the rate of moving
from LoS to NLoS for path 𝑘 is 𝜇𝑘. For a system of 𝐾
paths the set of rates is given by 𝚲 = {𝜆1, 𝜆2,… , 𝜆𝐾} and
𝑴 = {𝜇1, 𝜇2,… , 𝜇𝐾} respectively, and are inputs to the
system model (see Fig. 1). The rates of moving between
model-states, 𝑵 , is the combination of 𝚲 and 𝑴 appropriate
for the particular combination of path-states that make up a
model-state 𝜈𝑛. This is represented by the continuous time
transition matrix𝑸 ∈ ℝ(𝑁+1)×(𝑁+1), where element𝑄𝑖𝑗 is the
rate of moving from 𝜈𝑖 to 𝜈𝑗 ∀𝑗 ≠ 𝑖, and 𝑄𝑖𝑖 = −

∑

𝑖,∀𝑗≠𝑖𝑄𝑖𝑗 .
In a deployed control system, these values are based on
current measurements and/or historical data collected by the
network operator.

The fluid part of the model is described by the rate
at which the queue can drain, i.e., the difference between
the sender’s rate and the available capacity (which depends
on the LoS/NLoS state of the available paths). For each
path, we measure the capacities4, but in both NLoS and

4A second order system would also use variance in the average capaci-
ties, (𝑆 = {(𝑆(1)

NLoS, 𝑆
(1)
LoS),… , (𝑆(𝐾)

NLoS, 𝑆
(𝐾)
LoS)}). For the short predictive

time horizons used for controlling the system, channels are unlikely to
experience enough variation to see enough benefit from using the variance
compared to the extra time cost in solving it.



LoS: 𝑪 = {(𝐶 (1)
NLoS, 𝐶

(1)
LoS), … , (𝐶 (𝐾)

NLoS, 𝐶
(𝐾)
LoS)}. This is rep-

resented by a diagonal fluid rate (or fluid drift) matrix
𝑹 ∈ ℝ(𝑁+1)×(𝑁+1), where element 𝑅𝑖𝑖 is the net rate of fluid
flow into the queue when we are in the system model-state 𝜈𝑖.
𝑅𝑖𝑖 = 𝐴 −𝐷𝑖, where 𝐴 is the sender’s transmission rate, and
𝐷𝑖 =

∑

𝐶𝑝 the combined capacity for every path according
to their NLoS/LoS path-state represented in system-state 𝜈𝑖.When 𝑅𝑖𝑖 > 0, fluid is filling the queue at rate 𝑅𝑖𝑖 while in
system-state 𝜈𝑖, and when 𝑅𝑖𝑖 < 0 fluid is draining from the
queue at rate 𝑅𝑖𝑖

5.
The evolution of the MMFQ process is described by the

variable 𝑿(𝑡) = (𝐹 (𝑡), 𝑁(𝑡)), where 𝑁(𝑡) is the state of the
modulating Markov process at time 𝑡, and 𝐹 (𝑡) is the fluid
level at time 𝑡. 𝐹 (𝑡) is limited by empty and full conditions
(0 ≤ 𝐹 (𝑡) ≤ 𝐹max). The fluid queue then evolves as follows:

𝐹 (𝑡 + Δ𝑡) =
[

𝐹 (𝑡) +
𝐴(𝑡) −𝐷(𝑡)

Δ𝑡

]𝐹max

0
,

where 𝐷(𝑡) depends on the Markov state 𝑁(𝑡), and 𝐴(𝑡) is
the sender’s transmission rate.

The transient solution to the MMFQ gives us a prob-
abilistic prediction over some time horizon, 𝑇 , into the
future. Akar et al. [3] give a good description of how the
solution can be obtained. Briefly, the time horizon is added
by augmenting the MMFQ model with a Markovian process
estimate of the time horizon to give an auxiliary model,
MMFQ′. The MMFQ′ model evolves from its starting point
until the time horizon is reached and then forced back to its
starting point; both the fluid queue, by adjusting the drift, and
the Markov process driving it. After an exponential delay,
this continues forever. The steady state solution of MMFQ′

is then the transient solution over 𝑇 of the original MMFQ.
The transient First Passage Time (FPT) probabilities within
𝑇 extend this idea, making the target threshold an absorbing
barrier similar to the empty and full barriers, but allowing
the system to stay at the target threshold for an exponential
duration.

Traditionally the Markovian estimate of the time horizon
has been a 𝐿 level Phase type representation of an Erlang
distribution [41]. However, the resulting state space can be
significantly reduced by using a matrix exponential estimate
([19], see § 3.2.6). We solve the models using our Julia6
implementation of the matrix analytic methods described
in [3]. The model is primed with the current state of the
real mmWave proxy system we are modelling: the level of
fluid in the queue 𝐹 (𝑡) = 𝑎 (corresponding to the actual
proxy queue), and underlying current state in the Markov
model state𝑁(𝑡) = 𝜉 (corresponding to the state of currently
used mmWave paths). The solution allows us to calculate the
following:

1. CDFs of the buffer level for a given time horizon 𝑇 ,
when starting at 𝑎 while in state 𝜉:

5A corresponding diagonal variance matrix 𝑺 ∈ ℝ(𝑁+1)×(𝑁+1) can also
be constructed, though in this paper we look only at a first-order MMFQ.

6https://julialang.org/. The code for the model can be found at:
https://www.simula.no/file/solversrccodetgz-0/download.
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Figure 2: Full state (FULL) Markov model of LoS/NLoS state
for a three base station (bs) scenario. Node labels indicate
1-LoS/0-NLoS state to each bs. 𝜆𝑖 is the rate of bs 𝑖 changing
from NLoS to LoS, and 𝜇𝑖 from LoS to NLoS.

𝑃 [𝐹 (𝑡 + 𝑇 ) ≤ 𝑥 |𝐹 (𝑡) = 𝑎,𝑁(𝑡) = 𝜉]. (1)
2. The probability that the first passage time is < 𝑇 , i.e.,

the chance of the queue reaching 𝑏 within 𝑇 when
starting at 𝑎 while in state 𝜉:
𝑃 [inf

𝑥
{𝐹 (𝑡 + 𝑥) = 𝑏 |𝐹 (𝑡) = 𝑎,𝑁(𝑡) = 𝜉} < 𝑇 ]. (2)

Item 1 allows us to predict the future buffer occupancy
characteristics and compare them to the QoS target. Item 2
allows us to estimate the probabilities of the queue level
crossing certain thresholds within particular time horizons.
Together they allow us to apply controls to circumvent or
mitigate predicted QoS degradation before it happens, and
thus maintain the desired QoS.
3.2. Predictive system performance models

Key to using MMFQs for predictive control of the en-
visaged reliable mmWave transport system is being able to
solve the MMFQ fast enough, and to a suitable accuracy,
for the prediction to be useful. In this section we investigate
a number of potential models and their ability to provide
feasible accurate predictions.
3.2.1. Full state Markov model (FULL)

If we consider the blockages for the different paths to be
random according to a Poisson distribution, independent of
each other (i.e., blockages on one path have no bearing on
the blockages of other paths), and with exponentially dis-
tributed durations the scenario can be modelled as a Markov
model. It may be in some real scenario that blockages are
not completely independent, e.g., two physically close base
stations may be blocked by the same object, or blockage of
one path may ensure another path is not blocked. Still, we
suggest that independence is a reasonable assumption for a
well designed infrastructure.

Fig. 2 depicts a full path state Markov model for the
NLoS/LoS dynamics of a 3-path system. In this model 𝜆𝑖represents the rate of path 𝑖 moving from NLoS to LoS, and
𝜇𝑖 represents the rate of path 𝑖 moving from LoS to NLoS.

https://julialang.org/
https://www.simula.no/file/solversrccodetgz-0/download
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Figure 3: M/M/K/K (MMKK) model for 𝐾 base stations (i.e.
𝐾 paths), where each state represents the number of LoS
paths.

The state-space for such a system is 2𝐾 , where 𝐾 is the
number of available paths in the system. In scenarios where
𝐾 is large, this model will become unwieldy and difficult to
solve in the time constraints of the control system we wish
to apply it to (see Table 3).
3.2.2. M/M/K/K model (MMKK)

If the blocking rates were not only independent but sim-
ilar, and the capacities for each path were also similar, then
the scenario could be modelled more simply as a M/M/K/K
queue, as shown in Fig. 3. This model assumes that 𝜆𝑖 ≈ 𝜆𝑗 ,
𝜇𝑖 ≈ 𝜇𝑗 , 𝐶 (𝑖)

NLoS ≈ 𝐶 (𝑗)
NLoS, and 𝐶 (𝑖)

LoS ≈ 𝐶 (𝑗)
LoS for all 𝑖, 𝑗. This

is a much more tractable model, even when 𝐾 is large. How-
ever, even if the LoS/NLoS dynamic assumption roughly
holds, it is likely paths have quite different capacities.
3.2.3. Weighted Queue model (WQ)

WQ relaxes the similar rates and capacities assumption
of MMKK a little, by weighting the combinations of rates
and capacities according to the probabilities of being in a
particular state in FULL. This provides a better approxima-
tion when path LoS/NLoS change rates and capacities are
different. Fig. 4 depicts the WQ model where the summary
state variables are calculated as follows:
𝑾𝑘 =

{

𝑤(𝜙)
LoS

(

1 −𝑤(𝜙)
NLoS

)

, 𝜙 ∈ Φ𝑘

}

, �́�𝑘 =
𝑾𝑘

∑

𝑾𝑘
(3)

𝚲𝑘 =
{

∑

𝜆𝜙, 𝜙 ∈ Φ𝑘

}

, �̄�𝑘=
∑

(�́�𝑘−1 ⋅𝚲𝑘−1)
(4)

𝑴𝑘 =
{

∑

𝜇𝜙, 𝜙 ∈ Φ𝑘

}

, �̄�𝑘 =
∑

(�́�𝑘 ⋅𝑴𝑘)
(5)

ℂ𝑘 =
{(

∑

𝐶 (𝜙)
LoS,

∑

𝐶 (𝜙)
NLoS

)

, 𝜙 ∈ Φ𝑘

}

, 𝑪𝑘 =
∑

(�́�𝑘 ⋅ ℂ𝑘)
(6)

where 𝑘 is the number of LoS paths, Φ𝑘 is the set of FULL
states that have 𝑘 LoS paths, and 𝑤 = 𝜆∕(𝜆 + 𝜇) for each
path.
3.2.4. Weighted queue with additional starting states

(WQx)
For control purposes, we are particularly interested in

the short term (e.g. ∼ 200 ms) transient dynamics of the
buffer occupancy rather than the long term steady state. In
a heterogeneous scenario where LoS rates vary greatly and
the blocking rates of the available paths are also different,
the current state of the mmWave system significantly influ-
ences the short term dynamics of the system. We therefore
propose augmenting the simple WQ model to include the
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Figure 4: Weighted model (WQ) and the extended WQx model
which includes an additional starting state and one jump either
side (if needed).
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Figure 5: Example 𝐾∕2 Hybrid FULL/WQx Markov model
(Hybrid-2). System with 𝐾 > 3 parallel paths, FULL used for
states up to 𝐽 = 2 with combinations of the remaining 𝐾 − 𝐽
paths modelled collectively as WQ (starts in FULL).

specific starting state, 𝜉, of the system from the full model,
and perhaps a limited number of initial transitions. Fig. 4
illustrates this enhancement of WQ with one additional hop,
𝜉−1 and 𝜉+1, either side of the starting state 𝜉. Note that the
transition rates (𝜇𝑖, 𝜆𝑖) and capacities for 𝑖 = {𝜉 − 1,𝜉,𝜉 + 1}
are calculated in a similar manner than the WQ rates taking
into account the probabilities of being in the full-model
states that have been condensed. The benefit of having
additional hops decreases quickly as the possible alternatives
being summarised increases, resulting in states very similar
to the weighted model this augments.
3.2.5. Hybrid FULL/WQx model (Hybrid-𝐽 )

A summary queueing model cannot capture the nuances
of particular states. Combining FULL states with the same
number of LoS paths, as we do in WQ, works well if there
are enough LoS paths being summed so that the differ-
ences in combined capacities is small. When the number
of concurrent LoS paths represented by a state in FULL is
small, the differences between the combined capacities can
be large, making the WQ model inaccurate. We propose a
hybrid model, part FULL and part WQx. This fully models
the system when there are a small number of paths in LoS
(𝐽 = 1 or 2 paths in LoS), but compresses the state space
when there are higher numbers of concurrent LoS paths.
Fig. 5 illustrates this hybrid Markov model for 𝐽 = 2, i.e.,
modelling the full state for two concurrent LoS paths, and
using the WQ model for larger numbers (i.e., start state is
in the FULL part). Note that the state space of this type of
model increases dramatically with higher values of 𝐽 and 𝐾 .



Table 1
Model characteristics for Figs. 6 to 9

Λ LinRange(0.1, 1.9, 𝐾) × 3
𝑀 LinRange(1.9, 0.1, 𝐾) × 3
𝐶LoS LinRange(0.1, 1.9, 𝐾) × 10 units per second
𝐶NLoS 0.01𝐶LoS
buffer size 10 units

3.2.6. Time horizon accuracy and state space
The accuracy of using matrix analytic methods to cal-

culate probabilities with respect to a time horizon, depends
on how accurately the time horizon can be represented.
The typical way of approximating a discrete time interval
is by using an 𝐿-state Erlang distribution, where the higher
the number of states (𝐿), the more focused the estimate.
However, the more states, the larger the resulting matrices
and the longer the time taken to solve the model, potentially
rendering it useless for control purposes. Horváth et al. [19]
find concentrated matrix exponential (CME) equivalents to
the Erlang distribution allowing similarly accurate solutions
with a much smaller state space. For an Erlang distribution,
the squared coefficient of variation (SCV, a measure of
how focused the time estimate is) is SCV = 1∕𝐿, requiring
very high 𝐿 for a focused enough estimate of the time
horizon. On the other hand, for a matrix exponential we
have SCV < 2∕𝐿2 for odd 𝐿. That is, for a similar value
of the SCV, a matrix exponential allows the use of much
smaller and more tractable matrices than those with an
Erlang distribution.

The processing time involved in solving this system is
related to the size of the matrices that model the scenario
(the Markov state space) and the accuracy of the horizon
time estimate (proportional to 𝐿). So for each type of model:

• FULL – matrix of order 2𝐾𝐿
• MMKK – matrix of order (𝐾 + 1)𝐿

• WQ – matrix of order (𝐾 + 1)𝐿

• WQx – matrix of order (𝐾 + 1 + 𝑆)𝐿, where 𝑆 is the
number of additional starting states.

• Hybrid-J – matrix of order (∑𝑖=𝐽
𝑖=0

(𝐾
𝑖

)

+𝐾 −𝐽 +Ξ)𝐿,
where Ξ are additional start states if they occur after
FULL.

𝐾 is fixed by the number of paths. Higher 𝐿 gives more
accurate results, but at the expense of computation time. For
the hybrid models, the compromise is between 𝐽 and 𝐿 to
achieve the best accuracy for the same computational cost.

4. Evaluation for real-time control
We evaluate our models for use in real-time path control.

We look at how 𝐿, starting state, and time horizon affect
the accuracy and usefulness of the models in terms of the
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Figure 6: Relative accuracy: FULL for various 𝑇 accuracies
(CME levels) and condensed models. CDF over 𝑇 =0.2 s,
buffer starting at 20%, 𝑁(0)=00000 (all NLoS), 𝐾=5, and
load=60%.
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Figure 7: Impact of the starting state on the queue distribution.
This is for a scenario where 𝐾=5, 𝐿={81, 11}, load=60%, and
𝑇 =0.2 s.

transient queue CDF. We then look at the usefulness of first
passage times with respect to the time horizon.

The selection of 𝐿 is important since it affects the
accuracy of the result as well as the time taken to calculate it.
If calculations take too long, real-time control is not possible.
Ideally 𝐿 should be as small as accuracy constraints allow.
Fig. 6 shows the queue CDF for a time horizon of 𝑇 = 0.2 s.
The transition rates and fluid flow rates are shown in Table 1.
There are 5 possible paths, and the system starts with the
buffer at 20% of capacity and all paths in NLoS, so the queue
will initially grow. This specific scenario shows a small
probability of the queue falling below 20% in 0.2 s and that
it cannot get above about 60% in 0.2 s with the inflow rate of
about 21 units per second (60% load). Notice that with more
accurate time horizons (higher 𝐿) the model can better track
sharp changes in the CDF. In this scenario, Hybrid-2 gives
a CDF that is almost indistinguishable from the full model,
mainly due to the system starting in all NLoS. MMKK has
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Figure 8: Impact of the time horizon on the queue distribution.
This is for a scenario where 𝐾=5, 𝐿={81, 11}, load=60%, and
𝑁(0)=11000.

Time horizon (T)
0.0 0.5 1.0 1.5 2.0

P
[t<

T
]

0.00

0.25

0.50

0.75

1.00

From 20% to 0%
From 20% to 100%
From 80% to 0%
From 80% to 100%
FULL-81
MMKK-11
WQx-11
Hybrid-2-11

Figure 9: A look at first passage time distributions predicted
by the model from a starting level to a target level. Heteroge-
neous rates, 𝐿={81, 11}, 𝐾=5, load=60%, and starting state
𝑁(0)=00000.

trouble with the lower queue sizes in this model. WQx is
much closer to the full model, though not quite as good as
Hybrid-2. The ability to follow the sharp changes in the CDF
will always be a compromise between the time taken to solve
the model and the accuracy.

The state the system starts in significantly influences the
resulting queue CDF. Fig. 7 shows the CDF when the sys-
tem starts in states 𝑁(0) = {00000, 10000, 11000, 11100},
where 0 represents a path in NLoS, and 1 represents a path
in LoS. Since a practical control system needs to find a
solution quickly, we show the condensed models with a
less precise time horizon. Note how MMKK performs much
worse when the system starts at a state that is not uniquely
part of its model; MMKK only exactly models state 00000
and 11111 (states 0 and 𝐾 in Fig. 3), using summaries of
all the states in between. Hybrid-2 is the most accurate of
the approximate models while the starting number of LoS

paths are not more than the number it models fully (2 in
this case), overlapping the FULL line. Starting with higher
numbers of LoS has Hybrid-2 overlap with WQx. Overall
WQx seems to perform almost as well as the Hybrid-2,
with significantly less model states. This is because the start
states are of high significance when the time horizon is short,
which it is for our purpose. Less accurate time horizons do
not capture sharp CDF changes well, the degree depending
on the starting state.

The CDF is a summary of the dynamics of the system
from the starting state for the duration of the time horizon.
An infinite time horizon (𝑇 → ∞) depicts the steady state
behaviour, while short time horizons summarise the dynam-
ics in the immediate future. Fig. 8 illustrates this with a
starting state of 11000. Since this is a stable queueing system
with a load of 60%, as the time horizon is extended, the queue
distribution tends toward empty. Since the starting state is
not all LoS nor all NLoS, the MMKK model performs very
poorly with respect to the full model. Note that the difference
between 0.5 s and 1.0 s is small, indicating we are nearing
the steady state solution for this scenario. This, however,
will depend on the starting state; starting with all NLoS
will require a longer time horizon before the queue gets
close to the steady state distribution. For control purposes,
shorter time horizons are more useful so long as they can be
calculated fast enough (see § 4.1) and are not too short for
path management control to respond.

Although the CDF over longer time periods of time is
not helpful for control purposes, the probabilities of crossing
particular buffer levels, i.e., First Passage Times (FPT),
may be. For example, if a QoS violation occurs, it may
be important to know the probability that the queue will
reach a particular level within a certain time. Fig. 9 shows
the probabilities of first passage times for the following
from/to pairs {[20, 0], [20, 100], [80, 0], [80, 100]}%.7 Since
the system starts with all paths in NLoS, it will initially grow,
but because the system is stable with a load of 60%, the
queue will drift toward empty. This limits the probability of
reaching capacity as the time increases. Note that WQx-11
begins to diverge from FULL-81 as 𝑇 increases—beyond
real-time control intervals. MMKK diverges more quickly,
but is close to FULL-81 at very small 𝑇 since in this
particular scenario, all paths in NLoS is not a summary state
(it is state 0, see Fig. 3). Hybrid-2-11 diverges least from
FULL-81 as 𝑇 increases; highlighting the relative value
of the FULL model when there are fewer LoS paths, and
the effectiveness of summarizing the states when there are
higher numbers of LoS paths.
4.1. Accuracy and performance statistics

To more thoroughly evaluate the relative accuracy of the
models, we compare the mean absolute deviation (meanAD)
of a 500 point CDF of FULL, 𝐿 = 81, with less accurate
time horizons and the more compact models; all for a time
horizon 𝑇 = 200ms. The percentiles represent the results

7Note that 1 × 10−10 is used to represent a queue size of 0 since the
model requires the target queue size to be > 0 in order to solve it.



Table 2
Mean absolute deviation to FULL (𝐿 = 81, 𝑇 = 0.2)
Percentiles of the meanAD for 500 points of the CDF [0%,100%] from 500 runs. Load varies randomly between 60-90. Starting
state and rates also vary randomly. All models evaluate the same random state for the different values of 𝐿 before it changes for

the next iteration.

𝐾 𝐿 Full MMKK WQx Hybrid-2
50% 90% 50% 90% 50% 90% 50% 90%

2

81 0.0 0.0 0.012 0.093 0.0032 0.0096 – –
41 0.001 0.0026 0.013 0.093 0.0044 0.011 – –
21 0.003 0.0077 0.015 0.093 0.0069 0.014 – –
11 0.0069 0.017 0.023 0.093 0.011 0.022 – –

3

81 0.0 0.0 0.045 0.13 0.0029 0.0095 – –
41 0.0011 0.0027 0.045 0.13 0.0043 0.011 – –
21 0.0032 0.0084 0.045 0.13 0.0067 0.014 – –
11 0.0073 0.019 0.045 0.13 0.011 0.023 – –

4

81 0.0 0.0 0.056 0.14 0.0039 0.011 0.001 0.0066
41 0.0011 0.0029 0.056 0.14 0.0049 0.013 0.0023 0.008
21 0.0033 0.0085 0.056 0.14 0.0072 0.016 0.0049 0.012
11 0.0076 0.02 0.057 0.14 0.012 0.024 0.0088 0.021

5

81 0.0 0.0 0.067 0.17 0.0049 0.012 0.0024 0.023
41 0.0011 0.0032 0.067 0.17 0.0063 0.014 0.004 0.024
21 0.0035 0.0098 0.067 0.17 0.0093 0.018 0.0072 0.027
11 0.0082 0.022 0.067 0.17 0.014 0.027 0.012 0.035

from 500 runs, where each model for a given 𝐿 is solved for
the same random configuration. This configuration includes:
(1) a system load drawn uniformly randomly from between
60–90%; (2) Λ, 𝑀 , and 𝐶LoS sampled randomly over the
ranges given in Table 1; and (3) the starting state randomly
chosen based on the probabilities of the different paths given
the aforementioned parameters. Results are given for 𝐾 =
[2, 3, 4, 5].8

Table 2 gives the median and 90𝑡ℎ percentiles for the
meanAD of the 500 point buffer capacity CDF with respect
to the Full-81 model. A Hybrid-2 is only useful for 𝐾 ≥ 4,
so only these values are shown. Looking first at FULL, the
error steadily increases as 𝐿 decreases. This is slightly worse
for 𝐾 = 5, where the median error is 0.82% and the 90𝑡ℎ
percentile 2.2% for𝐿 = 11. The MMKK model shows errors
increasing as 𝐾 increases, though not necessarily increasing
much as 𝐿 decreases; especially for 𝑁 > 2. The M/M/K/K
approximation is not good enough for the time horizon
accuracy to be significant. This error distribution for MMKK
has a very heavy tail with a 99𝑡ℎ percentile error of 26%
(not in the table). Weighting the transitions and flow rates
(WQ) improves on MMKK, but not greatly (not shown in the
table). This is because the starting state and initial transitions
are highly significant when the time horizon is relatively
short (in this case 200 ms). WQx includes this information,
resulting in a significant improvement for the cost of three
extra states. In the worst case (𝐾 = 5, 𝐿 = 11), the median
error of 1.4% is not too much worse than that of FULL for
the same𝐿. The Hybrid-2 provides some improvements over

8The solving time for FULL, 𝐾 ≥ 6 is too long for evaluation.

WQx. For larger 𝐾 , when the starting state is not in the
FULL part, the benefits of Hybrid decrease.

Table 3 shows the model execution times in seconds.9
Firstly, note that the execution times do not seem to have
particularly heavy tails. This means that the model can be
solved within a relatively predictable time. The state space
and the execution times increase with larger 𝐾 and larger 𝐿
(see § 4.1). It makes sense to use FULL for 𝐾 ≤ 2 since it is
the most accurate and for such a small state space the execu-
tion time is comparable to the other models. For 𝐾 > 2, the
differences between the models become apparent. MMKK
(and WQ, not in the table) have the smallest state space
and the fastest evaluation times, but are inaccurate. WQx
(𝐿 = 11) has execution times within 21 ms (90𝑡ℎ percentile)
for 𝐾 = 5, and good accuracies with respect to FULL
(𝐿 = 81), making it the best time/accuracy compromise for
use in real-time control when 𝐾 > 2.

5. Proof of concept simulation study
As a proof of concept, we use event-based simulations

to test the efficacy of a predictive multipath mmWave proxy
mechanism for achieving reliable consistent communication.
We envisage a scenario where a mobile real-time interactive
application (e.g., immersive 3D video, UHD augmented
reality, etc.) needs to communicate10 at a constant rate of
2 Gbps with a very low delay.

9Manjaro Linux laptop, i7-8665U, Julia 1.7.2 using MKL.jl—the In-
telBLAS linear algebra libraries. These times are a little lower than in [18]
which used a pre-release of Julia 1.7.

10We only look at the receive (downlink) direction in this example.



Table 3
Single timed process runs to measure the performance for 3 CDF points, 0%,20%,100%, in seconds
As in Table 2, percentiles from 500 randomly varied runs

𝐾 𝐿 Full MMKK WQx Hybrid-2
50% 90% 50% 90% 50% 90% 50% 90%

2

81 0.22 0.45 0.11 0.11 0.19 0.23 – –
41 0.045 0.078 0.024 0.026 0.041 0.048 – –
21 0.013 0.015 0.0081 0.0086 0.012 0.014 – –
11 0.004 0.0049 0.0027 0.0029 0.0037 0.0047 – –

3

81 1.3 2.4 0.2 0.23 0.55 0.68 – –
41 0.23 0.44 0.043 0.048 0.1 0.13 – –
21 0.061 0.073 0.013 0.015 0.031 0.034 – –
11 0.017 0.018 0.0039 0.0048 0.0088 0.0098 – –

4

81 9.5 18.0 0.35 0.39 0.94 1.2 5.0 6.2
41 1.4 2.6 0.071 0.077 0.17 0.22 0.79 0.93
21 0.28 0.53 0.021 0.023 0.047 0.057 0.17 0.2
11 0.071 0.11 0.0066 0.0072 0.013 0.016 0.045 0.052

5

81 84.0 92.0 0.57 0.61 1.6 1.9 18.0 20.0
41 10.0 12.0 0.11 0.11 0.27 0.31 2.5 2.8
21 1.6 1.8 0.032 0.034 0.071 0.079 0.5 0.53
11 0.31 0.33 0.0094 0.01 0.019 0.021 0.11 0.12

5.1. Simulation scenarios
The complete control system, as depicted in Fig. 1,

would integrate both path management and sender rate con-
trol to maintain a reliable consistent service balancing the
various costs involved. This is not a trivial enhancement, and
will be addressed in future work (see § 6.3). In this simple
feasibility study, we consider just the path manager, adding
and removing mmWave paths to maintain a constant QoS as
our testing scenario; i.e., trying to operate at the minimum
number of paths that will maintain a certain QoS. We first
tested four simple methods (see Table 4 for a description of
parameters):

1. Fixed paths: In this scenario we adopt the 99th per-
centile of paths used in the reactive control scenario
(see next method). This is the simplest control sce-
nario since there is no dynamic path selection. It
is assumed that an “oracle” has chosen a priori the
smallest subset of paths required to sustain an average
channel capacity higher than the target rate of 2 Gbps.

2. Reactive control (see Alg. 1): If an arriving packet
causes the proxy queue to cross a threshold (Q_HT),
add the path with the highest available capacity.
If an arriving packet finds the proxy queue empty
(Q_LT11), remove the lowest-capacity path from the
set of used paths. Changes can be no faster than the
Path Change Limit (PCL) and requested changes take
a Path Change Delay (PCD) to come into operation.

3. Distribution based Predictive control (see Alg. 2):
Based on the proxy queue distribution (i.e., the prob-
ability that the queue will be less than a particular

11Test upon arrival of a packet, so empty means Q_LT = 1.

threshold over the time horizon, 𝑇 ). Changes take
PCD plus model-solving computational costs (CC) to
come into operation.

4. FPT based Predictive control (see Alg. 3): Based on
the probability of the queue crossing particular thresh-
olds within the time horizon (i.e., the probability that
the first passage time is within the time horizon, 𝑇 ).
Changes take PCD plus CC to come into operation.

Adding a path always increases the total available capac-
ity, improving the QoS. However, removing a path has the
potential to have a negative impact. The predictive controls
have the ability to check the impact of the reduced number
of paths before applying the change. However, doing this
requires the model to be solved twice. When there are large
numbers of paths this processing cost could be significant,
but at the same time when there are large numbers of paths
the proportional impact of removing the lowest capacity path
is less significant. For these experiments we choose a path
removal check threshold for doing this extra test so that the
cost of the double check is no more than the calculation cost
for the maximum number of paths, 5 in this case.

Our goal in these basic algorithms is not to try to opti-
mize a given method, but instead, using a simple instantia-
tion of each, illustrate both the feasibility and the potential
benefits that a predictive control method may offer.
5.2. Simulator characteristics

We simulate a scenario where a sender seeks to send
at 2 Gbps and there are up to 8 available mmWave paths
with varying capacities and NLoS↔LoS rates. Our event-
based simulator models packet transmissions. We assume
that adding and removing paths takes a little time (e.g., time



Table 4
Simulation parameters

Available mmWave paths (𝐾) 812
mmWave channel bandwidth 400MHz
Target channel rate 2Gbps
Distance from base station 60m13
Path loss model UMi [13]
Channel update interval 50ms
Packet size 1500B
Predictive Control Interval (PCI) 150ms
Path change limit (PCL) 150ms
Path change delay (PCD) 20ms
Predictive time horizon (𝑇 ) 200ms14
Computational cost estimate (CC) 90% pctl15
Shadow fading time 20ms16
Average time in LoS LinRange(3,4,AC) s
Average time in NLoS LinRange(4,3,AC) s
Path removal check threshold (PRT) 5 paths17
Q_LT 250 or 1 packet18
Q_HT 500 packets
Q_T_prob 99%

12This number gives a good illustration of the possible dynamics
and is not unreasonable in a dense UMi scenario or in what could
be deployed temporarily in an emergency situation.
13A 3D building map, base station placement, and movement
would be more realistic, however the results are then very scenario
dependent. We choose to change a minimum of parameters so that
it is easier to interpret the proof of concept results.
14Calculations and actions take some time. 𝑇 should be a little longer
than the PCI.
15Actual time costs could be used here, but that makes the
results unrepeatable, depending on background computer activity.
We use CC(𝐾) = {1.5, 4.8, 9.6, 16, 21, 26, 33, 40}ms, 90% percentile
results based on a 1000 run performance (§ 4.1) for FULL 𝐾 = {1, 2}
and WQx 𝐾 = {3, 4, 5, 6, 7, 8}.
16In a real system fading effects would occur more randomly, but final
capacity would be quantized depending on the particular modulation
scheme used for the given SNR. This gives a simple model of the
dynamic nature of the capacity.
17If there are not many concurrent paths, removing one path
potentially removes a large proportion of the current capacity. In
this case the predictive algorithms check if removing a path will
lead to problems.
18250 for Alg. 2, 1 for the others.

to bring interfaces up from standby and configure routing),
counting it as a 20 ms delay (PCD) in the simulation. We
also assume that the work involved in changing paths means
that there will be an operator limit on how often this can
be done. For simplicity, we make this limit the same as the
predictive control interval in this simulation. The other delay
cost we consider is the time taken to solve the model (CC).
Although we could use actual calculation times, we instead
use costs based on the 90% percentile of 1000 runs so that the
simulation results are repeatable.19 The sum of these costs
delay the chosen action (add a path or remove a path).

We choose the scenario of a mobile device in a city
landscape surrounded by buildings by varying the path loss

19Hardware in a real deployment will likely be more powerful with
hardware assisted matrix operations. Using laptop generated CCs provide a
very conservative base.

according to the standard UMi - Street Canyon model de-
scribed in [13]. This is a more challenging landscape for
mmWave channels, but a likely scenario for dense mmWave
deployment, providing a wide selection of possible paths to
different base stations.

We calculate the capacity of each path using the Shannon-
Hartley theorem with a base signal-to-noise ratio (SNR)
discounted by the path loss model20. The channel model
is primed by calculating the SNR that will yield a target
channel rate of 2 Gbps during LoS operation at a distance
of 60 m from the base station. The LoS/NLoS state of
each channel is updated independently according to a two-
state Markov model (see Table 4). The channel rates are
recalculated for both LoS and NLoS for each available
channel every 50 ms, according to the model’s normally
distributed shadow fading parameter.

The predictive controls use 𝐿=11, with FULL when
there are two or fewer paths, and WQx when there are more
paths. The model is parametrised by whatever the current
LoS and NLoS path capacities are. In a real system one
of these would be known, and the other would need to be
estimated. We use the actual average LoS/NLoS transition
rates in the simulation. A real system will need to measure
these or use an estimate based on historical data.

We choose thresholds with the objective of a fair rea-
sonable comparison rather than what may be optimal for a
particular algorithm. In the full system, choice of thresholds
will depend on the QoS requirements of the application,
balanced with the cost particular control actions have (see
§ 6.3).

Algorithm 1: Traditional reactive control
Every Arriving packet

if now > LastControlTime + PCL then
if QueueSize > Q_HT then

Add path with highest capacity
LastControlTime = now

else if QueueSize < Q_LT ∧ more than one
path then

Remove path with lowest capacity
LastControlTime = now

5.3. Results with the four basic methods
Fig. 10 shows the simulation results of the four methods

explained in § 5.1. For each scenario we show a graph of
the number of paths being used, the available capacity of the
used paths, and the queue size (sampled every 200 ms, but
plotted as a band of max to min achieved in that period), and
the packet delay within the proxy (sampled every 200 ms,
but plotted as a band of max to min achieved in that period).

In the fixed-paths scenario (Fig. 10a), we can see that
the choice of 3 paths does yield an aggregate average ca-
pacity of 3.16 Gbps, way higher than the 2 Gbps sent by

20We ignore modulation changes, so capacity is continuous rather than
stepped.



0 10 20 30 40 50 60 70
Pa

th
s 

us
ed

0
1
2
3
4
5
6
7
8

C
ap

ac
it

y 
(G

b p
s)

0
2
4
6
8

10
12
14

Qu
eu

e (
10

3  pk
ts)

0

2

4

6

8

10

Time (s)
0 10 20 30 40 50 60 70

D
el

ay
 (s

)

10⁻⁶
10⁻⁵
10⁻⁴
10⁻³
10⁻²
10⁻¹
10⁰

(a) Constant number of paths.
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(b) Simple threshold based control (no prediction, see Alg. 1).
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(c) CDF based predictive control (see Alg. 2).
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(d) FPT based predictive control (see Alg. 3).
Figure 10: Examples of the different algorithms operations. Each scenario shows paths used, combined capacity, queue length,
and delay (time in the proxy). Notes: The queue graph plots a band for the range (min,max) of queue size experienced by the system over
200ms intervals. Time averaged queue size shown with a dashed red horizontal line. Packet loss is indicated by black markers at the queue
limit (10k packets) or 1 s delay point.



Algorithm 2: Distribution based predictive control
Every PCI

Update model parameters
(i.e. queue size, current capacities and states)

% Compute the probabilities P_L and P_H with respect to

% the thresholds Q_LT and Q_HT, respectively, using Eq. (1)

P_L ← Solve(model state, Q_LT)
P_H ← Solve(model state, Q_HT)
if P_H < Q_T_prob then

% When the probability P_H that the queue

% will be ≤ Q_HT after 𝑇 is < Q_T_prob,

% we need to add a path

Add the path with the highest capacity
else if P_L > Q_T_prob ∧ more than one path
then

% When the probability P_L that the queue

% will be ≤ Q_LT after 𝑇 is > Q_T_prob,

% if feasible we remove a path

if using ≤ PRT paths then
% Test effect of removing lowest capacity path

P_T ← Solve(test model state, Q_HT)
if (P_T ≥ Q_T_prob) then

Remove path with lowest capacity
else

Remove path with lowest capacity

Algorithm 3: First passage time based predictive
control21

Every PCI
Update model parameters

(i.e. queue size, current capacities and states)
if QueueSize ≥ Q_HT then

% Calculate the probability P_T with respect to

% the threshold Q_LT, using Eq. (2)

P_T ← Solve(model state, Q_LT)
if P_T < Q_T_prob then

% The queue level is ≥ Q_HT, and the probability

% P_T that the queue goes down to Q_LT within 𝑇
% is < Q_T_prob, so we need to add a path

Add the path with the highest capacity
else

P_T ← Solve(model state, Q_HT)
if (1 - P_T) < Q_T_prob then

% When probability P_T that the queue remains

% below Q_HT during 𝑇 is < Q_T_prob,

% we need to add a path

Add the path with the highest capacity
else if using more than 1 path then

if using ≤ PRT paths then
% Test effect of removing lowest capacity path

% to make sure it is safe to do so

P_T ← Solve(test model state, Q_HT)
if (1 - P_T) > Q_T_prob then

Remove path with lowest capacity
else

Remove path with lowest capacity

the source. However, there is a non negligible chance of
one or more paths being in NLoS at some points in time,
and the combined capacity being less than 2 Gbps. As a
result, despite the high average capacity, congestion occurs
— and, worse, bursty packet losses — since the aggregate
capacity sometimes falls below the 2 Gbps target for fairly
long periods. This is reflected similarly in the packet delay
in the proxy.

Having a path-control policy is integral to improving the
situation. Fig. 10b illustrates a simple queue threshold based
scheme described by Alg. 1. This results in an average num-
ber of paths of 1.53. One path is often enough, if it is in LoS,
and the resulting aggregate average capacity of 2.88 Gbps is
slightly lower than in the fixed-paths case. Even though the
average queue is shorter and the losses much less bursty than
for the fixed-paths case, there remains extensive queueing
for much of the time. The reactive control helps to mitigate
the delay to some extent since there are not the high delay
spikes seen in the constant path scenario. However, there is
still significant delay for most of the simulation time because
reactive control only happens after the delay occurs. Abrupt
changes in capacity due to LoS/NLoS and shadow fading,
combined with the time to effect path changes, cannot be
mitigated by a purely reactive control.

The results with a predictive CDF based controller, i.e.,
Alg. 2, are shown in Fig. 10c. By probabilistically predicting
the queue distribution over a short time in the future, rather
than just reacting to it, this controller is able to keep a very
short queue and avoid losses altogether. The controller adds
an extra path if the queue CDF over the next 200 ms is
predicted to have more than a 1% chance (i.e., 1−Q_T_prob)
of being over the 500 packet threshold, and removes a path if
the queue CDF has a more than 99% chance of being below
250 packets. Ensuring reliable consistent communication
requires more paths. The model is not perfect, and there is
that 1% chance of the queue having levels above 500 packets,
but overall the predictive control maintains a reliable and
consistent capacity of at least 2 Gbps for the sender. The
predictive FPT based controller, i.e., Alg. 3, also manages
to maintain a reliable consistent capacity (see Fig. 10d). In
both of these scenarios, the queue is empty most of the time
with the occasional spike in delay when the prediction is
not quite right — it is probabilistic after all. The choice of
which one to use in practice would depend on which best
represents the particular QoS agreement/requirement of the
application. For example, if QoS is best represented by the
queue distribution over 𝑇 , then it is better to use a CDF-
based controller, whereas use of FPT is more adequate if
QoS is best captured by transient threshold excursions.

Fig. 11 shows a log scale CDF of proxy delay from 100
simulations with varying random number seeds. It may seem
surprising at first to see the scenario with a fixed number
of paths have a higher proportion of very low delays than
the no-prediction reactive mechanism. The constant 3 paths
leaves the proxy queue empty for most of the time, however,

21The remove path element of this algorithm adopts the same check as
Alg. 2, different to [18].
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Figure 11: Delay CDF from 100 simulations. The plots for
CDF-based and FPT-based prediction overlap.

when capacity drops there is no mechanism to alleviate this
so queueing delay and loss becomes more significant. The
no-prediction reactive mechanism does manage to reduce
the packet loss and the extreme delays. The predictive con-
trols both show very little delay since, for the most part
(99%), arriving packets find the proxy queue empty.

Since the aim of this work is consistent reliable commu-
nication, it is natural to ask whether augmenting the predic-
tive control could help to reduce the handful of delay spikes
that occur. The key rationale is that if the capacity is close
to correct, the queue potentially grows less quickly, making
reactive control in those specific circumstances viable. We
explore this proposition next.
5.4. Integrating reactive with predictive control

Pure prediction-based control is a good approach if the
predictions made are accurate. Our predictions are proba-
bilistic and there can also be events and system changes
that are not modelled. If the predictions do not turn out to
reflect what actually happens, increased queueing and higher
delay can be the consequence. To mitigate the degradation
of QoS this may cause, we augment the predictive-based
control system with a reactive control element. This allows
the mechanism to react to spurious spikes in the queue, by
adding a path before the next scheduled predictive control,
thereby helping to drain the queue.

Fig. 12 describes the revised control system, that is,
prediction-based control with reactive control. In this revised
system, a change in the number of available paths can be
initiated by either predictive control or reactive control. The
predictive control is generally triggered every 150 ms as be-
fore. The reactive control is only triggered when reality did
not match the prediction, that is, when the queue is growing
because we do not have enough resources and need to add a
path. We check if there are paths available to add, then add
the path with the highest capacity. A new predictive control
is then scheduled in 150 ms. This means that every time
a reactive control is triggered, the next predictive control
is rescheduled some milliseconds forward. The reason we

Process: ProxyCtl
Idle

Predictive
control triggered

Add path

Reactive control
triggered

Predict

None

Remove Add or
remove?

Yes Is there a 
path to add?

Schedule new
predictive control

Idle

Decision

Remove path with
lowest capacity

Add path with
highest capacity

No
Add

Figure 12: SDL of a prediction based control system with
reactive control. In Predict, either CDF based control (see
Alg. 2) or FPT based control (see Alg. 3) can be used.

choose to shift the predictive control schedule is to avoid
having a new path change by predictive control too soon after
the previous reactive control path change.

To prevent the reactive control from being triggered
too soon after the last path change, a limit is set for how
long since the last path change we can initiate a new path
change using a reactive control. This is called the reactive
control interval 𝑇𝑅. This limit prevents the reactive control
from being triggered too often, which may be costly for the
operator and interfere with the predictive control.

We evaluated the performance of the hybrid control sys-
tem with respect to 𝑇𝑅 using the same simulation scenario as
in § 5.3, measuring the delay of each packet going through
the proxy. Each simulation was repeated 100 times, each run
with a different seed, for each of 𝑇𝑅 = {25, 50, 100}ms. We
do not test 𝑇𝑅 ≤ 20ms since path change delay (PCD, see
Table 4) is 20 ms so values below 20 ms could initiate a new
path change before a previous one has been activated. We
compare the results against the purely predictive algorithms
described in Alg. 2 and Alg. 3.

Fig. 13a and Fig. 13b show the results when using CDF-
based and FPT-based prediction, respectively. Note that we
are only looking at the very top of the CDF since the delay
spikes we seek to mitigate are relatively rare (see figures
Fig. 10c and Fig. 10d). This also reveals a very small amount
of packet loss in the prediction-only algorithms that was
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Figure 13: Delay CDF from 100 simulations, using two different
prediction based algorithms.

Table 5
Average number of path changes caused by a reactive control
after 100 runs of the simulation. In the purely predictive control
models, around 470 predictive control actions are performed in
each run.

Prediction Reactive control interval 𝑇𝑅
25ms 50ms 100ms

CDF based 9.14 6.72 5.43
FPT based 8.86 6.59 5.26

not evident on the scale Fig. 11 was plotted. The impact of
the reactive control interval on the higher percentiles of the
delay distribution is clearly seen in Fig. 13. As 𝑇𝑅 is reduced,
the impact of the delay spikes is also reduced. The very small
amount of packet loss is also reduced.

In Table 5 we can see how often on average a path was
added because of a reactive control for the different values
of 𝑇𝑅. Compared to how many times predictive control is
triggered — about 470 times for the purely predictive control
— we do not change the number of paths with reactive

control very often. As 𝑇𝑅 is reduced, reactive controls are
triggered more often, but they are still comparatively very
small. This confirms that the predictive control is enough
most of the time, but also shows that the demonstrated
benefit of the hybrid control comes at very little additional
path change overhead.

Using this hybrid approach may also be beneficial in
other scenarios. For example, if there is a way for the
network to signal the proxy before a path is lost due to some
network disruption, then the proxy could react to this signal
and preemptively manage its paths so as to avoid any QoS
impacts.

6. Discussion
6.1. Accuracy vs tractability of the models

The key to being able to use the proposed MMFQ models
for predictive control, is being able to solve a chosen model
quickly enough. Two factors influence this: the number of
states in the Markov model and the accuracy with which
the time horizon, 𝑇 , is represented. We compared modelling
the full system state with a number of compressed, more
tractable models. A probability weighted model based on
the number of paths in LoS that includes a transient fully
modelled starting state and the next hop (WQx) gives highly
accurate predictions with a much smaller and tractable num-
ber of states than the full model for scenarios with more than
two available paths. A matrix exponential representation of
𝑇 is used to represent 𝑇 more compactly and accurately than
with the traditional Erlang approach.

We demonstrate that a matrix exponential representa-
tion of 𝑇 of order 𝐿 = 11 is both sufficiently accurate
(50th percentile of meanAD 1.2%, WQx for 4 paths with
respect to the Full model with 𝐿 = 81, see Table 2) and
tractable (solved on a laptop in a median time of 13 ms
for the same parameters, see Table 3). Note that in the
simulation experiments in § 5 we used 90% percentiles for
the computational costs (CC), rather than median costs (i.e.,
path addition/removal actions took even longer).
6.2. Scheduling

Our proposed mechanisms manage a number of mmWave
paths to ensure there is enough capacity to carry the appli-
cation traffic at its desired rate. The resulting capacity is the
aggregate of any number of mmWave paths. How packets
are scheduled onto the different paths impacts performance.
In some sense, this scheduling problem has similarities to
that commonly discussed in reference to multipath transport
protocols like MPTCP and MPQuic [14, 45, 29, 20]. How-
ever there are some important differences:
1. The capacity on each of these paths changes rapidly

due to fast fading, and dramatically as direct LoS is
blocked and cleared. The resulting NLoS capacity can be
anything from 0.1 of the LoS rate to 0.00001 of the LoS
rate, or worse, depending on the blockage and particular
location’s topology. This leads to packet transmissions 10



to 100 000 times slower on a NLoS path than on a LoS
path.

2. The wireless mmWave paths will have homogenous and
very small propagation delays.

3. TCP-type congestion controls are not relevant for the ap-
plications studied here which require a consistent reliable
data rate. Therefore, scheduling is making best usage of
the sufficient capacity made available through the path
management. More complex scenarios where some sort
of quality compromise could be required are discussed in
§ 6.3.

These differences potentially limit the usefulness of current
multipath scheduling techniques designed for MPTCP and
MPQuic for use over less challenging networks.

For example a simple round-robin technique on two
paths, one in LoS and one in NLoS, could result in 10 or
more packets being sent on the LoS path to every 1 packet on
the NLoS path. This causes Head of Line (HoL) blocking for
ordered delivery to the application at the receiver. An out-of-
order buffer at the receiver would be needed to temporarily
store every packet sent over the LoS path after a packet
was sent over the NLoS paths. The delay induced by this
is significant, though generally not as large as queueing
delays within the proxy due to lack of capacity. A scheduling
algorithm that instead chooses the highest capacity first
could dramatically improve on this performance, especially
in circumstances where there was sufficient capacity over
LoS paths to be able to mostly avoid using NLoS paths.

Despite this, path dynamics ensure that some packets
will always be caught on a NLoS path. Forward Error
Correction (FEC) techniques can reduce the HoL blocking
problem, but at the expense of framing and encoding de-
lays [16]. Apart from that, the very small propagation delays
may make an Automatic-Repeat-Request (ARQ) technique
viable on LoS paths when packets are delayed on NLoS
paths, though at the expense of more complicated senders
and receivers.

For reliable, consistent, high data rate, low latency, real-
time applications, these delays will necessitate a receiver
jitter-buffer dimensioned to handle delays to the 99th per-
centile or higher. This adds a fixed and possibly large delay
to the path. Reducing the average delay is therefore not of
great benefit; delays to 99th percentile have to be reduced
to keep the jitter-buffer small. The goal in our future work
here is to find the best scheduling/FEC/ARQ combination
that can achieve this.
6.3. Balancing network costs and QoS

The full control system depicted in Fig. 1 has two pos-
sible actions: change the number of paths to maintain the
required rate, and/or adjust the send rate and impact the
application QoS. Optimizing this choice involves weighing
the costs. Example costs of changing the number of paths
are: the impact on power consumption of the mobile device
and network costs of managing additional paths–perhaps

even with other operators. Indeed, the action of adding and
removing paths means bringing up network interfaces and
putting them in standby, which takes time and may incur
higher energy consumption. There may also be operator
limits on how often paths should be changed and how many
paths can be used at different times and in different places.
Choosing appropriate thresholds to balance these changing
costs with the application’s QoS requirements, and deciding
the optimal action (path change or send rate change) at a
given instant is necessary for the deployed system.

The problem of balancing cost and performance can
be approached from different angles and using different
controller types. Since we have already obtained a predictive
model of the system, one of the candidate controllers is
Model Predictive Control (MPC) [8]. MPC is one of the
successful controllers used for optimizing processes over
time. Its main elements are: 1) a predictive model, 2) a tem-
poral window of optimization, and 3) feedback correction.
The main benefit of MPC is that it optimizes the current
timeslot, while taking future timeslots into account, which
has parallels with our models derived in the paper. It can
also incorporate constraints in the optimization problem. It
is common to utilize a closed-form model in MPC. Due to
the problem complexity, we did not obtain such a model.
However, our estimates that are numerically derived from
the predictive model can be fed into an MPC-like controller.

The other approach to solving such a problem is defining
a constrained optimization problem [7] with the goal of
maximizing a utility function. The function can be defined
as an increasing function of current send rate. It can also
incorporate all the costs as a negative term. QoS require-
ments, e.g., send rate and delay, are defined as the constraints
of the optimization problem. This type of controller does
not necessarily need to consider a future horizon. There are
concerns that should be taken into account on defining such
an optimization problem on, for example, its tractability,
to spend less time and energy, when the control frequency
increases. Indeed, making the utility function concave or
convex can be of great help since concavity (convexity)
can ensure that all local optima are global optima and the
problem becomes more tractable.

In this paper, we have only considered a path controller to
ensure consistent communication. In the case where senders
also actively change their rate via a controller (e.g., a conges-
tion controller), how these two controllers affect each other
and their stability is of concern, which should be examined.

As future work we plan to pose this balancing task for
the above controllers by defining a utility function, with QoS
requirements and costs as constraints to allocate paths and/or
adjust send rates. We will integrate this with the MMFQ
predictive control mechanism we have developed in this
paper. This will perform the action optimization function
block depicted in Fig. 1, feeding back new threshold values
to the MMFQ model block and choosing the optimal action
for the circumstances expected over the next control interval.
In addition, mutual effects between this controller and the
sender’s controller need to be studied.



7. Conclusions
Reliable, consistent and very high data rate mobile com-

munication will become especially important for services
such as future emergency communication. Millimeter-wave
technology provides the needed capacity, however it lacks
the required reliability due to the abrupt capacity changes
any one path experiences. Intelligently making use of vary-
ing numbers of available mmWave paths, perhaps even
through multi-operator agreements; and balancing mobile
power consumption with path costs and the need for reliable
consistent quality will be critical to attaining this aim. This
paper provides the first step, showing that our model-based
reliability prediction is indeed useful and computationally
feasible.

We model mmWave path blocking with two states, LoS
and NLoS, combining these states for the available paths into
a Markov model. This then drives a fluid queue to model
buffer occupancy at the proxy. The transient solution to this
model allows us to look at either the queue distribution over
the next 𝑇 s or the probability of crossing a particular buffer
level within the next 𝑇 s. This short term prediction allows
the system to react to potential problems before they happen,
thus maintaining reliable consistent communication.

Our proof of concept tests with two simple, proactive
path control algorithms demonstrate the potential effective-
ness of the proposed predictive approach especially com-
pared to static or non-predictive controls. Further, we illus-
trate the potential benefits of a hybrid predictive/reactive
path control algorithm, combining proactive and reactive
control.

Our next step for the control system (see Fig. 1) is to
develop the “action optimization” block. This block will
use feedback to dynamically bridge the model–reality gap,
and will balance the costs, choosing the best action for the
given circumstances. We will then build a working control
system. Further steps beyond the control system involve
investigating appropriate, adaptable multipath scheduling
methods and dealing with missing packets, whether due to
loss or an abrupt link speed change, through erasure coding22
(see [48]). Our long term aim is a fully functioning and
deployable multipath mmWave proxy for reliable consistent
communication.
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