Energy Efficient Continuous Multimedia Processing Using
the Tegra K1 Mobile SoC

Kristoffer Robin Stokke, Hakon Kvale Stensland, Carsten Griwodz, Pal Halvorsen
Simula Research Laboratory & University of Oslo, Norway
{krisrst, haakonks, griff, paalh}@ifi.uio.no

ABSTRACT

Energy consumption is an important issue for mobile de-
vices, as the technological development in battery technol-
ogy has not kept pace with the power requirements of mo-
bile hardware. In this paper, we use a video rotation filter
to study the effects of CPU and GPU frequency scaling in
terms of performance and energy. Our platform is the Tegra
K1 mobile processor with a quad-core CPU and a CUDA-
capable GPU. We find that most energy can be saved by
minimising CPU frequency while meeting the filter’s framer-
ate requirement. Interestingly, the frequency scaling affects
GPUs differently, where the best frequency is always moder-
ately higher than the minimum which meets the framerate
requirement. Using these heuristics, it is possible to save up
to 10 % energy compared to the standard Linux frequency
scaling algorithms, which use processor utilisation to adjust
processor frequency.
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1. INTRODUCTION

Battery capacity is a severe limitation of modern mobile
devices. Dynamic Voltage and Frequency Scaling (DVFS) [1]
algorithms minimise power usage of CPUs and GPUs by
lowering operating frequency, and is an effective way to save
energy when full performance is not needed. There have
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been many proposals from the research community on how
DVEFS can be improved for mobile devices. However, these
consider GPUs that do not support general purpose com-
puting, such as CUDA [5, 4]. Those that consider DVFS for
CUDA-capable GPUs [2] typically target high-performance
applications found in data centres. We argue that common
mobile applications are lighter processes where the goal is
not to finish processing quickly, but to meet application-
specific QoS constraints such as a specific framerate. In this
paper, we consider a video processing filter implemented for
both CPU and GPU, where the goal is to provide an ac-
ceptable video quality of 25 FPS. We study the impact that
CPU and GPU frequency settings have on application per-
formance and energy using a Tegra K1 mobile SoC, and find
that 10 % energy can be saved by using workload specific
frequency settings compared to the standard Linux DVFS
algorithms.

2. SYSTEM SETUP

Our system is based on a Jetson-TK1 mobile development
kit equipped with a custom power measurement sensor. The
workload used in our study is an image rotation filter. The
filter rotates each frame of a 25-FPS video stream by a con-
tinuously increasing angle. Its operations resemble that of
a video stabiliser. The filter has been implemented for both
the CPU and the GPU using CUDA. To study the effects
of frequency scaling we disable the Linux DVFS algorithms
and set CPU and GPU operating frequency manually while
processing frames as follows:

1. While the CPU or the GPU is busy processing a frame,
its respective frequency is set to a higher frequency
which we vary throughout our experiments.

2. If the CPU or GPU processing ends before the frame
deadline (40 ms for 25 FPS), CPU frequency is lowered
to 204 MHz for the CPU and 72 MHz for the GPU.
The CPU sleeps for the remaining time.

It is important to note that the performance of the filter
never exceeds 25 FPS, but that it can be lower than this if
the manually set processing frequencies are too low.

3. EXPERIMENTAL RESULTS

We run our experiments using our setup with three input
resolutions (see Table 1). Each test is run ten times for
each frequency, stopping if the encoding time is longer than
12 s. This is to equalise the energy consumption of idle



Resolution Userspace P-SAV Linux Governor Condemandn) | o= 000
Core | Max Frequency Brorgy Core Encrgy
352x288 CPU 204 MHz (CPU) 9.22 mWh CPU 9.02 mWh -2.2 %
640x480 CPU 304 MHz (CPU) 11.33 mWh CPU 12.86 mWh 11.9 %
1920x1080 GPU 804 MHz (GPU) 26.00 mWh GPU 29.16 mWh 10.8 %

Table 1: The most energy efficient frequency configurations compared with the best Linux DVFS algorithm.
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Figure 1: A single CPU frame encoding snapshot for differ-
ent operating frequencies.

components from each run. The framerate and total energy
usage for CPU- and GPU-execution can be seen in Figure 2.
The best frequencies are marked with red. As expected, we
see that higher frequencies increase the framerate. For the
CPU, the best frequency is very close to the point where the
25 FPS requirement is reached. After this, increasing the
operating frequency further only increases the total energy
usage on the CPU. A likely reason for this observation is
that a doubling in frequency effectively doubles the power
usage of the processor [1], but does not reduce the frame
encoding time by a corresponding amount, which can be
seen in Figure 1.

The GPU experiments show a different trend than that of
the CPU. For the mid-resolution video, 25 FPS is reached at
72 MHz. The best frequency is four frequency steps above,
at 324 MHz, reducing the energy usage by 23 %. In other
words, the frequency should not be minimised as for the
CPU. The effect is similar, but not as clear, for the high- and
low-resolution videos. However, we have run other types of
video filters which confirm this observation. Unfortunately,
we could not include them here due to space restrictions.

We also run the experiments with the standard Linux
DVFS algorithms [3], where the CPU and GPU operat-
ing frequencies are automatically adjusted in response to
changes in processor utilisation. There is only one GPU
DVEFES algorithm, but of the four CPU algorithms, the “on-
demand” algorithm was consistently better. Compared to
these, up to 10 % energy can be saved by using workload-
specific frequencies (see Table 1).

4. CONCLUSION

In this paper, we study the impact of CPU and GPU fre-
quency settings on a mobile processor. Our workload is a
video rotation filter implemented for both the CPU and the
GPU using CUDA. We find that up to 10 % energy can be
saved by minimising CPU frequency such that a framerate
of 25 FPS is met generally saves energy over the standard
Linux DVFS algorithms. It is clear that the standard Linux
DVFS governors, which change processor frequency in re-
sponse to changes in utilisation [3], can be improved if QoS
requirements such as framerate were considered. The effect
of DVFS is different for the GPU, where the best frequency
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Figure 2: Frequency scaling experiments. The frequencies
shown correspond to the one used while the CPU or GPU
is actively processing a frame.

tends to lie moderately above the minimum which achieves
25 FPS. As this is work-in-progress, we do not yet know the
exact reasons behind this observation. For future work, it
would be interesting to see if existing GPU DVFS algorithm
proposals [4, 5] can be improved for our platform.
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