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Preface

I wrote this thesis, titled “DeepSynthBody: the beginning of the end for data deficiency
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in Engineering Science Faculty of Technology, Art and Design, Oslo Metropolitan Uni-

versity, Oslo, Norway. The total time for thesis was around three years. I carried out

my work under the supervision of Professor Michael A. Riegler, Professor P̊al Halvorsen,

and Professor Hugo L. Hammer. I have completed the thesis in the Department of Holis-

tic Systems in Simula Metropolitan Center for Digital Engineering (SimulaMet), which

provided the infrastructure and all the financial support to this full research.

This Ph.D. time became a golden period in my life because I have been exploring the

real research world which is not limited to a thesis. As a result, I felt my research works

and perceived them, which forced me to learn new things every day until I am writing

this preface. In addition to the general responsibilities of my life, I was a responsible

person for performing quality research works in the medical domain, which is the field no

one can argue the importance of it. I was forced to be responsible for this field because

the success of our research can save human life and a fault of our research can indirectly

cause death.

I hope that you love this thesis reading.

Vajira Thambawita

May, 2021 at Oslo, Norway
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Abstract-English
Recent advancements in technology have made artificial intelligence (AI) a popular tool in

the medical domain, especially machine learning (ML) methods, which is a subset of AI.

In this context, a goal is to research and develop generalizable and well-performing ML

models to be used as the main component in computer-aided diagnosis (CAD) systems.

However, collecting and processing medical data has been identified as a major obstacle

to produce AI-based solutions in the medical domain. In addition to the focus on the

development of ML models, this thesis also aims at finding a solution to the data deficiency

problem caused by, for example, privacy concerns and the tedious medical data annotation

process.

To accomplish the goals of the thesis, we investigated case studies from three differ-

ent medical branches, namely cardiology, gastroenterology, and andrology. Using data

from these case studies, we developed ML models. Addressing the scarcity of medical

data, we collected, analyzed, and developed medical datasets and performed benchmark

analyses. A framework for generating synthetic medical data has been developed using

generative adversarial networks (GANs) as a solution to address the data deficiency prob-

lem. Our results indicate that our generated synthetic data may be a solution to the

data challenge. As an overarching concept, we introduced the DeepSynthBody as a basis

for structured and centralized synthetic medical data generation. The studies presented

in the thesis, such as generating synthetic electrocardiograms (ECGs), gastrointestinal

(GI)-tract images and videos with and without polyps, and sperm samples, showed that

DeepSynthBody can help to overcome data privacy concerns, the time-consuming and

costly data annotation process, and the data imbalance problem in the medical domain.

Our experiments showed that our generative models generate realistic synthetic data pro-

viding comparable results to experiments using real data to tackle the identified problems.

The final DeepSynthBody framework is available as an open-source project that allows

researchers, industry, and practitioners to use the system and contribute to future devel-

opments.
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Abstract-Norwegian

Teknologiske fremskritt har gjort kunstig intelligens til et populært verktøy innen me-

disin. Spesielt metoder innen maskinlæring, en underkategori av kunstig intelligens, er

mye brukt. Et mål i denne fobindelse er å utvikle gode, generaliserbare modeller for

bruk i systemer for datamaskinassistert-diagnose, men en stor utfordring her er innsam-

ling og behandling av medisinske data p̊a grunn av for eksempel personvernhensyn og

kostbare annoteringsprosesser. Denne oppgaven fokuserer derfor b̊ade p̊a utvikling av

maskinlæringsmodeller og å finne en løsning p̊a problemet med manglende medisinske

data.

For å n̊a oppgavens mål har vi undersøkt tre forskjellige medisinske eksempler, nem-

lig kardiologi, gastroenterologi og andrologi. Ved hjelp av data fra disse medisinske

omr̊adenehar vi utviklet maskinlæringsmodeller. For å løse mangelen p̊a medisinsk data,

har vi samlet inn, analysert og utviklet medisinske datasett, og vi har utført referanseanal-

yser. I tillegg, et rammeverk for generering av syntetiske medisinske data er utviklet ved

hjelp av “generative adversarial networks” for å løse problemet med datamangel, hvor

resultatene v̊are indikerer at slike genererte data kan være en mulig løsning. Som et

overordnet konsept introduserer vi DeepSynthBody som grunnlag for strukturert og sen-

tralisert generering av syntetisk medisinsk data. Studiene presentert i oppgaven, slik

som generering av syntetiske elektrokardiogram, bilder og videoer fra tarmsystemet og

sædprøver, viser at DeepSynthBody kan bidra til å overvinne personvernproblemer, re-

dusere tid og ressursbruk innen dataanmerkingsprosessene, og utjevne problemene med

data ubalanse innen det medisinske domenet. V̊are eksperimenter viser at vi kan generere

realistiske syntetiske data som gir sammenlignbare resultater med eksperimenter hvor

man bruker reelle data. Det endelige DeepSynthBody-rammeverket er tilgjengelig som et

åpent kildekode-prosjekt som gjør det mulig for b̊ade forskere og industri å bruke systemet

og å bidra til fremtidig utvikling.
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Chapter 1

Introduction

\ The data-driven world will be always on, always tracking, always monitor-

ing, always listening and always watching { because it will be always learn-

ing"(Rydning [1]).

Arti�cial intelligence (AI) has become a popular tool in most of the leading industries,

for example, �nancial service [2, 3], manufacturing [4, 5], media and entertainment [6, 7],

transportation [8, 9], and healthcare [10, 11]. As a result, AI interacts more closely with

the day-to-day life of people. While AI has many de�nitions, the main goal of AI today is

to enable faster, more reliable, and more accurate data analysis. Additionally, AI applies

to tasks that humans cannot proceed with, such as operations in space, in deep oceans,

or deep underground. These AI applications are successful due to improvements in ma-

chine learning (ML) algorithms [12] used in AI, particularly deep learning (DL) [13], and

tremendous advances in computational hardware running the compute-heavy ML algo-

rithms, such as deep neural networks (DNNs). Despite such advancements, the algorithms

need data to learn. The limited availability of data to train the ML algorithms [14, 15] is

crucial in developing successful AI solutions in all domains. The interconnections between

the terminology, AI, ML, and DL used in this section are depicted in Figure 1.1.

With the success of applying AI as a tool in the leading industries, using AI in the med-

ical domain has received more attention in the recent decade, such as the news headings1

and quotes2 about AI and medicine presented in Figure 1.2. The news shows contradic-

tory ideas about AI in medicine, such as some believe that AI will replace human doctors

1https://futurism.com/ai-medicine-doctor
2https://news.harvard.edu/gazette/story/2020/11/
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Chapter 1. Introduction

Figure 1.1: De�nitions [16] and relations between AI, ML and DL.

and others believe that AI will \just" become a supportive tool for human doctors. Nev-

ertheless, it seems like many believe that AI will become more popular in the coming

years. Thus, applying AI in medicine is important because it may directly a�ect humans'

personal lives, and successful medical systems directly correlate with life expectancy and

quality. Therefore, producing AI systems with reliability and integrity is important in the

medical domain. To understand applying AI in medicine for developing computer-aided

diagnosis (CAD) systems, we should understand the complete medical AI pipeline. A

simpli�ed version of this pipeline is depicted in Figure 1.3 with four steps: (I) collecting

data, (II) annotating data using experts, (III) applying ML methods, and (IV) �nal prod-

uct and explainable arti�cial intelligence (XAI). These four steps are discussed further in

the next section.

1.1 Background and Motivation

AI-based solutions are used in the medical domain for di�erent purposes, such as to

develop treatment protocols, drugs, personalized medicine, patient monitoring systems,

robotics, and diagnosis processes [11]. Among these, AI-based diagnosis processes or CAD

systems [17] got more attention from AI researchers. CAD systems aid doctors as the

\second opinion" to �nalize decisions.

6



1.1. Background and Motivation

Figure 1.2: Some quotes and headings about AI and medicine in news articles

In this regard, we started to research ML-based solutions for CAD systems by following

the above four steps pipeline to help medical experts more correctly and e�ciently detect

anomalies in medical data from real examinations to save lives ultimately. The goals were

to both address large miss-rates [18, 19, 20] and observer variations [21, 22]. The process of

researching and developing ML solutions is presented using Step III (Figure 1.3). However,

we soon realized a considerable lack of medical data to develop good ML models in the

domain for various reasons, increasing the importance of the �rst two steps in Figure 1.3.

Therefore, we have studied how datasets should be collected, composed, and published

7


	Acronyms
	Introduction
	Background and Motivation
	Research Question and Objectives
	Scope and Limitations
	Research Methodology
	Contributions
	Outline

	Related Work
	Medical Data
	Machine Learning in Medicine
	Generative Adversarial Networks
	Synthetic Data in Medicine
	Summary

	DeepSynthBody
	Step I: Collecting Real Data and Analysis
	Collecting Real Data
	Analysis of Real Data

	Step II: Developing Generative Models
	Generative Model Design and Evaluation
	Publishing Deep Generative Models
	A Tool to Experiment with Generative Adversarial Networks: GANEx

	Step III: Producing DeepSynth Data
	Step IV: Explainable DeepSynth AI and DeepSynth Explainable AI
	Summary

	Discussion and Conclusion
	Contributions and Discussions
	Ethical Consideration
	Future Works
	Conclusion
	Final Remarks

	Published Articles
	Paper I - HyperKvasir, a Comprehensive Multi-class Image and Video Dataset for Gastrointestinal Endoscopy
	Paper II - Toadstool: A Dataset for Training Emotional Intelligent Machines Playing Super Mario Bros
	Paper III - PMData: A Sports Logging Dataset
	Paper IV - PSYKOSE: A Motor Activity Database of Patients with Schizophrenia
	Paper V - Kvasir-Capsule, a Video Capsule Endoscopy Dataset
	Paper VI - HTAD: A Home-Tasks Activities Dataset with Wrist-Accelerometer and Audio Features
	Paper VII - Kvasir-Instrument: Diagnostic and Therapeutic tool Segmentation Dataset in Gastrointestinal Endoscopy
	Paper VIII - The Medico-Task 2018: Disease Detection in the Gastrointestinal Tract using Global Features and Deep Learning
	Paper IX - An Extensive Study on Cross-Dataset Bias and Evaluation Metrics Interpretation for Machine Learning Applied to Gastrointestinal Tract Abnormality Classification
	Paper X - Machine Learning-Based Analysis of Sperm Videos and Participant Data for Male Fertility Prediction
	Paper XI - Stacked Dense Optical Flows and Dropout Layers to Predict Sperm Motility and Morphology
	Paper XII - Extracting Temporal Features into a Spatial Domain Using Autoencoders for Sperm Video Analysis
	Paper XIII - ACM Multimedia BioMedia 2020 Grand Challenge Overview
	Paper XIV - Explaining Deep Neural Networks for Knowledge Discovery in Electrocardiogram Analysis
	Paper XV - Pyramid-Focus-Augmentation: Medical Image Segmentation with Step-Wise Focus
	Paper XVI - Impact of Image Resolution on Convolutional Neural Networks Performance in Gastrointestinal Endoscopy
	Paper XVII - On Evaluation Metrics for Medical Applications of Artificial Intelligence
	Paper XVIII - DivergentNets: Medical Image Segmentation by Network Ensemble
	Paper XIX - A Self-learning Teacher-student Framework for Gastrointestinal Image Classification
	Paper XX - Using Preprocessing as a Tool in Medical Image Detection
	Paper XXI - Unsupervised Preprocessing to Improve Generalisation for Medical Image Classification
	Paper XXII - GANEx: A Complete Pipeline of Training, Inference and Benchmarking GAN Experiments
	Paper XXIII - Vid2Pix - A Framework for Generating High-Quality Synthetic Videos
	Paper XXIV - DeepFake Electrocardiograms: the Beginning of the End for Privacy Issues in Medicine
	Paper XXV - SinGAN-Seg: Synthetic Training Data Generation for Medical Image Segmentation
	Paper XXVI - Generative Adversarial Networks For Creating Realistic Artificial Colon Polyp Images
	Paper XXVII - Identification of Spermatozoa by Unsupervised Learning from Video Data
	Paper XXVIII - DeepSynthBody: the Beginning of the End for Data Deficiency in Medicine


