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Abstract 
 

Safety assurance and certification are amongst the most expensive and time-

consuming activities in the development of safety-critical systems. Deeming a system 

to be safe involves gathering convincing evidence to argue the safe operation of the 

system, usually according to the requirements of some safety standard. To handle 

large collections of safety evidence effectively, practitioners need knowledge 

regarding  (1) the different types of evidence, (2) what characterizes the different 

evidence types, (3) how to effectively structure the evidence along with its 

argumentation to show fulfilment of system safety claims, and (4) how to assess the 

confidence in the evidence presented.  

Failing to clearly understand the above evidence needs while assessing the system 

safety can result in major problems. First, the system supplier may fail to record 

critical details during system development that the certifier may require later on. 

Building the missing evidence after-the-fact can be both expensive and laborious. 

Second, the certifier might find it hard to develop sufficient confidence in the system 

undergoing certification if there is no common understanding of the evidence needs 

(between the system supplier and the certifier) a priori. An agreed common 

knowledge regarding evidence requirements might help make certification and 

assurance more credible. Third, for a real life large-scale complex system, it is highly 

important to demonstrate sufficient traceability among the thousands of development 

and verification artefacts that might be used as safety evidence. If the evidence is not 

structured properly, its sheer volume and complexity can jeopardize the clarity of the 

safety arguments, in turn make safety assessment difficult. Finally, it is important to 

be able to determine how definitive the evidence used to support a particular claim is. 

Though safety standards mandate sufficient and credible evidence to show 

compliance, they are often vague on what sufficient and credible means in a particular 

context, often intentionally and for the sake of being general. 

This thesis is aimed at understanding and characterizing the safety evidence used 

for certification and assessment of safety-critical system. The thesis analyses the 

current evidence management practices and proposes means for future improvements. 

The contribution provided in this thesis have been developed in the scope of 

OPENCOSS, a large-scale European research project whose goal is to devise a 

common certification framework for the automotive, avionics, and railway domains. 
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The thesis defines a taxonomy of evidence types towards enhancing the knowledge 

and understanding regarding what safety evidence is. The taxonomy was built by 

analysing and synthesizing the existing knowledge in the academic literature about 

safety evidence. This was achieved by means of a Systematic Literature Review, 

based on 218 peer-reviewed studies between 1990 and 2012. The taxonomy was then 

validated by 52 practitioners from 11 application domains through a survey aimed at 

analysing the state of the practice on safety evidence management. The benefits of 

such a taxonomy are three-fold: (1) the taxonomy can provide a common terminology 

for communication among the system suppliers and safety assessors about evidence 

requirements during the certification process, helping in reducing certification risks 

and costs by avoiding terminological mismatches; (2) the taxonomy is a useful 

reference to new researchers, helping them better get acquainted with the area, and; 

(3) the taxonomy can be a helpful tool for practitioners to gain a clearer understanding 

of what information may be relevant for demonstration of compliance with safety 

standards. Other contributions related to the survey of literature and practice also 

include (1) a detailed analysis of the various techniques for evidence structuring and 

evidence assessment proposed in the literature and used in practice, (2) an overview 

of existing challenges for provision of safety evidence, and (3) a comparison of the 

knowledge gathered from the state of the art and the state of the practice, allowing us 

to find potential gaps. 

Another important research area addressed in this thesis relates to safety evidence 

traceability. The results of the literature review and the survey with practitioners 

showed that safety evidence traceability is topic that has been little addressed in 

literature and is a major challenge in practice. Towards addressing the gap in 

literature, the thesis analyses the current state of the art in traceability by looking at 

the topics that have been studied, the challenges that have been addressed, the 

contributions that have been made, and the type of artefacts traced. This analysis 

helped in identifying gaps in past work and determining research needs. To address 

the challenges faced in practice, based on the analysis and the knowledge gathered 

previously, the thesis identifies the information that characterises safety evidence 

traceability. The thesis presents the set of traces that is regarded as necessary for 

safety evidence and proposes SafeTIM, a traceability information model for safety 

evidence. SafeTIM provides the set of fundamental concepts and relationships for 

enacting evidence traceability in real industrial settings. We have validated the model 
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with documentation from three different industrial case studies. Other contributions 

include the definition of the motivations for evidence traceability and of potential 

challenges relating to evidence traceability.  

The final research area of the thesis is themed towards improving expert judgement 

in safety evidence assessment. The results of the survey with practitioners indicated 

that expert judgement is one of the most common means to assess safety evidence. In 

spite of its high importance, we know little about how safety experts assess evidence, 

how they gain confidence in evidence and what information do they consider when 

assessing the evidence. To address these issues, the thesis studied and presents results 

of the current practice of evidence assessment. With the help of in-depth interviews 

and focus group meeting with safety experts, we identified that the safety evidence 

assessment process varied substantially from expert to expert and that safety 

assessments were frequently based on subjective evaluations. More importantly, we 

identified a set of generic factors that influence the expert’s decision on the 

acceptance of the safety evidence. To further improve expert judgement in safety 

evidence assessment context, the thesis proposes a novel approach for assessing the 

confidence in safety evidence. The proposed approach automatically builds secondary 

confidence arguments that detail the various reasons for having confidence in the 

evidence while accounting for uncertainty in the judgement using Evidential 

Reasoning. The approach decomposes the abstract notion of confidence in evidence 

into sub-factors such as confidence on the process, the personnel, tools, etc. and 

performs low-level assessment of each of these factors. The lower-level confidence 

values are then automatically propagated up to tree and present final assessment on 

confidence. As part of the approach, the thesis also proposes a confidence argument 

pattern that is represented in Goal Structuring Notation.  The proposed argument 

pattern incorporates various factors that influence expert´s confidence in a piece 

safety evidence and build a clear argument structure to support the use of the 

evidence. The thesis also develops a prototype tool named EviCA (Evidence 

Confidence Assessor) that supports the application of the proposed approach.  
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Summary 
 
 
 
 
 

1 Introduction 
 

 
Most critical systems in domains such as avionics, railway, and automotive are 

subject to some form of safety assessment as a way to ensure that these systems do 

not pose undue risks to people, property, or the environment. In many situations this 

assessment forms a formal part of a certification process [1], to provide assurance that 

a system is deemed safe by a licensing or regulatory body.  

Assessing and assuring safety of a system relies on building sufficient confidence 

in the safe operation of the system in its operating context. To build this confidence, 

the safety objectives that mitigate the potential safety risks that a system can pose 

during its lifecycle must be satisfied. The safety objectives are usually established by 

a set of industry-accepted criteria, typically available as standards. Examples of safety 

standards include IEC61508 [2] for a broad class of systems, DO-178C for avionics 

[3], the CENELEC standards for railway [4], and ISO26262 [5] for the automotive 

sector. 

Although safety standards define practices for compliance, it often proves to be a 

very challenging task to the system suppliers due to the fact that these standards are 

presented in very large textual documents that are subject to interpretation. Once the 

system suppliers interpret the standards’ requirements, demonstrating compliance 

with safety standards involves collecting evidence that shows that the relevant safety 

criteria in the standards are met. In general, evidence can be defined as “The 

available body of facts or information indicating whether a belief or proposition is 

true or valid” [6]. For realistically large systems, however, one can seldom argue that 

evidence serves as a proof of the truth or validity of safety claims, but only whether 

the evidence is sufficient for building (adequate) confidence in the claims. Hence, we 
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define evidence for safety certification as “information or artefacts that contribute to 

developing confidence in the safe operation of a system and to showing the fulfilment 

of the requirements of one or more safety standards” [7]. Some generic examples of 

safety evidence, among several others, are testing results, system specifications, 

personnel competence information, and source code.  

Failing to clearly understand the evidence needs for a system’s assessment process 

can result in two main challenges [8]. First, the supplier may fail to record critical 

details during system development that the certifier would need. This can be both 

expensive and laborious, as the supplier has to reconstruct the missing evidence 

artefacts after-the-fact. Second, not knowing ahead of time what they (the certifiers) 

will receive as evidence may affect the planning and organisation of the certification 

activities. The certifier may find it hard to develop sufficient confidence in the system 

undergoing certification without having agreed to the evidence requirements first [9]. 

Therefore, it is essential that both the system suppliers and the certifier/assessor 

understand what information characterises safety evidence.  

Apart from understanding the evidence requirements and defining them precisely, 

attention needs to be paid by the supplier as to how this evidence is organized. For a 

realistically large system, practitioners need to collect and manage large quantities of 

safety evidence throughout the analysis, development, verification, maintenance, 

operation, and evolution of the system. This vast information has to be structured to 

show how it meets the requirements of a safety standard. If the evidence is not 

structured properly, its sheer volume and complexity can jeopardize the clarity of the 

satisfaction of the high-level safety objectives [10]. While collecting and managing 

thousands of artefacts throughout the lifecycle of the system, which might be used as 

evidence for a particular safety claim, it is highly important to maintain and capture 

the traceability links between the evidence items and other assurance assets such as 

safety claims and arguments. In addition, safety standards usually mandate that 

system suppliers have to explicitly provide traceability specifications as a part of the 

information that constitutes evidence of compliance.  

Furthermore, practitioners must assess the evidence adequacy as part of its 

management. Adequacy is usually assessed based on the confidence in the 

information collected to support a particular claim about system safety [11]. It is 

common practice to draw confidence on the system through the process of 
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constructing and presenting an assurance or safety case, i.e., through “a structured 

argument, supported by a body of evidence, that provides a compelling, 

comprehensible and valid case that a system is safe for a given application in a given 

environment” [12]. A structured argument combines various safety claims that are 

broken into lower-level sub claims. The decomposition continues until the sub-claim 

can be supported by citing a development or assessment artefact as evidence. 

However, for the evidence use to be justifiable, there needs to be sufficient confidence 

that the evidence presented is appropriate and trustworthy. The various reasons for 

having sufficient confidence in the evidence must be made explicit and any 

uncertainty in demonstrating sufficient confidence must be identified and 

acknowledged.  

This thesis tackles the above issues and presents new knowledge and novel 

solutions that can help suppliers and safety assessors to: (1) gain wider knowledge 

regarding the characteristics of evidence; (2) better understand the various 

relationships that exist between evidence and other assurance entities (activities, 

safety claims, tools) and; (3) more effectively manage, analyse, and assess evidence 

information, which can in turn help reduce certification costs and further make 

assessment and certification results more credible.  

1.1 Thesis Structure 
 
This thesis is organised into two main sections: 

Summary: This part of the thesis consists of the following sections: Section 2 

provides the required background to understand the thesis. Section 3 presents the 

research goals that were formulated for the thesis, and Section 4 details the research 

methods used to achieve these goals. Section 5 outlines the most salient results from 

the research papers published or submitted as part of the thesis; Section 6 outlines 

future research directions, and finally Section 7 concludes the summary.   

Papers: The second part of the thesis presents the six published or submitted 

research papers that are included in this thesis. 

Appendices: The last part of the thesis presents the appendix for Paper 1, 2, 3 and 

6. 
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2 Background 
 

The main area of research in this thesis is centred around system safety and its 

assurance or certification, with a very particular focus on the safety evidence 

information used in the process. Before presenting the research undertaken as part of 

this thesis and its results, it is necessary to define some of the basic concepts under 

study to ensure a common understanding. This section presents concepts related to 

safety-critical systems and to safety assessment and certification necessary to 

understand the thesis. 

2.1 Safety Critical Systems 
 

A safety-critical system is one whose failure can lead to injury or death of people, or 

damage to property or the environment [17]. There are plenty of examples, such as air 

traffic management systems in aviation, signalling and control systems in railway, 

braking systems in automotive, intensive-care and life-support systems in healthcare, 

and reactor controller systems in nuclear systems. Many of these modern critical 

systems depend on computers for their correct and intended operation. 

Safety-critical systems are usually used to control some pre-defined process such 

as activating a certain control in an aircraft in mid-air or deploying the airbag in a car 

automatically when in an accident. The computer-based system monitors and controls 

this process. The monitoring is usually performed via a field instrumentation e.g., 

sensors such as temperature or pressure sensors. These sensors send information of 

the process being controlled to the computer system, which can include software 

applications that make the required decision on receiving the sensor input. Once a 

software application has received its intended input, it instructs the change in the 

process via some type of actuators, sometimes called final elements. These final 

elements change the physical parameters of the process under control, e.g. apply 

brakes on wheels. The entire system can have a human element, the operator, who 

oversees and manages the overall function of the system. 
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2.2 Safety Assurance and Certification 
 

Safety-critical systems are typically subject to a rigid formal assessment process by 

external licensing and safety regulatory bodies. This is often referred to as safety 

certification, whose aim is to provide a formal assurance that a system has been 

deemed safe for use in a specific environment. Safety is a system property [18] that 

should be considered and designed into systems from the early development stages. 

For a safety-critical system, safety certification can be associated with the assessment 

of products, processes, or personnel involved in the development and assessment of 

the system. Often times for safety-critical systems, certification of products and 

processes are regarded as being the most challenging. 

The assessment of safety involves a series of analytical and evaluative activities 

concerning system safety objectives that are carried out during system lifecycle. 

These safety objectives are based on the potential hazards that may occur during the 

operation of the system in a specific environment. Such safety objectives are usually 

established by a set of industry-accepted criteria, typically available as standards. 

Safety standards are discussed in the next section. The system suppliers are required 

to demonstrate how the system under development meets the required safety 

objectives. Demonstrating the satisfaction of the safety objectives involves gathering 

convincing evidence during the lifecycle of a system and constructing well-reasoned 

arguments that relate the evidence to the objectives. The evidence is then presented to 

a third-party certification body that assesses the system and issues a certificate, 

permitting the system to be deployed. 

2.3 Safety Standards 
 

There are many different industrially accepted safety standards depending on the type 

of system and application domain. Some standards may be generic that apply to a 

wide range of technology, system or domain. For example, a general safety standard 

such as IEC61508 [2] is used for the assessment and certification of electrical, 

electronic or programmable electronic safety-related systems. The standard has been 

written in such a way that it can be used stand-alone, or customized for a specific 

domain proving some degree of flexibility. Other standards can be domain or system 

specific. An example of a domain specific standard would be the RTCA DO-178C 
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[3], which is specifically used for the certification of software used in airborne 

systems and equipment. Such a domain specific standard can be only used to show 

conformance of a system in that particular application domain.  
Safety standards are typically large documents containing hundreds of pages and 

potentially thousands of requirements. For example, IEC 61508 – one of the most 

widely used safety standards – is organized into eight booklets (parts) with over 600 

pages of text. For most safety standards, some degree of interpretation is required to 

tailor them to the context of application. In some ways standards can be quite specific 

regarding artefact needs that may be used as evidence, e.g., expected artefacts 

following a process and the expected contents of those artefacts. In many other ways 

there are many aspects of the evidence management and assessment that are implicitly 

addressed, often abstract and in need of interpretation according to contextual factors.   

2.4 Safety Case 
 

The purpose of a safety case is to develop a clear, structured, compelling argument 

that demonstrates the safety of the system in a particular operational context. The first 

formal report to officially contain the concept of depicting safety-related information 

and arguments was noted in the nuclear industry. However, the concept of safety case 

originated in major industrial accident control regulations that were introduced in the 

process sector in the UK in 1984 [19].  

The definition of a Safety Case as found in the UK Defence Standard 00-56 [12] 

is: 

“A structured argument, supported by a body of evidence that provides a 

compelling, comprehensible and valid case that a system is safe for a given 

application in a given operating environment”. 

 

The main elements of a safety case are: Claim, Arguments, Evidence, and 

Inference. The safety argument plays the middleman role by communicating how the 

available body of evidence can support the overall objectives and claims about the 

safety of the system. The safety argument can be composed of a hierarchy of lower 

level claims and evidence, along with the inferences that are believed to connect them 

together.   
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A wide number of industries have successfully adopted the safety case 

development and review for more than 20 years. Major domain includes avionics, 

railway and defence. Recent adaptation of safety cases can be seen in automotive [20] 

and healthcare domains [21]. In fact, some industries mandate the development of a 

safety case (e.g., DS 00-56 EUROCONTROL´s Safety Assessment Methodology). 

Recent standardization efforts such as the Structured Assurance Case Metamodel 

(SACM) [24] aim to provide common means for safety case creation and exchange.  

2.5 Safety Evidence 
 
Safety evidence is the means through which a safety case is proved to be valid. Many 

safety standards mandate a clear and concise presentation of evidence that is produced 

as a result of a process recommended by the standard. Safety evidence plays the 

pivotal role in demonstrating safety of a system and standard acknowledge their 

importance. For examples, DS 00-56 Part 1 [12] state: 

 

 “11.3.1 The quantity and quality of the evidence shall be commensurate with the 

potential risk posed by the system, the complexity of the system and the unfamiliarity 

of the circumstances involved”.  

“11.3.2 The Contractor shall provide diverse evidence that safety requirements 

have been met, such that the overall safety argument is not compromised by errors or 

uncertainties in individual pieces of evidence”. 

 

In its simplest form, evidence consists of a collection of artefacts that provide some 

evidentiary support to an associated claim. These claims are referred to as subject 

claims that relate to a selected subject, for instance, a specific system or component. 

Subject claims and arguments are specific to the particular subject area referred to and 

cannot be reused. One can also make claims about the evidence supporting a subject 

claim. Evidence claims are assertions regarding the evidence information and can be 

reused, as they are often independent of the subject under scrutiny.  

Logical parts of evidence are presented in the SACM [30]. Figure 1 shows the key 

parts of the SACM. The main constituents of evidence are Exhibits, Fact Model, 

Properties, Evidence Evaluation and Administration. Figure 2 presents a lifecycle of 

evidence proposed in SACM [30]. 
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Figure 1. Software Assurance Evidence Metamodel (SAEM) 
 

Figure 2.  The life cycle of an evidence item 
 

2.6 Structured Arguments 
 

Evidence by itself is not sufficient to establish a safety case.  Evidence needs to be 

presented and assessed in the context of a structured argument that relates it clearly to 

product safety claims. DS 00-56 Part 1 [12] state: 

“9.5 The Safety Case shall contain a structured argument demonstrating that the 

evidence contained therein is sufficient to show that the system is safe. The argument 
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shall be commensurate with the potential risk posed by the system, the complexity of 

the system and the unfamiliarity of the circumstances involved”. 

A notable keyword in the above definition for safety case is “structured”. For a 

safety case to be “clear” and “comprehensible”, the argument needs to be 

represented and organised in some structure in order to effectively communicate its 

intention, from the safety case provider to the safety case reviewer. Often times a 

safety case is produced as a single linear textual document that links several 

documents that contain the detailed evidence. There are several issues with this text-

based safety case approach. Maintaining the consistency and completeness of the 

various links across documents is a difficult task and often requires huge human 

effort. Moreover, structuring the high level argument in a safety case and showing 

how the cited evidence supports the argument is often difficult with a purely linear 

safety case document. Alternatively, safety cases can be structured graphically. Some 

graphical notations for safety arguments are GSN (Goal Structuring Notation) [25] 

and CAE (Claims, Arguments and Evidence) [26]. In this thesis we use GSN as 

notation to represent the safety arguments.  

GSN is a graphical argument notation that can be used to document explicitly the 

elements and structure of an argument and the argument’s relationship to the 

evidence. In a GSN structure, the safety claims of the argument are documented as 

goals and items of evidence that support the claims are documented in solutions. GSN 

also supports argument patterns, i.e. reusable argumentation templates that can be 

instantiated and developed further. To create argument patterns, GSN is extended to 

support multiplicity, optionality, and abstraction. Core elements of GSN and key 

elements and relationship extensions for GSN argument patterns can be found in [25] 

and [27] respectively. 
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2.7 Confidence on Safety Evidence 
 

Every time a piece of evidence is cited to support a particular claim, it is asserted that 

the evidence presented is sufficient to support the claim. The assertions relates to the 

sufficiency of the evidence, the appropriateness of the evidence, the context in which 

the evidence is cited, and various other assumptions made with regards to the 

evidence. However, for the evidence to be justifiable, there needs to be sufficient 

confidence that the evidence presented is trustworthy and appropriate for its intended 

purpose. The confidence may be established by various secondary factors associated 

to the evidence such as the process employed to create the evidence, the tools used in 

the process, and the competence of the personnel who created the evidence. There 

may be some uncertainties that are associated with each of these factors. These 

uncertainties are often referred to as assurance deficit. To gain confidence on the 

evidence, the various factors providing confidence must be identified and explicitly 

argued along with any uncertainty that might exist in demonstrating confidence. Apart 

from acknowledging the uncertainty, it is important to explicitly manage them so that 

the overall confidence in the safety argument is sufficiently acceptable.  

There are no commonly accepted criteria for evidence assessment in practice. 

Some researchers have attempted to define the evidence properties [27] and have 

proposed qualitative requirements based on the type of the evidence [29] for 

assessment of evidence confidence. Others have proposed qualitative tags for 

classifying the breadth and strength of evidence used for assuring the system safety. 

Two such examples are Assurance Evidence Levels (AELs) [22] and Safety Evidence 

Assurance Levels (SEALs) [31]. Several authors have attempted the use of Bayesian 

Belief Networks  (BBNs) for evaluating the strength and confidence in evidence items 

[32][33][34][35][36][37]. 

In this thesis, however, we have adopted the Assured Safety Argument approach 

[38] for representing the confidence in the evidence used in an argument. The idea 

behind an assured safety argument is to separate the argument about assurance deficit 

into a separate confidence argument. This allows avoiding large argument structure 

and simplifying how the evidence relates to the argument.  In summary, the types of 

arguments used in this approach are:  
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x The safety argument that documents the asserted arguments and 

evidence of risk reduction. 

x The confidence argument documents the reasons for having confidence 

in the evidence and justifies the argument assertion. 

A confidence argument demonstrates the justification for confidence cited.  There 

will be uncertainties associated with the cited evidence in the context of the argument. 

The role of the confidence argument is to explicitly address those uncertainties and 

demonstrate why there is sufficient confidence in evidence. In order to indicate that 

assertion in the safety argument with which the conference argument is associated, the 

confidence argument is tied to Assurance Claim Points (ACP). ACPs are represented 

as a small black box on the link between the safety arguments in GSN, as shown in 

Figure 4 (adopted from [38]). 
 

 
Figure 4.  An example GSN safety argument to illustrate ACPs 

 

In the above figure, it is sufficient to demonstrate that the operating forces defined 

for the component are tolerable. For this evidence to be sufficient there must be 

acceptable confidence that the evidence is good enough for the intended purpose. The 

role of ACP3 is to provide this confidence.  

Figure 5 shows an example argument pattern for an asserted solution (in this case, 

ACP3 in Figure 4). The argument pattern (adopted from [38]) demonstrates 

confidence in the asserted solution (stress testing result) by splitting the argument into 
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trustworthiness and appropriateness of the asserted solution. The small triangle on the 

goal means that the goal needs to be instantiated and the diamond represents 

undeveloped goals. 

 
Figure 5.  An example confidence argument structure for an asserted solution 
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3 Research Goals 
 

The overall goals of the thesis are to (1) provide an in-depth understanding about 

safety evidence management practices for certification and safety assurance and (2) 

improve the current practices by providing novel approaches and tool support. A clear 

understanding of the safety evidence management does not exist, both in literature 

and in practice. Lack of adequate knowledge on evidence provision, structuring, 

assessment and management can lead to project risks and can greatly affect the cost 

and effort required to certify a system.  

To achieve the above overall goals, we formulate the following research goals.  

 

Research Goal 1 – Creating a common understanding of safety evidence for 

provision and management  
The ambiguity in safety evidence definition and characterization has always been a 

problem. A clear definition of safety evidence does not exist in practice and varies 

from domain to domain. Without an upfront agreement between the system supplier 

and the certifier about the details of the evidence that needs to be collected, there will 

invariably be important omissions in the evidence information provided by the 

supplier, which need to be remedied after the fact and at significant costs. The 

problem is exacerbated when we further consider the evolutionary nature of evidence 

during and after the system development. 

In a more general context, there are a variety of definitions of evidence, in turn 

making it difficult to evaluate or derive evidence. There is also the problem in 

understanding how to combine different evidentiary material when determining an 

overall evaluation of the evidence. For a large-scale critical system, thousands of 

development and verification artefacts produced throughout the system lifecycle are 

eventually used as evidence to support some claim regarding the system safety. As a 

result, different types of artefacts that are used as evidence would have different 

characteristics.  

This research goals aims at identifying and classifying these different types of 

evidence information used in the context of safety assessment and safety certification. 

Such a classification would serve, as a common body of knowledge to improve safety 

evidence provision and management.  



     17 
 
 

 
 
 
 
 

Research Goal 2 – Improving and supporting safety evidence traceability 
It is important to understand what information characterises safety evidence. The 

characteristics of the evidence, such as the people involved in the creation, the process 

executed, or the tools used, allow for better argumentation in a given context. It is 

therefore important to capture the various links between evidence and other assurance 

elements such as claims, argumentation, techniques, or personnel. Moreover, 

understanding how evidence items are linked to one another and also to other 

assurance elements such as the claims and arguments can encourage reuse of evidence 

information. For example, when reusing a similar claim in a different project, the 

associated evidence can be reused (given the evidence meets the new context of use).  

A frequently cited problem in safety certification and assurance is the lack of effective 

strategies for evidence reuse. One possible explanation for this lack of effective 

strategies may be associated to the lack of a clear evidence traceability schema. 

Additionally, system developers must ensure that changes in the system will not have 

any undesired effect in system safety and in the body of safety evidence. For example, 

it is necessary to assess how a change in a piece of evidence might affect others. A 

well-defined safety evidence traceability schema is therefore necessary to perform 

such an impact analysis in order to identify the potential consequences of a change or 

to estimate what needs to be modified to accomplish a change.  

Apart from the benefits of characterisation and reusability, evidence traceability is 

also mandated by many safety standards as a requirement to demonstrate 

conformance (e.g., DO-178C [3]). Lack of sufficient knowledge and understanding of 

safety evidence traceability needs can result in improper evidence management, 

which may indirectly result in project risks and increased certification costs.  

This goal aims at proposing a novel approach to identify, establish and manage 

trace links between various evidence items and other assurance elements that 

characterises the evidence. Such a traceability schema would allow knowing the 

information related to the evidence that could be helpful during reuse and change 

impact analysis of evidence information.  

Research Goal 3 – Making safety evidence assessment more systematic and 
transparent 
Expert judgement or engineering judgement is crucial in the determining the role of 

the evidence and the confidence with which it satisfies a particular safety claim. 
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However, this is a difficult task. Especially in the case of assuring safety-critical 

software systems, the required levels of reliability may be so high that there are no 

practical methods available for objectively evaluating whether the system is at the 

required level of reliability or not [13][14]. The safety assessor or the engineer may 

have to judge a plethora of evidence regarding the specification of the system, details 

of the design, the quality assurance steps taken, and the vast results of testing 

performed to ensure overall safety. The assessor has to combine evidential 

information from various sources and assess them based on a number of criteria, such 

as its adequacy, its sufficiency, its completeness, and its trustworthiness in the context 

of use. In addition, the assessor has to analyse the validity of the overall 

argumentation that connects the evidence and make a final conclusion regarding the 

sufficiency of safety demonstrated. All of the above tasks may require judgments 

from skilled experts.  

While expert judgment may be very good, it can also be erroneous [15] and 

inconsistent [16], i.e., perceptions and judgments of safety of the same system may 

vary between experts and even for the same expert on different occasions. 

Additionally, the assessor has to make a decision on the inclusion or exclusion of the 

evidence with a certain level of uncertainty in them, which is often implicit in the 

process or not recorded. In spite of the importance of expert judgment in system 

safety assessment, there has not been little light shed on this topic, especially from the 

safety evidence aspect.  

This research goal aims to analyse how experts gain confidence on safety evidence 

items, what factors influence their decision, and how this process can be improved. 

Another aim of this research question is to propose and develop a novel approach for 

safety evidence assessment that (1) systematically identifies and makes various 

factors influencing assessor´s confidence explicit, and (2) accommodates uncertainties 

in the argument. Such an approach, in our opinion, would enable assessors to 

accurately summarise their judgement showing the reason for gaining confidence in 

the evidence and make uncertainties explicit in the assessment. 

 

 



     19 
 
 

 
 
 
 
 

4 Research Methodology 
 

This thesis has been developed employing the research methodology knows as 

’Design and Creation’ [41], a common research method in Information systems that 

entails conducting research whereby the focus is in developing a new information 

technology product for solving a particular problem. The end product of this approach 

is a product that may be an instantiation of a computer-based system, a new construct, 

model or method. In the case of this thesis, the end product is an in-depth 

understanding about safety evidence characterisation and management for safety 

assurance and certification. In addition, the thesis also provides a novel approach and 

tool support for structuring, arguing and assessing the confidence in evidence items 

used for assuring system safety.  

Some of the work in this thesis was motivated from the requirements of 

OPENCOSS. OPENCOSS is a FP7 European project that aims to (1) devise a 

common certification framework that spans different vertical markets for railway, 

avionics, and automotive industries, (2) establish an open-source safety certification 

infrastructure. The OPENCOSS infrastructure will be realised as a tightly integrated 

solution, supporting interoperability with existing development and assurance tools. 

As part of the infrastructure, systematic and auditable processes will be developed to 

reduce uncertainty and (re) certification costs. The ultimate goal of the project is to 

bring about substantial reductions in recurring safety certification costs and at the 

same time reduce certification risks through the introduction of more systematic 

safety assurance practices. 

There are five major stages of the Design and Creation methodology: Awareness 

of the problem, Suggestion, Development, Evaluation and Conclusion. 

 

1. Awareness of the problem 
This stage refers to the problem recognition – identifying the research problem to be 

solved. The main research problems that are tackled in this thesis were motivated 

based on the personal interest of the author, the industrial needs arising from the 

partners in the OPENCOSS project, and survey of the literature and practice. The 

overall research problem was the lack of sufficient knowledge regarding safety 

evidence provision and characterisation. The particular foci were the problems 
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associated with what information constitutes evidence, how the evidence is structured 

for argumentation, what characterises evidence items, and how the confidence in 

evidence can be assessed systematically. 

 

2. Suggestion 
This stage refers to the proposal made to tackles the problem identified. The 

suggestion stage is an essentially a creative step, wherein a new product is envisioned 

based on a novel configuration of either existing or new and existing elements. For 

this thesis, an in-depth understanding about safety evidence characterisation and 

management and novel approaches to manage evidence are suggested.  

 

3. Development 
This stage refers to the implementation of the suggestion – the tentative design and 

proposed solution are implemented and developed. The implementation itself may not 

be novel. The novelty lies primarily in the design, not in the construction of the 

product. The main contribution of this thesis is the development of new knowledge 

regarding evidence characterisation and management. This includes (1) a taxonomical 

classification of safety evidence types used for certification and assurance, (2) an 

insight into the state of the practice on safety evidence management, (3) a traceability 

model for safety evidence items and its related assets that characterises the evidence, 

(4) an insight into various factors that influence the expert judgement while assessing 

safety evidence, and (5) a novel systematic approach and tool support for evidence 

assessment that incorporates uncertainty and quantifies confidence. In summary, a 

number of solutions were put forth to reach the research goals developed for the thesis 

with the help of new knowledge, models, novel approaches, and tools. 

 

4. Evaluation 
This stage refers to assessment of the development – analysing the developed product 

to evaluate its usefulness. This stage consists of many analytic activities in which 

hypotheses are usually made about the behaviour of the product. The results of the 

evaluation stage and additional information gained in the construction and running of 

the product are brought together and feedback to another round of suggestion if 

necessary. In this thesis, the evaluation of the proposed model and approaches were 
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done iteratively with the help of literature reviews, surveys and interviews with 

domain experts, and document analysis with industrial data provided by OPENCOSS 

partners. 

 

5. Conclusion 
The final stage refers to conclusion – summarizing the results of the whole process 

and writing up a detailed document. The results of the research effort are consolidated 

and documented at this stage, and the knowledge gained in the effort is frequently 

categorized as either firm (facts learned) or as loose ends (behaviour that serves as 

basis of further research). The awareness of the problem (Stage 1) should ideally 

change after the conclusion stage. This is the ultimate aim of this thesis, which 

provides a consolidated knowledge about the problem identified and solutions 

proposed.  

4.1 Data Generation 
 

Within the research methodology of design and creation, many different types of data 

generation methods can be employed. For this thesis, three main methods were used: 

Systematic Literature Review, Surveys (including interviews and focus groups), and 

Document Analysis. 

A systematic literature review is a means of identifying, evaluating and 

interpreting all available research relevant to a particular research question, topic area, 

or phenomenon of interest [42]. Individual studies contributing to a systematic review 

are called primary studies; a systematic review is a form a secondary study. In this 

thesis, we used systematic literature review to gain a better understanding about the 

sate of the art regarding safety evidence types, structuring techniques, assessment 

techniques, and challenges addressed in literature with regards to evidence 

management. We also performed state of the art analysis regarding the traceability 

solutions, needs, and challenges. 

A survey is a comprehensive research method for collecting information to 

describe, compare, or explain knowledge and behaviour [43]. In this thesis, we 

performed a personal opinion survey based on the guidelines provided in [43], to 

investigate and understand the state of the practice regarding safety evidence types, 

structuring techniques, assessment techniques, and challenges faced by the 
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practitioners with regards to evidence management. Such an analysis was 

complementary to the state of the art study as to verify if there were any potential 

gaps between what is done in research and what is done in practice. The survey 

conducted corresponds to qualitative (also known as flexible) research. This type of 

research is mainly targeted at investigating and understanding phenomena within their 

real context and at seeking new insights, ideas, and possible hypotheses for future 

research. 

An interview study is a qualitative research method that is employed when the 

purpose is to explore an area of interest and to obtain an overview of a complex area 

[44]. Such methods are often preferred when the aim of the study is to improve the 

understanding of a particular phenomenon, which is our goal, because these methods 

allow exploring and investigating the social, cultural and psychological factors in the 

context and focusing on gaining in-depth understanding. A commonly used 

qualitative research method is phenomenological enquiry [45]. In this method, the 

researchers, in order to understand the true phenomena under study, try to withdraw 

from any preconceived ideas about the question being asked. In this way, the 

participant’s experiences are explored in a non-judgmental and unbiased manner. In 

this thesis, to enquire on the phenomenon of evidence assessment in practice, we 

designed a semi-structured interview which was later followed-up by a focus group 

discussion with safety experts. A semi-structured interview as opposed to a structured 

interview allows the flexibility of in-depth discussion on the phenomenon with the 

introduction of new ideas and queries during the interview process based on what the 

interviewees comment. A focus group discussion capitalises on communication 

between the participants in order to generate data. This allows participants to ask each 

other questions, exchange information, and comment on experiences and 

perspectives. We used these techniques to understand how safety experts assess 

evidence information, how they gain confidence on evidence items, and what 

information influences their decision. 

Document analysis is sometimes a form of qualitative research in which 

documents are interpreted by the researcher to give voice and meaning around an 

assessment topic [46]. Analysing documents incorporates coding the content into 

themes or groups similar to how focus group or interview transcripts are analysed. In 

this thesis, we used document analysis to evaluate the models proposed as part of the 
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knowledge. The document analysis was a way to evaluate the models 

representativeness of practice 

5 Summary of Results 
 

In this section, a summary and the key results of the papers submitted as part of this 

thesis are presented. Figure 6 shows a mapping of the papers and how they relate to 

the research goals developed. Paper 1 and Paper 2, which are both journal 

publications, address research questions 1. Paper 3 and Paper 4, which are both 

conference publications, address research question 2. Paper 5 is a journal publication 

and addresses research question 3. Finally, Paper 7 is a technical report of a paper that 

is aimed to be a conference publication, and addresses research question 3. 

 
Figure 6. A mapping of research goals and publication outputs 

 

Paper 1 - An Extended Systematic Literature Review on Provision of Evidence 
for Safety Certification 

Sunil Nair, Jose Luis de la Vara, Mehrdad Sabetzadeh and Lionel Briand  

Published in Information and Software Technology (IST), Volume 56, Issue 7, 

Elsevier, 2014. 

 Through the systematic review we answered the following research questions (RQs): 

x RQ1. What information constitutes evidence of compliance with safety 

standards? 

Research Goal 1. Creating a 

common understanding of evidence 

for provision and management

Research Goal 2. Improving and 

s u p p o r t i n g s a f e t y e v i d e n c e 

traceability

Research Goal 3. Making safety 

e v i d e n c e a s s e s s m e n t m o re 

systematic and transparent

Paper 1 - An Extended Systematic 
Literature Review on Provision of 
Evidence for Safety Certification

Paper 5 - A Report on the State-of-the-
Practice of Safety Evidence Assessment

Journal Publications Research Goals Conference Publications

Paper 3 - A Review of Traceability 
R e s e a r c h a t t h e R e q u i r e m e n t s 
Engineering Conference

Paper 4 - Safety Evidence Traceability: 
Problem Analysis and Model

Paper 2 - Evidence Management for 
Compliance of Critical Systems with 
Safety Standards: A Survey on the State 
of Practice

Paper 6 - An Evidential Reasoning 
Approach for Assessing Confidence in 
Safety Evidence 
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x RQ2. What techniques are used for structuring evidence to show compliance 

with safety standards? 

x RQ3. What techniques are used for assessing the adequacy of evidence?  

x RQ4. What challenges and needs have been the target of investigation in 

relation to safety evidence?  

x RQ5. What commonalities exist among different application domains with 

regards to RQ1-RQ4? 

The SLR draws on 218 peer-reviewed publications, selected out of 4873 studies, 

published between 1990 and 2012, through a multi-stage process. A key feature of the 

review is that it does not restrict itself to a particular domain or safety standard. As a 

major contribution of this work, we classify into a hierarchical taxonomy the various 

information and artefacts considered as evidence for compliance with safety 

standards. The taxonomy includes 49 basic evidence types and is, to our knowledge, 

the most comprehensive classification of safety evidence built to date. This taxonomy 

is a good reference for understanding and further elaborating the evidence 

requirements for specific standards and specific systems.  

The results concerned with the evidence taxonomy (RQ1) indicate that the 

evidence types having to do with safety analysis, requirements, and design have 

received more attention in the academic literature. A large fraction (35%) of the 

primary studies only had generic instances of evidence types.  

The results regarding evidence structuring (RQ2) are useful for both research and 

practice to promote further work on managing large collections of evidence data. The 

most widely identified evidence structuring technique category was argumentation-

induced structuring, which was validated in 28% of the studies referring to it.  

With regards to evidence assessment (RQ3), the most referred to category was 

qualitative assessment, validated in 26% of the studies that referred to it. The results 

indicate that argumentation is the most commonly used technique in the literature for 

qualitative assessment.  

With respect to the needs and challenges (RQ4), within the 22-year time window 

considered, the vast majority of the research (88%) was performed in the last 10 

years. Challenges associated to demonstration of compliance for novel technologies 
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and first-time certification or recertification of “proven-in-use” systems have been 

tackled only in the last 10 years.  

Finally, with regards to the domain analysis of the results (RQ5), we observed that 

the Aviation domain is omnipresent in all aspects of the information gathered. The 

domain clearly has a leading position on safety certification research and 

subsequently a large representation in the academic literature. Out of the 218 primary 

studies identified in the review, 55 were from this domain.  

As a major finding, the results about the type of validation performed in the studies 

indicated that the majority (72%) of the studies have not been validated in realistic 

settings. We believe that this is a strong indication of the need for more practitioner-

oriented and industry-driven empirical studies in the area of safety certification. 

The SLR provides useful insights for both researchers and practitioners. From a 

research standpoint, the evidence taxonomy and the classifications of structuring and 

assessment techniques provide a global overview of existing research on safety 

evidence. The challenges and needs that have been identified are useful for 

developing a future research agenda. As for practitioners, the results, particularly the 

evidence taxonomy developed, provide a concrete reference for learning and tailoring 

the various types of evidence that may be required during certification. Moreover, the 

taxonomy creates a common terminology for safety evidence. Having such a common 

terminology is advantageous both as a vehicle to facilitate communication and avoid 

misunderstandings, and also as a basis around which tool support can be designed for 

safety evidence management.  

 

Paper 2 - Evidence Management for Compliance of Critical Systems with Safety 
Standards: A Survey on the State of Practice 
Sunil Nair, Jose Luis de la Vara, Mehrdad Sabetzadeh and Davide Falessi  

Published in Information and Software Technology (IST), Volume 60, 1-15, Elsevier, 

2015. 

 

Despite the abundance of research focused on supporting and improving safety 

evidence management, few studies have been validated in real industrial projects or 

have provided empirical evidence about practices and perspectives in the industry. As 

a result, very little knowledge exists about the global state of practice on safety 
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evidence management. The main objective of this paper is to contribute towards 

addressing the above knowledge gap by providing a general picture and new insights 

into practitioners’ practices and perspective regarding safety evidence management. 

For this purpose, an empirical study has been conducted in the form of a 

questionnaire-based survey. The survey was targeted at practitioners who directly 

participated or had participated in evidence management for demonstrating the 

compliance of critical computer-based systems with safety standards. The content of 

the questionnaire was based primarily on the results of the above-cited SLR. We 

obtained 52 valid responses from 11 different domains and 15 countries. Following 

are the research questions answered in this study: 

x RQ1. What types of information and artefacts are used as evidence for 

demonstrating compliance with safety standards? 

x RQ2. How is evidence change managed? 

x RQ3. What techniques are used for structuring evidence? 

x RQ4. What techniques are used for assessing evidence?  

x RQ5. What challenges do practitioners face for providing safety evidence?  

x RQ6. What gaps exist between the state of the art and the state of the practice 

regarding safety evidence management? 

The results related to RQ1 indicate that V&V artefacts such as V&V Plan, Test 

Results, and Test Case Specifications are among the most frequently used as safety 

evidence, thus showing the importance of V&V for demonstrating safety. However, 

some verification techniques such as Model checking and Theorem proving have been 

reported to be used in low numbers in the industry.  

Regarding RQ2, most respondents reported the use of manual techniques to check 

evidence completeness and change impact analysis on evidence items. This suggests a 

lack of tool support for completeness assessment and impact analysis.  

With respect to evidence structuring (RQ3), non-graphical techniques for evidence 

structuring such as Textual Templates and Text (Structured and Unstructured) seem to 

be used more often in practice than graphical notations. Investigating the impact of 

both graphical and text-based techniques in terms of how they facilitate 

communication of their intended activity could be a potential future research area.  
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Regarding safety evidence assessment (RQ4), the results suggest that Checklists 

and Expert judgment with recorded rationale are the most common techniques.  

With regards to the challenges for evidence provision (RQ5), the respondents 

shared common perspectives and all the challenges identified in the literature seem to 

be important in practice. Additional challenges identified were issues related to 

system development documentation, demonstration of compliance in a new country, 

tailoring certification approaches to the needs of the certification official assigned, 

analysing the effect of hardware on software and vice versa, and collection and 

maintenance of development artefacts. 

When comparing the state of the art and state of the practice (RQ6), the results 

indicate that a total of 16 evidence types have been given low importance in the 

literature but high in the industry, including several evidence types related to testing. 

Remarkable differences have been identified in the frequency of Argumentation-

based graphical notations for evidence structuring and of Checklists for evidence 

assessment. The results suggest that a lot of research effort has been spent on 

techniques that have thus far seen little adaptation in the industry.  

The survey represents a major step towards developing a better understanding of 

safety certification needs in practice, and its results can be useful both for academia 

and for industry. Researchers can identify gaps in the current state of the art that could 

be addressed in the future, as well as aspects in the state of the practice that might be 

improved by means of new research efforts. Practitioners can get a better 

understanding on how safety evidence can be managed according to the practices and 

perspectives reported. Furthermore, the evidence about the gap between research and 

practice was anecdotal until this study. Our survey supports this finding with 

scientific evidence about the gap. We are not aware of any previous work that 

highlights this gap and its extent in an empirically rigorous manner.  

 

Paper 3 - A Review of Traceability Research at the Requirements Engineering 
Conference 
Sunil Nair, Jose Luis de la Vara, and Sagar Sen  

Published at the 21st IEEE International Conference on Requirements Engineering 

(RE 2013), IEEE, 2013. 
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The main motivation of this paper was to review the traceability research trends so as 

to design a safety evidence traceability solution for this thesis from the results in past 

work. For this purpose, we specifically chose the Requirements Engineering 

Conference as a venue because it is the prime forum for research related to the topic. 

Traceability research has been greatly focused on requirements traceability, aiming at 

studying how to describe and follow the life of a requirement, in both forward and 

backward directions. From a set of 70 papers, the following research questions were 

answered in this study: 

x RQ1. What topics within the traceability area have been studied? 

x RQ2. What specific challenges have been addressed? 

x RQ3. What contributions have been made to address the challenges? 

x RQ4. What tool features have been developed to support traceability? 

x RQ5. What types of systems have been considered? 

x RQ6. What types of artefacts have been traced? 

x RQ7. What empirical methods have been applied? 

x RQ8. What authors and institutions have conducted the research? 

 

The results related to RQ1 indicate that traceability research at the conference has 

greatly focused on post-requirements traceability (50%) and traceability automation 

(19%). The challenges (RQ2) most frequently addressed have been lack of knowledge 

and understanding about traceability (17%), showing satisfaction of requirements 

(13%), and maintaining traceability when requirements evolve (13%). Regarding 

RQ3, most of the contributions have been technical (50%), including a wide range of 

tool features and usually in the context of information systems. With respect to the 

tool features (RQ4), most tools provide the feature of tracing lifecycle (34%) and 

maintaining traceability between artefacts specific to requirements specification 

(29%). Only a small subset (3%) of tools provided features to support regulatory 

compliance. With regards to RQ5, Information systems (33%) and safety-critical 

systems (17%) have been considered the most. Regarding types of artefact traced 

(RQ6), traceability between requirements and between requirements and other 

artefacts have been studied most frequently. A high percentage (68.6%) of papers 
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have applied empirical methods (RQ7), with experiments being the most reported 

(20%). Finally, North America has led research production (RQ8). 

The paper also provides an overview of aspects for future research related to 

traceability. Based on the results of the review, the paper suggests that traceability 

visualization, impact analysis, and tool qualification could be studied in more depth in 

the future. 

 
Paper 4 - Safety Evidence Traceability: Problem Analysis and Model 
Sunil Nair, Jose Luis de la Vara, Alberto Melzi, Giorgio Tagliaferri, Laurent de-la-

Beaujardiere and Fabien Belmonte 

Published at The 20th International Working conference on Requirements 

Engineering: Foundation for Software Quality (REFSQ 2014), Springer, 2014. 

 

Although traceability for safety-critical systems and more concretely safety evidence 

traceability have been addressed in past research, no study has yet provided a broad 

and complete picture of safety evidence traceability needs. Most of the research has 

only focused on the relationships between the artefacts used as evidence. The studies 

that have explicitly or implicitly studied other aspects of safety evidence traceability 

have not paid much attention to many necessary relationships for evidence 

traceability. For example, works that have dealt with the relationship between safety 

evidence and the argument that justifies evidence validity for a claim have usually not 

paid attention to other traces such as to artefact versions. This paper presents an in-

depth analysis of safety evidence traceability needs and its challenges that would be 

helpful for both researchers and practitioners. Based on others’ past work, on our 

knowledge about the state of the art and practice (Paper 1 and 2), and on own 

experience in safety assurance and certification projects, we discuss the motivation 

for safety evidence traceability and its challenges. We also present the traces that 

must be created and maintained from and to evidence information. As a result, we 

have created a Safety Evidence Traceability Information Model for safety evidence - 

SafeTIM.  

SafeTIM provides the set of fundamental concepts and relationships necessary to 

enact evidence traceability in real industrial settings. In addition to making a clear 

distinction between the artefacts managed during system lifecycle and their use as 
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evidence for a claim, SafeTIM tries to provide a global picture of evidence 

traceability. We have validated the model with documentation from three different 

real safety assurance and certification projects. The validation showed that all the 

classes and relationships of SafeTIM were present in the documentation. In some 

cases, the presence of the classes and relationships was implicit. 

 

Paper 5 – A Report on the State-of-the-Practice of Safety Evidence Assessment  
Sunil Nair, Tim Kelly and Magne Jørgensen 

Submitted to the Journal of Systems and Software (JSS), Elsevier, 2014. 

 
One way to evaluate and improve expert judgments and decisions is to evaluate the 

processes used and the factors they consider, and to analyse to what extent they are 

systematic. For this purpose, we conducted in-depth interviews with seven safety 

experts from different domains and a focus group meeting with a panel consisting of 

19-safety experts world wide, in an attempt to find answers to the following research 

questions:  

 

x RQ1. To what extent do experts use evidence assessment criteria to judge 

evidence quality? 
o RQ1.1. What does completeness of the evidence mean to the safety 

experts in terms of evidence assessment? 

o RQ1.2. What does sufficiency of the evidence mean to the safety 

experts in terms of evidence assessment? 

o RQ.1.3. Is there a difference between the interpretation of 

completeness of the evidence and sufficiency of the evidence? 

x RQ2. How do experts establish an overall assessment of confidence in 

evidence? 

o RQ2.1. What factors influence the expert’s judgement when assessing 

the overall confidence in the evidence? 

x RQ3. What do the experts believe will help them in improving their expert 

judgement-based safety assessment? 
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The results of the study show that there is large variance among safety experts on 

how evidence assessment and acceptance is currently performed in practice. The 

results indicate that the understanding of the safety evidence assessment criteria varies 

substantially from expert to expert and important safety assessments are frequently 

based on subjective evaluations. The study also provides us with a glimpse into safety 

expert’s decision-making process when assessing the evidence based on the various 

factors that influence the acceptance decision. We identified a set of common factors 

that influence expert’s confidence in the evidence.   

The results of the study also indicates that in the current practice of safety evidence 

assessment, the various factors for gaining confidence on the evidence is often non-

explicit. The lack of documenting confidence factors explicitly may lead to higher 

reliance on expert judgement and human related factors that may not always be 

reliable. Making the factors that provide confidence explicit can help both expert 

groups. The results also indicate that some factors have more influence on the 

assessment of an evidence type than others. This suggests that experts weigh each of 

the factors depending on the context of use. 

With respect to future improvements in assessment, experts expressed their 

opinion on bringing about changes in the current assessment process to make them 

more systematic and explicit. One of the most common responses given by all the 

experts was to bring about changes in the current safety standards to include details 

about how to perform assessment, including evidence assessment. In addition, all the 

experts mentioned that every safety standard should include assessment checklists 

that state clearly and definitively the different criteria that need to be considered 

during assessment.  

The overall analysis of the results emphasizes in particular two improvement 

needs: (1) an explicit evidence type-specific checklist that details the various items 

under scrutiny associated to the specific evidence type, and (2) a framework that 

assists experts to make final assessment decisions by explicitly managing the weights 

on the various factors influencing assessment and the associated questions. We argue 

in the paper that future research should be focused towards these two needs.  

Gaining better knowledge about evidence assessment criteria and factors 

influencing expert´s decisions may be useful to support and better facilitate expert 

judgement. In addition, through our study, we also identified certain factors such as 
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human emotions and intuition that needs to be minimised during assessment as they 

may result in biases in the final assessment decision. Towards this regard, we plan to 

use the results of this study to develop a novel evidence assessment framework that 

quantifies confidence and uncertainties associated to the evidence making evidence 

assessment more transparent and reliable. 

 
Paper 6 - An Evidential Reasoning Approach for Assessing Confidence in Safety 
Evidence  
Sunil Nair, Neil Walkinshaw, Tim Kelly and Jose Luis de la Vara 

Technical Report. To be submitted at the 45th International conference on Dependable 

Systems and Networks (DSN 2015), IEEE/IFIP, 2015. 

 

Safety cases present the arguments and evidence that can be used to justify the 

acceptable safety of a system. Many secondary factors such as the tools and technique 

used to create the evidence, and the experience of the evidence creator, can affect the 

assessor’s confidence in the evidence cited by a safety case. One means of reasoning 

about the confidence established in the evidence is to present an explicit confidence 

argument that corroborates the reason for having confidence on the evidence. In this 

paper, we propose a novel approach to automatically construct these confidence 

arguments through asking assessors to provide individual judgements concerning the 

trustworthiness of evidence and the appropriateness of its use in supporting the case. 

These judgements can be supported by further evidence, simply asserted, or expressed 

with stated uncertainty. In current practice, the reasons for establishing confidence in 

the evidence remain implicit in the assessment process. Moreover, the uncertainties 

associated to the different reasons for having confidence and thereby on the 

appropriateness and trustworthiness of the evidence is also implicit. 

In this paper, we propose a novel approach to automatically construct confidence 

arguments that explicitly details the various reasons for establishing confidence in the 

evidence and quantify confidence using Evidential Reasoning (ER). The theory 

behind ER is concerned with the challenge of taking expert ́s subjective beliefs and 

combining them to form an aggregate, so that all of the individual sources of evidence 

are taken into account. With the help of the identified factors in Paper 5 and by 

analysing various assessment checklists that are used in practice, we propose a 
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confidence argument pattern that details the factors providing confidence in the 

evidence. We question the factors individually to gather the expert´s subjective belief 

on its satisfaction. ER then provides a mechanism by which the low-level confidence 

information (on individual questions) can be propagated up the hierarchy of the 

confidence argument pattern. The ER algorithm allows us to calculate an aggregate 

belief function for the overall confidence claim, which explicitly captures any 

uncertainty in the expert´s judgement from the lower-level confidence ratings.  

The result of the approach is a well-structured confidence argument that (1) 

explicitly details the reason for having confidence in the evidence, (2) captures any 

uncertainties associated with the evidence assessment, and (3) presents the confidence 

at each level both quantitatively and visually.  

Another contribution of this paper is the implementation of the proposed approach 

in a prototype tool named EviCA (Evidence Confidence Assessor) that allows users to 

build primary arguments and assess safety evidence associated to the primary claim. 

The tool automatically builds and presents a confidence arguments structure for the 

evidence and quantifies the uncertainties and confidence value.  

The proposed approach and the tool support were evaluated using Technology 

Acceptance Model (TAM) by conducting a survey with safety experts who are 

directly involved in safety case development and evidence assessment.  A total of 

nine experts responded to questions relating to the perceived use of the approach, 

perceived usefulness of the approach and future intention to use the approach. The 

overall results of the evaluation suggest that the participants perceived the approach to 

be useful and easy to use. The results also indicate that participants would use the 

approach and tool support if it were available in their organizational context. 
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6 Future Directions 
 
Future research in this thesis can be performed in at least three directions. First, there 

is a need to further analyse the dependencies and constraints between different 

evidence types in different domains. This would enable us to create a more detailed 

model of evidence information used in different domains. Such a model will help the 

industrial needs of reuse among domains. To further ground our results to meet 

industrial needs, it would be worthwhile to compare the evidence taxonomy 

developed in this thesis, together with its glossary, with the information presented in 

different safety standards regarding the suitable evidence for compliance purpose. 

This comparison would enable us to see the gap between what the standards mandate 

and what is actually being followed in practice.  

A second possible direction is to build tool support for evidence collection and 

traceability needs. This would first require improving the current evidence traceability 

model proposed. SafeTIM focuses on traces and elements we believe needs to be 

captured and maintained for evidence traceability for a specific project based on 

gathered knowledge and experience and this was validated with past project 

documents. However, it would be more beneficial to see how SafeTIM performs in a 

live project. The tool support must be able to allow users to capture, and manage 

evidence traces. Automatic traceability i.e., capturing and managing traces between 

various evidence items and other assurance assets involved in a project would be an 

ideal solution. However, the precision of the traces captured, defining suitable trace 

granularity, and constructing meaningful hierarchy of traces are some of the potential 

challenges to be tackled.   

The last direction of the thesis is to further improve expert judgement in evidence 

assessment. Involvement of human experts in the assessment process is unavoidable. 

It is therefore essential to support expert judgement by means of techniques and tools 

that will improve the credibility of the assessment. Towards this goal, it would be 

crucial to identify and manage any cognitive biases involved in safety assessment and 

more specifically in evidence assessment. Biases such as overconfidence, hindsight 

bias, belief bias and hindsight bias among many others are some of the most common 

biases that need to be handled. It is therefore worth investigating how biases can be 

managed in the proposed evidence assessment approach. 



     35 
 
 

 
 
 
 
 

7 Conclusion 
 

This thesis has presented solutions to a number of goals related to safety evidence 

management that were set forth in the domain of safety assurance and certification of 

critical systems. The thesis provided a thorough investigation of the safety evidence 

provision; industrial needs and current management practices, and provided solutions 

in the form of new knowledge, better understanding, novel techniques, and tool 

support to improve it.  

First, the thesis presented a thorough investigation of the state of the art and the 

state of the practice on safety evidence management focusing on what information 

contributes as evidence, how is evidence structured and assessed, and what challenges 

can arise. As a major contribution towards enhancing the knowledge regarding 

evidence, the thesis presented a taxonomical classification of various evidence types 

and a glossary of development and verification artefacts, tools and techniques that 

contribute to each category. The taxonomy provides a common terminology for 

communication among the system suppliers and safety assessors about evidence 

requirements during the certification process, helping in reducing certification risks 

and costs by avoiding terminological mismatches. Additionally, the thesis also 

performed an in-depth comparison of the state of the art and the state of the practice, 

that identified potential gaps and industrial needs for evidence management. 

Second, the thesis presented a concise knowledge of the current state of the art in 

evidence traceability and presented the set of traces that is regarded as necessary for 

safety evidence to be captured and maintained. The thesis proposed a traceability 

information model for safety evidence - SafeTIM. The model provides the set of 

fundamental concepts and relationships necessary to enact evidence traceability in 

real industrial settings. 

Finally, the thesis contributed to filling the knowledge gap regarding expert 

judgement in safety evidence assessment by identifying the information related to the 

evidence that influence the assessor’s confidence. To exploit this knowledge, the 

thesis proposed a novel approach and tool support for assessing the confidence in 

safety evidence by automatically building confidence arguments that explicitly detail 

the various reasons for establishing confidence in the evidence while accounting for 

uncertainty using Evidential Reasoning.  



     36 
 
 

 
 
 
 
 

Summary References 
 

[1] M. Bozzano, A. Villafiorita, Design and safety assessment of critical systems, 
Auerbach Pub, CRC press, 2010. 

[2] IEC, 61508 - Functional safety of electrical / electronic / programmable 
electronic safety-related systems, Edition 2, 2010. 

[3] RTCA, DO-178C - Software Considerations in Airborne Systems and 
Equipment Certification, 2012. 

[4] CENELEC, EN 50129 - Railway applications - Safety related electronic 
systems for signalling, European Committee for Electrotechnical 
Standardisation, 2003. 

[5] ISO, ISO/DIS 26262 - International Standard Road vehicles — Functional 
safety, 2011. 

[6] Oxford Dictionaries, evidence, http://oxforddictionaries.com/ 
definition/evidence?q=evidence (Accessed May 25, 2012) 

[7] S. Nair, J.L. De La Vara, M. Sabetzadeh, L. Briand, An extended systematic 
literature review on provision of evidence for safety certification, Information 
and Software Technology, 56 (2014) 689-717. 

[8] P. Rodríguez-Dapena, Software safety certification: a multidomain problem, 
IEEE Software, 16 (1999) 31-38. 

[9] D. Falessi, et al., “Planning for Safety Evidence Collection: A Tool-
Supported Approach Based on Modeling of Standards Compliance 
Information”. IEEE Software 29(3): 64-70, 2012 

[10] S. Wilson, T.P. Kelly, J.A. McDermid, Safety case development: Current 
practice, future prospects, in:  Safety and Reliability of Software Based 
Systems, Springer, 1997, pp. 135-156. 

[11] M. Bouissou, F. Martin, A. Ourghanlian, Assessment of a safety-critical 
system including software: a Bayesian belief network for evidence sources, in 
IEEE Proceedings of Reliability and Maintainability Symposium, 1999, pp. 
142-150. 

[12] MoD, Defence Standard 00-56 - Safety management requirements for 
defence systems. Issue 4, in, UK Ministry of Defence, 2007. 

[13] B. Littlewood, L. Strigini, Validation of ultrahigh dependability for software-
based systems, Commun. ACM, 36 (1993) 69-80. 

[14] L. Strigini, Considerations on current research issues in software safety, 
Reliability Engineering & System Safety, 43 (1994) 177-188. 

[15] S.-W. Lin, V.M. Bier, A study of expert overconfidence, Reliability 
Engineering & System Safety, 93 (2008) 711-721. 

[16] J.L. Mumpower, T.R. Stewart, Expert judgement and expert disagreement, 
Thinking & Reasoning, 2 (1996) 191-212. 

[17] W. R. DUNN, Practical Design of Safety-Critical Computer Systems, 
Reliability Press, 2002.  

[18] Leveson, N., SafeWare: System Safety and Computers. 1995: Addison-
Wesley.  

[19] Control of Industrial Major Accidents Hazards Regulations (CIMAH) 1984.  
[20] Palin, R., & Habli, I. (2010). Assurance of automotive safety–A safety case 

approach (pp. 82-96). Springer Berlin Heidelberg. 



     37 
 
 

 
 
 
 
 

[21] Weinstock, C. B., & Goodenough, J. B. (2009). Towards an Assurance Case 
Practice for Medical Devices (No. CMU/SEI-2009-TN-018). Carnegie-
Mellon Univ Pittsburgh P.a. Software Engineering Inst. 

[22] CAA. CAP 670 Air Traffic Services Safety Requirements. Civil Aviation 
Authority Safety Regulation Group 2012; Available from: 
http://www.caa.co.uk/docs/33/CAP670.PDF.  

[23] Edwards, C., Aircraft Operators have Built a Generic Hazard Model for Use 
in Developing Safety Cases. ICAO Journal, 2000. 55(1): p. 12-14  

[24] OMG. Systems Assurance Task Force; Available from: 
http://www.omgwiki.org/SysA/doku.php.  

[25] Kelly, T.P., Arguing Safety: A Systematic Approach to Managing Safety 
Cases. PhD Thesis, Dept. of Computer Science. 1998: University of York, 
UK.  

[26] Adelard. CAE Notation Description; Available from: 
http://www.adelard.com/asce/choosing-asce/cae.html.  

[27] Kelly, Tim P., and John A. McDermid. "Safety case construction and reuse 
using patterns." Safe Comp 97. Springer London, 1997. 55-69. 

[28] Hamilton, V., Criteria for Safety Evidence. The Safety-Critical Systems Club 
  Newsletter -Safety Systems, 2006. 16(1).  

[29] Bishop, P.G., Bloomfield, R.E., and Froome, P.K.D., Justifying the Use of 
Software of Uncertain Pedigree (SOUP) in Safety-Related Applications, in 
HSE Books. 2001, Her Majesty’s Stationery Office  

[30] OMG: Structured Assurance Case Metamodel, SACM 1.0, 2013. 
[31] Fenn, J. and Jepson, B., Putting Trust into Safety Arguments, in Constituents 

of Modern System-safety Thinking, Redmill, F. and Anderson, T., Editors. 
2005, Springer London. p. 21-35.  

[32] Denney, E., Pai, G., and Habli, I. Towards Measurement of Confidence in 
Safety Cases. in Empirical Software Engineering and Measurement (ESEM), 
2011 International Symposium on. 2011.  

[33] N. Fenton, B. Littlewood, M. Neil, L. Strigini, A. Sutcliffe, D. Wright, 
Assessing dependability of safety critical systems using diverse evidence, in:  
Software, IEE Proceedings-, IET, 1998, pp. 35-39. 

[34] W. Littlewood, D. Wright, The use of multilegged arguments to increase 
confidence in safety claims for software-based systems: a study based on a 
bbn analysis of an idealized example, Software Engineering, IEEE 
Transactions on, 33 (2007) 347-365. 

[35] B.A. Gran, Use of Bayesian Belief Networks when combining disparate 
sources of information in the safety assessment of software-based systems, 
International Journal of Systems Science, 33 (2002) 529-542. 

[36] M. Bouissou, F. Martin, A. Ourghanlian, Assessment of a safety-critical 
system including software: a Bayesian belief network for evidence sources, 
in:  Reliability and Maintainability Symposium, 1999. Proceedings. Annual, 
IEEE, 1999, pp. 142-150. 

[37] R. Greenberg, S.C. Cook, D. Harris, A civil aviation safety assessment model 
using a Bayesian belief network (BBN), Aeronautical Journal, 109 (2005) 
557-568. 

[38] Hawkins, R., et al., A New Approach to Creating Clear Safety Arguments, in 
Advances in Systems Safety, Dale, C. and Anderson, T., Editors. 2011, 
Springer London. p. 3-23.  



     38 
 
 

 
 
 
 
 

[39] IEEE (1990) IEEE standard glossary of software engineering terminology. 
IEEE Press 

[40] Kelly, T., A Systematic Approach to Safety Case Management, in SAE 
International, SAE World Congress. 2003: Detroit, USA. 

[41] B. Oates, Researching information systems and computing, SAGE, 2006.  
[42] B.A. Kitchenham, S. Charters, Guidelines for performing Systematic 

Literature Reviews in Software Engineering Version 2.3, EBSE Technical 
Report, Keele University and University of Durham, 2007. 

[43] B.A. Kitchenham, S.L. Pfleeger, Personal opinion surveys, in:  Guide to 
Advanced Empirical Software Engineering, Springer, 2008, pp. 63-92. 

[44] C. Robson, Real world research: A resource for social scientists and 
practitioner-researchers, Blackwell Oxford, 2002. 

[45] J.W. Creswell, Qualitative inquiry and research design: Choosing among five 
approaches, Sage, 2012. 

[46] Bowen, Glenn A. "Document analysis as a qualitative research method." 
Qualitative research journal 9.2 (2009): 27-40. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



     39 
 
 

 
 
 
 
 

 

 

Paper 1:  

An Extended Systematic Literature Review 
on Provision of Evidence for Safety 
Certification 

 



     40 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



     41 
 
 

 
 
 
 
 

An Extended Systematic Literature Review on  
Provision of Evidence for Safety Certification 

 
Sunil Nair1, Jose Luis de la Vara1, Mehrdad Sabetzadeh2, and Lionel Briand2 
 

1Certus Centre for Software V&V, Simula Research Laboratory, P.O. Box 134, 
1325 Lysaker, Norway 

2SnT Centre for Security, Reliability and Trust, 4 rue Alphonse Weicker, L-2721 
Luxembourg 

 

Abstract: 
Critical systems in domains such as aviation, railway, and automotive are often 

subject to a formal process of safety certification. The goal of this process is to ensure 

that these systems will operate safely without posing undue risks to the user, the 

public, or the environment. Safety is typically ensured via complying with safety 

standards. Demonstrating compliance to these standards involves providing evidence 

to show that the safety criteria of the standards are met. In order to cope with the 

complexity of large critical systems and subsequently the plethora of evidence 

information required for achieving compliance, safety professionals need in-depth 

knowledge to assist them in classifying different types of evidence, and in structuring 

and assessing the evidence. This paper is a step towards developing such a body of 

knowledge that is derived from a large-scale empirically rigorous literature review. 

We use a Systematic Literature Review (SLR) as the basis for our work. The SLR 

builds on 218 peer-reviewed studies, selected through a multi-stage process, from 

4,963 studies published between 1990 and 2012. We develop a taxonomy that 

classifies the information and artefacts considered as evidence for safety. We review 

the existing techniques for safety evidence structuring and assessment, and further 

study the relevant challenges that have been the target of investigation in the 

academic literature. We analyse commonalities in the results among different 

application domains and discuss implications of the results for both research and 

practice. The paper is, to our knowledge, the largest existing study on the topic of 

safety evidence. The results are particularly relevant to practitioners seeking a better 

grasp on evidence requirements as well as to researchers in the area of system safety. 

As a major finding of the review, the results strongly suggest the need for more 
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practitioner-oriented and industry-driven empirical studies in the area of safety 

certification. 

1 Introduction 
 

A safety-critical system is one whose failure may cause death or injury to people, 

harm to the environment, or substantial economic loss [5]. In domains such as 

aviation, railway, and automotive, such systems are typically subject to a rigorous 

safety assessment process. A common type of assessment, usually conducted by a 

licensing or regulatory body, is safety certification. The goal of safety certification is 

to provide a formal assurance that a system will function safely in the presence of 

known hazards [PS93]. Safety certification can be associated with the assessment of 

products, processes, or personnel. For software-intensive safety-critical systems, 

certification of products and processes are regarded as being the most challenging 

[PS93].   

Assessing and assuring safety of a system relies on building sufficient confidence 

in the safe operation of the system in its operating context. This confidence is often 

developed by satisfying safety objectives that mitigate the potential safety risks that a 

system can pose during its lifecycle. The safety objectives are usually established by a 

set of industry-accepted criteria, typically available as standards. Examples of safety 

standards include IEC61508 [11] for a broad class of programmable electronic 

systems, DO-178C [7] for aviation, the CENELEC standards (e.g., [33]) for railway, 

and ISO26262 [8] for the automotive sector. 

Demonstrating compliance with safety standards involves collecting evidence that 

shows that the relevant safety criteria in the standards are met [16]. Although, safety 

standards prescribe the procedures for compliance, it often proves to be a very 

challenging task to the system suppliers due to the fact that these standards are 

presented in very large textual documents that are subject to interpretation. In general, 

evidence can be defined as “The available body of facts or information indicating 

whether a belief or proposition is true or valid” [30]. For realistically large systems, 

however, one can seldom argue that evidence serves as a definitive proof of the truth 

or validity of safety claims, but only whether the evidence is sufficient for building 

(adequate) confidence in the claims. Hence, we define evidence for safety 
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certification as “information or artefacts that contribute to developing confidence in 

the safe operation of a system and to showing the fulfilment of the requirements of one 

or more safety standards”. Some generic examples of safety evidence are test results, 

system specifications, and personnel competence. 

The lack of consistent interpretation of a standard can lead to misunderstanding the 

evidence needs.  Failing to clearly understand the evidence needs for assessing a 

system can result in two main problems [34][PS145]. First, the supplier may fail to 

record critical details during system development that the certifier will require later 

on. Building the missing evidence after-the-fact can be both expensive and laborious. 

Second, not knowing ahead of time what the certifiers will receive as evidence may 

affect the planning and organisation of the certification activities. In particular, the 

certifier may find it hard to develop sufficient confidence in the system undergoing 

certification if the evidence requirements have not been negotiated and agreed with 

the supplier a priori [PS54][15].  

Apart from understanding and precisely defining the evidence requirements, 

attention needs to be paid to how this evidence is organised and assessed for 

adequacy. If the evidence is not structured properly, its sheer volume and complexity 

can jeopardize the clarity of the safety arguments [PS124]. Furthermore, it is 

important to be able to determine how definitive and credible the evidence is. Though 

safety standards mandate adequate evidence to show compliance, they are vague on 

what adequate means in a particular context, often intentionally and for the sake of 

being general. 

The main objective of this paper is to synthesise the existing knowledge in the 

academic literature about safety evidence, concentrating on the three facets outlined 

above: the information that constitutes evidence; structuring of evidence; and 

evidence assessment. The term evidence provision is used hereafter to collectively 

refer to these three facets. Alongside, we analyse the challenges and needs in safety 

evidence provision and perform a domain analysis [15] to identify the commonalities 

among different application domains for this purpose. 

We achieve our objective by means of a Systematic Literature Review (SLR) – a 

documented and repeatable process through which the literature on a given subject is 

examined and the current state of knowledge is recorded [18]. The main advantage of 

a SLR, when compared to ad hoc search, is that it provides a higher degree of 
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confidence about covering the relevant literature and thus minimises subjectivity and 

bias. 

Our SLR draws on 218 peer-reviewed publications, selected out of 4873, through a 

multi-stage process. A key feature of the review is that it does not restrict itself to a 

particular domain or safety standard. This broad scope in the search gives us deeper 

insights on the state of the art. Additionally, the breadth helps in understanding the 

commonalities among the different domains in terms of how evidence is perceived, 

structured and assessed, in turn enabling improvements in the domains that do not yet 

enforce stringent certification requirements, e.g., the automotive sector.  

As part of our work, we classify into a hierarchical taxonomy the various 

information and artefacts considered as evidence for compliance with safety 

standards. The taxonomy includes 49 basic evidence types and is, to our knowledge, 

the most comprehensive classification of safety evidence built to date. This taxonomy 

is a good reference for understanding and further elaborating the evidence 

requirements for specific standards and specific systems. The other outcomes of the 

SLR, namely the survey of approaches for evidence structuring and assessment, the 

overview of challenges and needs, and a domain analysis to identify commonalities, 

will be a useful guide for developing a detailed map of the field and for defining a 

future research agenda on safety certification. Our study notably indicates that a large 

majority of the approaches surveyed have not been validated in realistic settings and 

thus provide little information about their practical utility. An important 

recommendation for future research on safety certification is therefore for the research 

to be more rigorous from an empirical standpoint and more oriented towards industry 

needs. 

The SLR has been conducted as part of OPENCOSS [25], which is a large-scale 

European research project on safety certification in the railway, aviation and 

automotive domains. The work we present here extends an earlier conference paper 

[21]. The main extensions are: (1) the addition of a new data source, namely Google 

Scholar, thereby increasing the number of primary studies; (2) significant expansion 

of the description of the research method and the results; and (3) our domain analysis 

(mentioned above). 

The rest of the paper is organised as follows. Section 2 discusses related work. 

Section 3 describes the research method used. Section 4 presents the SLR results. 
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Section 5 discusses the implications of these results on research and practice. Section 

6 discusses the threats to validity of the review. Finally, Section 7 presents our 

conclusions and future work. 

2 Related Work 
 

Several papers discuss the notion of evidence in specific situations and how this 

evidence can be structured and assessed. We do not treat these as related work but 

rather as the primary studies for our SLR. The discussions in this section are therefore 

targeted at contrasting our work with the more generic classifications of safety 

evidence as well as the relevant existing SLRs. 

Some threads in previous work, e.g. [PS121], address the problem of safety 

evidence classification through focusing on safety standards such as IEC61508. 

Further threads, e.g. [17], consider the structuring of evidence for safety cases. A 

safety case is a structured argument aimed at providing a compelling, comprehensive, 

and valid case that a system is safe for a given application in a given operating 

environment [19]. The arguments in a safety case are always accompanied by 

evidence supporting the arguments. More recently, there has been an OMG initiative 

called SACM aimed at standardizing the notion of and the concepts related to 

assurance evidence and arguments [24].  While the above threads have been a useful 

start for the current SLR, they are either too specific (relating to only one standard or 

application domain) or do not provide a thorough and sufficiently detailed analysis of 

the possible evidence types and how to structure and assess them. 

There are a number of SLRs in the literature whose scope partially overlaps with 

ours, e.g., on testing [2], on requirements specification [22], and on reliability [37]. 

None of these specifically address the topic of evidence for safety. Some past work 

attempts to compare safety standards in different domains with the aim of identifying 

the commonalities and differences among them [12][3][34]. However, these 

comparisons are limited in scope and, in contrast to ours, are not based on a 

systematic review.   

In summary, little has been done to date by way of synthesising and summarising, 

in a comprehensive manner, the state of the art on safety evidence. Consequently, no 

unifying framework exists for reasoning about and communicating safety evidence. 
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This observation led us to the need for the SLR as a way to gain new insights into 

how to specify, structure and assess safety evidence.  

3 Research Method 
 

A SLR is a means of identifying, evaluating and interpreting available research 

relevant to a particular research question or topic area [18]. Individual studies 

contributing to a systematic review are called primary studies. A systematic review is 

a form of secondary study.  

The purpose of a SLR is three-fold [18]: 

� To present a fair evaluation of a research topic by means of a rigorous and 

systematic methodology. 

� To help in identifying any gaps in the current research in order to suggest 

further improvements. 

� To summarise and provide background for new research activities.  

 

The design of the SLR reported in this paper started in October 2011. After several 

refinements and improvements, publication search was started in January 2012.  

The following subsections present the research questions, the data sources, search 

strategies, the publication selection, and the quality criteria of the SLR. 

3.1 Research Questions 
 

We formulated the following research questions (RQs) 

RQ1. What information constitutes evidence of compliance with safety 
standards? 

The aim of this question is to identify the various pieces of information such as 

artefacts, tool outcomes, and techniques considered as or used to provide evidence 

about the safety of a system during certification. The results are used to develop an 

evidence classification. 

RQ2. What techniques are used for structuring evidence to show compliance 
with safety standards? 
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The aim of this question is to determine how the evidence collected during the various 

stages of a system’s lifecycle can be structured and presented in a suitable way to 

demonstrate compliance with a safety standard.   

RQ3. What techniques are used for assessing the adequacy of evidence?  
The aim of this question is to determine how the evidence collected can be assessed 

for adequacy and for gaining confidence that it satisfies the safety requirements of a 

standard, and thereby confidence in the overall safety of a system. 

RQ4. What challenges and needs have been the target of investigation in relation 
to safety evidence?  

The aim of this question is to identify the various challenges addressed in the 

literature regarding the provision of evidence for safety certification. The results 

obtained will be useful to identify emerging trends and provide an overall view of the 

problems tackled in the literature. 

RQ5. What commonalities exist among different application domains with 
regards to RQ1-RQ4? 
The aim of this question is to identify, through a domain analysis, the similarities that 

exist among different application domains in terms of safety evidence provision. This 

research question is particularly relevant to practitioners who are engaged in cross-

domain certification of components used across multiple application domains, or in 

assessing the feasibility of product reuse from domains other than that of the 

application they are working on. 

3.2 Source Selection 
 

We performed two types of search to find publications relevant to the scope of the 

review. The first type was an automatic search performed on the following 

publishers’ databases: ACM (portal.acm.org), IEEE (ieeexplore.ieee.org), Springer 

(springerlink.com), Elsevier (sciencedirect.com), and Wiley 

(onlinelibrary.wiley.com). We also used Google Scholar (scholar.google.com).  

The second type was a manual search on the following workshops, conference, 

and journals: Australian Workshop on Safety Critical Systems and Software, High-

Assurance Systems Engineering (HASE), IET System Safety, International 

Symposium On Leveraging Applications of Formal Methods, Verification and 
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Validation (ISoLA), International Symposium on Software Reliability Engineering 

(ISSRE), International Conference on Computer Safety, Reliability and Security 

(SAFECOMP), Safety Critical System Symposium, Reliability Engineering & System 

Safety, IEEE Transactions on Reliability, and IEEE Transactions on Software 

Engineering. These venues correspond to conferences, workshops, and journals in 

which we repeatedly found, during our pilot automatic searches, publications that 

were relevant to the SLR. The decision about which venues to consider for manual 

search was made based on the authors’ collective observations during the pilot 

searches, while we were elaborating the search strategy and before the search string 

was finalized. We did not consider satellite workshops at the conferences we 

manually searched.  

In addition, expert knowledge was used for publication selection. We included 

relevant publications of which the authors were aware either on their own or because 

of having been informed by a colleague, but that had not been identified through the 

automated and manual searches. These were mainly studies that were accepted for 

publication but not yet available from the publishers when the automatic search was 

performed. In either case, publications added through expert knowledge were subject 

to passing the same inclusion criteria applied to automatic and manual searches. 

3.3 Search String 
 

We developed the search string by specifying the main terms of the phenomena under 

investigation. A number of pilot searches were performed to refine the keywords in 

the search string using trial and error. We removed terms whose inclusion did not 

yield additional papers in the automatic searches. After several iterations, we settled 

on the following search string. This search string, which is expressed as a conjunction 

of three parts, was used to search within keywords, title, abstract and full text of the 

publications1: 

 

[part I] 

                                                           
1 Where applicable, plural forms of the keywords were added to the queries performed over the publishers’ databases. These 

plural forms are not shown in the search string to avoid clutter. In the case of SpringerLink and Google Scholar, where the search 
string was too long for the search engines, we performed the search through several sub-strings (12 sub-strings for SpringerLink 
and 21 sub-strings for Google Scholar). 
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("critical software" OR "critical system" OR "critical equipment" OR "critical 

application" OR "embedded system" OR "embedded software") 

 AND 

[part II] 
("safety certification" OR "safety evaluation" OR "safety assurance" OR "safety 

assessment" OR "safety qualification" OR "safety analysis" OR "safety standard" OR 

"safety requirement")  

 

AND 

 

[part III]  

(evidence OR "safety case" OR "safety argument" OR "assurance case" OR 

"dependability case") 

 

The first part of the search string captures keywords related to safety-critical 

systems. The second part concerns safety certification. Here, we consider several 

keywords in addition to “safety certification”. These additional keywords capture 

terms that are sometimes used interchangeably with certification (e.g., safety 

evaluation), activities that share the same underlying principles as certification (e.g., 

qualification), and elements that serve as the main prerequisites to certification (safety 

standards and safety requirements). The third and final part of the search string relates 

to safety evidence. Here, we further consider an important context, namely safety 

cases and arguments, where safety evidence regularly appear without necessarily 

making a reference to the term “evidence”. To this end and in line with what we 

observed in our pilot searches, we consider the fact that many papers have used the 

broader notions of assurance case and dependability case as synonyms for safety case, 

although these broader notions refer not only to safety but also to other dependability 

criteria such as security and reliability [16].   

3.4 Study Selection Strategy and Inclusion Criteria 
 

We specified inclusion and exclusion criteria for selecting primary studies. The basic 

inclusion criterion was to identify and select peer-reviewed studies related to safety 



     50 
 
 

 
 
 
 
 

assessment or certification of computer-based critical systems that dealt with safety 

evidence for showing compliance with safety standards. We searched and included 

publications written in English that provided information, artefacts, tool outcomes, or 

techniques considered as evidence for safety certification. When performing the 

manual search, we considered only those studies that had not been identified in the 

automatic search. In the journals, we only considered volumes from 1990 until the 

date when the automatic and manual searches were performed (January 2012). This 

was the publication year of the oldest paper found with automatic search and with 

manual search of conferences and workshops.  

We also applied the following exclusion criteria, filtering out publications that 

matched any of the criteria: 

� Grey literature, e.g., technical reports, working papers, project deliverables, 

and PhD theses 

� Books, tutorials or poster publications 

� Publications that addressed generic safety analysis techniques (e.g., FTA) 

but did not address provision of evidence for safety certification 

� Papers in the context of non-computer based critical systems 

� Publications whose text was not available 

Study selection was performed through two main processes. The first process, 

reported in [21], covered all the sources (Section 3.2) except Google Scholar. In the 

second process, Google Scholar was considered as well as some new papers identified 

through expert knowledge.  

The first process consisted of four phases. These phases are shown in TABLE I 

(represented as P1, P2, P3 and P4 in the table). In Phase 1, we applied the search 

string to the electronic databases, and a total of 2,200 results were retrieved. In Phase 

2, the first author read the abstract of the retrieved publications to determine their 

relevance to the scope of the SLR. The basic selection criterion at this stage was to 

check if the abstracts referred to safety evidence information for assessment or 

certification purposes or included the word evidence or some way to specify evidence 

(safety, assurance, or dependability case, or safety argument). During this phase, the 

first author also performed the manual searches on the selected conferences and 

journals. The same selection criteria as above were used for manual searches. From 
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the 2,200 studies obtained in the automatic search, 151 publications were selected. 

Performing the manual search resulted in the selection of 65 studies, making a total of 

216 individual studies for the next phase.  

In Phase 3, the studies were reviewed in depth.  The workload was divided among 

the authors, with the first author being responsible for reviewing most of the studies. 

The remaining authors helped and provided guidance. No evidence information was 

initially found in 56 studies and these were excluded from the review. 

In Phase 4, the second author performed two reliability checks. First, he randomly 

checked approximately 10% of the studies of Phase 1 by reading the abstract. Second, 

he inspected all the 56 papers excluded in Phase 3. At this stage, we regarded 

duplicates as those papers with at least one author in common that provide equivalent 

answers to the research questions (e.g., an extended version of a previous paper). In 

all cases, the extended and most recent version of the paper was included to extract 

maximum information. Excluded work considered to be potentially relevant was 

brought up for discussion and reviewed again. As shown in TABLE I, eight studies 

were added as a result of the discussion and the relevant data was extracted from 

them. In addition, four studies were removed as a result of duplication. At this stage, 

seven papers were also added based on expert knowledge. These are studies that the 

authors considered to be relevant to the review and were not previously captured in 

any of the automatic or manual searches. The final number of primary studies at the 

end of this phase was 171.  

To maximize the reliability of the SLR, we conducted a second publication 

selection process following the completion of the first publication selection process 

and the extraction of relevant data from the primary studies identified in the first 

process. In the second process, Google Scholar was used as the source for automatic 

search. This second process was meant as a confirmatory measure to increase 

confidence in the generalizability of the (earlier-obtained) findings from the first 

process. More specifically, the second process aimed to ensure that the key 

observations made based on the first process were not volatile, in the sense that the 

observations would no longer be valid in light of new findings. 
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TABLE I. SLR phases and number of publications in conference version 

Source P1: Studies 
investigated 

P2: Studies selected 
after reading 

abstract 

P3: Studies 
selected after 

reading full text 
P4: Studies finally 

selected 

IEEE (Publisher) 775 75 60 67 
ACM (Publisher) 125 15 11 10 
Elsevier (Publisher) 448 22 14 14 
Springer (Publisher) 689 33 21 22 
Wiley (Publisher) 163 6 4 4 
Australian Workshop on Safety 
Critical Systems and Software - 7 4 4 

HASE (Conference) - 0 0 0 
IET System Safety (Conference) - 12 8 8 
ISoLA (Conference) - 4 3 3 
ISSRE (Conference) - 2 2 2 
SAFECOMP (Conference) - 20 17 14 
Safety Critical System 
Symposium (Conference) - 14 12 12 

Reliability Engineering & System 
Safety (Journal) - 4 3 3 

IEEE Transactions on Reliability 
(Journal) - 0 0 0 

IEEE Transactions on Software 
Engineering (Journal) - 2 1 1 

Expert Knowledge - - - 7 
 2,200 216 160 171 
 

The second publication selection process consisted of four steps, shown in TABLE 

II (represented as S1, S2, S3 and S4). In step 1, when we applied the search string, we 

obtained a total of 5,430 studies2.  Since the inclusion of Google Scholar was to 

further mitigate the risk of having missed relevant publications and information, we 

only checked over half the studies (2,763). In step 2, we excluded publications that 

were from any of the publishers’ sites previously checked and also those matching the 

exclusion criteria (grey literature, technical reports, etc.). This resulted in the selection 

of 97 studies. In step 3, the second author selected 49 studies after reading the 

abstract. These studies, which had not been identified through the first selection 

process, were all peer-reviewed publications listed on webpages of universities, 

organisations, research associations, or small publishers. In step 4, the first author 

performed a full text review of these 49 studies and selected 39 as primary studies. 

Additionally, 7 papers were added based on expert knowledge during this second 

publication selection process. 

 

                                                           
2 Performing an automatic search for publications in Google Scholar had two main constraints. First, Google Scholar allows 

access (to read the content) only for the first 1000 results of a search. Second, the search engine permits only a limited length 
search string. In order to obtain only 1000 results per search and have a search string of acceptable length, we used a number of 
separate sub-strings that were based on the original search string. The sub-strings were a result of different combinations of the 
three parts of the main string (Section 3.3). 
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TABLE II. Publication selection process and number of publications in Google scholar 

Source 
S1: Studies 
investigated 

S2: Studies 
selected after 

applying 
exclusion criteria 

S3: Studies 
selected after 

reading abstract 
S4: Studies 

finally selected 

Google Scholar 2,763 97 49 39 
Expert Knowledge - - - 8 

 2,763 97 49 47 
 

The two publication selection processes outlined above collectively resulted in 171 

+ 47 = 218 primary studies for the SLR. 

3.5 Data Extraction and Quality Criteria 
 

We designed a data extraction template (a spreadsheet) to collect the information 

needed to answer the research questions. Apart from the bibliographic information 

(title, authors, year, and publisher), we extracted from each study the application 

domain in which the system under assessment or certification was used, the 

underlying safety standard(s) used to show compliance, the information, artefact, 

tool, or technique contributing to evidence, techniques for evidence structuring, 

techniques for assessing confidence on the evidence collected, and the needs and 

challenges addressed about provision of evidence. Appendix A provides a table with 

some sample data extracted from the studies. All the information about the data 

extracted from all the studies can be found in [20].  

We further extracted data for publication quality assessment. For this, we defined 

three criteria: 

� Evidence abstraction level, which was assigned on the basis of the specificity 

of the evidence instances presented in a given study. The levels allow us to 

weight the quality of evidence items identified from the analysis of the primary 

studies. The abstraction levels defined, from the most abstract to the most 

specific, were: generic, domain level, safety standard level, system type level, 

and specific system level. Using the evidence types from our evidence 

classification (Section 4.1), example instances of evidence for the non-generic 

abstraction levels are: Hazard specification for domain level (e.g., nuclear 

domain) [PS98], Source code for safety standard level (e.g., for DO-178B 

[PS172]), System Historical Service Data Specification for system type level 
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(e.g., COTS-based systems [PS170]), and Model Checking Results for specific 

system level, e.g., instantiated for a specific pacemaker software [PS84]. The 

“generic” abstraction level refers to instances of evidence mentioned in a 

primary study that are not presented within the scope of any specific domain, 

standard, system type, or specific system. Generally, we consider lower 

abstraction levels and thus more specific evidence to be more useful since it is 

more likely for those studies to contain some practical advice. 

� Validation method, which was assigned based on how a given study had been 

validated. The studies were classified as: case study (validated during projects 

by practitioners different from the authors), field study (validated with data from 

real projects, but not during the execution of the projects), action research 

(validated during real projects by the authors themselves), survey (validated on 

the basis of practitioners’ opinion and perspectives), or none. It is important to 

note that we use the term “validation” in a broad sense. In particular, validation 

does not necessarily imply validation in a controlled environment such as a 

controlled experiment. Indeed, we did not find any primary studies reporting a 

controlled experiment. Nonetheless, we consider information gathered from 

validated work to be more useful as they better reflect the state of practice. 

� Tool support, which assists in the provision of evidence (collection, structuring, 

and assessment) for certification or safety assurance purposes. We consider the 

availability of tool support to be an important maturity factor for the underlying 

technique and a necessary step for its industrial application.  

4 Results 
 

This section presents the results of the review, answering the research questions 

individually based on the extracted data from the 218 studies over a publication 

period of 22 years. With respect to the application domains and the safety standards 

referred to in the studies, we identified eight application domains and 16 safety 

standards.  

Figure 1 shows: (a) the number of primary studies published from 1990 to 2011; 

(b) the number of papers found for each domain, and (c) the number of papers per 

safety standard referred to in the literature. Publications during the year 2012 are not 
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shown in the Figure 1 (a) since this was the year the search was performed and would 

represent partial numbers. The eight application domains identified in the studies are: 

1) Aerospace: dealing with systems in crafts that fly in the atmosphere and 

outer space 

2) Aviation: dealing with aircrafts systems that fly in the troposphere 

3) Automotive: dealing with systems that run on motor-vehicles on the road 

4) Maritime & (Offshore) Energy: dealing with systems in ships and offshore 

units, and for oil, gas, and offshore natural resource extraction 

5) Medical: dealing with systems in medicine and healthcare 

6) Nuclear: dealing with systems in nuclear power plants and controllers 

7) Railway: dealing with rail-road systems that run on tracks 

8) Robotics: dealing with the design, construction, operation, and application 

of robots 
 

Note that in Figure 1, we do not include studies that mention more than one 

domain or safety standard. Although some of the domains or standards in these 

studies are within the scope of the SLR, we could not conclusively determine the 

domain or standard to which the relevant information (evidence information, 

technique, tools) would correspond.  

 

 
(a) 

 

�
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(b) 

 
(c) 

Figure 1. (a) Number of studies per publication year, (b) Number of studies per application domain, (c) Number of studies 

per safety standard 

4.1 RQ1: What information constitutes evidence of 
compliance with safety standards? 
 

We created a taxonomy, shown in Figure 2, for evidence types based on the various 

evidence examples, artefacts, tools and techniques found in the primary studies. A 

taxonomy provides an intuitive and yet comprehensive way to present and summarize 

the fraction of the results having to do with evidence information requirements, 

especially considering the vast amount of information found in the primary studies 

(See Appendix A). Moreover, the taxonomy is an effective means for communicating 

the results in a more structured manner. Several iterations were made before the 
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current structure of the taxonomy was developed. Experts in system safety and 

certification reviewed and provided feedback on the extracted evidence types.  

The taxonomy contains 49 different basic evidence types, denoted as leaf nodes in 

Figure 2. Each leaf node in the taxonomy has been referred to by at least two primary 

studies. The taxonomy is complemented by a glossary given in Appendix A. The 

glossary provides some clarifications to ensure a better understanding of the 

taxonomy and how it was built. The glossary also provides (1) a definition for each 

basic evidence type, (2) the source(s) on which the definition is based (different from 

safety standards), (3) the synonyms identified in the literature for each evidence type, 

and (4) the tools, techniques, artefacts, and information considered as or used to 

provide evidence in the literature. The full list of extracted data from each primary 

study and citations are available in [20]. 

Table III provides the information regarding the number and percentage of studies 

in which each evidence type was identified. Since different studies had information at 

different abstraction levels (Section 3.5), we denote the lowest abstraction level 

identified for each evidence type in the table. 

Our results indicate that the most frequent evidence types referred to in the 

literature are Hazards Cause Specification (appearing in 111 out of 218 papers, i.e., 

51%), Risk Analysis Results (51%), Hazard Specification (43%), Accident 

Specification (34%), Requirements Specification (24%), Hazards Mitigation 

Specification (23%), and Design Specification (20%). The least frequent types are 

Communication Plan (1%), System Testing Results (1%), Object Code (1%), Non-

operational Testing Results (1%), Project Risk Management Plan (2%) and Normal 

Range Testing Results (2%). Only Communication Plan has not been mentioned in 

studies that have been validated. The above frequencies indicate that the evidence 

types under Safety Analysis Results (in Figure 2) are the most common. 
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Figure 2. Evidence taxonomy 
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TABLE III. Evidence Type Identified In The Primary Studies 

Evidence Type Number of 
Papers 

Percentage of 
Papers Lowest abstraction level 

Hazard causes specification 111 51% Specific System Level 
Risk analysis results 111 51% Specific System Level 
Hazard specification 93 43% Specific System Level 
Accidents specification 75 34% Specific System Level 
Requirements specification 52 24% Specific System Level 
Hazards mitigation specification 51 23% Specific System Level 
Design specification 43 20% System Type Level 
Review results 37 17% Specific System Level 
Structural coverage testing results 36 17% Specific System Level 
System historical service data specification 27 12% Specific System Level 
Traceability specification 27 12% Specific System Level 
Development and V&V staff competence specification 26 12% Specific System Level 
Reused component historical service data specification 26 12% Specific System Level 
Simulation results 25 11% Specific System Level 
Model checking results 24 11% Specific System Level 
Unit testing results 24 11% Safety Standard Level 
Automated static analysis results 23 11% Specific System Level 
Architecture specification 22 10% Specific System Level 
Development plan 22 10% Specific System Level 
Integration testing results 20 9% Safety Standard Level 
Reliability testing results 20 9% Specific System Level 
Activity records 18 8% Specific System Level 
Functional testing results 18 8% Safety Standard Level 
Modification procedures plan 17 8% Specific System Level 
V&V plan 16 7% Specific System Level 
Inspection results 15 7% Specific System Level 
Operation procedure plan 15 7% Specific System Level 
Safety management plan 15 7% Specific System Level 
Source code 15 7% System Type Level 
Configuration management plan 14 6% System Type Level 
Performance testing results 14 6% Specific System Level 
Theorem proving results 14 6% Specific System Level 
Reused component specification 13 6% Specific System Level 
Robustness testing results 13 6% Specific System Level 
Stress testing results 12 6% System Type Level 
Operator competence specification 11 5% Specific System Level 
Tool support specification 11 5% Safety Standard Level 
Operational testing results 10 5% Specific System Level 
Acceptance testing results 9 4% Specific System Level 
Assumptions and conditions specification 8 4% Specific System Level 
System inception specification 7 3% Specific System Level 
Project monitoring plan 6 3% System Type Level 
Test cases specification 6 3% Specific System Level 
Normal range testing results 5 2% Specific System Level 
 Project risk management plan 5 2% Safety Standard Level 
Non-operational testing results 3 1% Specific System Level 
Object code 3 1% Safety Standard Level 
System testing results 3 1% Safety Standard Level 
Communication plan 2 1% Domain Level 
 

4.2 RQ2: What techniques are used for structuring 
evidence to show compliance with safety standards?  
 

In 117 of the 218 selected studies, we identified some technique for structuring safety 

evidence. We divide the techniques into three main categories, described below. The 

percentage given for each category is the rate of papers in that category over the 107 

relevant papers. Some studies referred to more than one technique.  



     60 
 
 

 
 
 
 
 

 

1. Argumentation-Induced Evidence Structure (92%): Argumentation is an approach 

that communicates the reasons why a system is considered to be acceptably safe. 

The structure of the argumentation induces a specific way to structure the 

evidence, as arguments need to be supported by evidence that directly 

substantiates them. The structure induced as the result of the argumentation can be 

expressed either graphically or textually. In the graphical sub-category, we 

identified the following techniques: 

� GSN (e.g., [PS3][PS5][PS8][PS9][PS10]), which can be used to document 

explicitly the elements and structure of an argument and the argument’s 

relationship to evidence. In GSN, the claims of the argument are documented 

as goals and items of evidence are documented in solutions. 

� CAE (e.g., [PS20][PS22][PS72][PS78]), which promotes a three-tiered 

approach similar to GSN, composed of a top-level claim asserted within an 

argument, a description of the arguments presented to support a claim, and a 

reference to the evidence that is presented to support a claim or argument.  

� BBN (e.g., [PS23][PS38][PS58][PS175][PS178]), which induces a structures 

to evidence in a directed acyclic graph representing the conditional 

dependencies among them. 

� KAOS, which is a goal modelling language that has also been used for safety 

case specification [PS137][PS208]. This approach decomposes top-level 

goals using AND/OR operators in an argumentation-like way until evidence 

of goal achievement is provided. 

� SSG [PS138], which are linear graphs that represent a safety specification as 

nodes and evidence and relationships among them as edges. 

In the textual sub-category, we include studies that use a structured text-based 

presentation of the arguments and the evidence supporting them. We identified the 

following techniques in the textual sub-category: 

� Trust Cases [PS176][PS3], which induce a structured textual format for 

safety claims, arguments, and evidence presenting them as assumptions with 

references to documents. 
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� Structured HTML [PS185], which uses HTML tags to link and structure the 

various artefacts used as evidence for safety. 

� Structured text [PS80], which proposes several possible approaches namely: 

structured prose, which introduces a certain structure to a normal prose by 

requiring that the critical parts of the argument be explicitly denoted; 

argument outline, which uses indentation, numbering, and different fonts to 

structure arguments and evidence adopting an outline format; mathematical 

proof, which uses the geometric proofs structure (given, statements, and 

reasons) used in mathematics; and, LISP style, which uses the syntax 

structure of the LISP programming language with short names and 

parentheses for evidence and arguments.  

 

2. Model-Based Evidence Specification (5%): We classify in this category those 

techniques that characterize the structure of safety evidence using models. We 

identified the following approaches in the studies:  

� Sector-specific UML meta-models [PS54][PS122] and UML profiles built 

specifically for standards such as DO-178B [PS172] and IEC61508 [PS121]. 

� Data modelling using entity-relationship diagrams to structure the data 

content in large safety cases including the evidence aspects [PS99]. 

� Process models capturing the activities or processes that produce the artefacts 

used as evidence and present them using a tree-based structure [PS67]. 

 

3. Textual Templates (3%): These templates provide predefined sections or tables 

along with constraints for structuring evidence in a predefined textual format. We 

identified the following approaches: 

� The CENELEC template [PS51][PS118], which is used in the railway 

domain for structuring evidence in a series of reports such as quality 

management reports and safety management reports. 

� The ACRuDA template [PS50], which is used to structure evidence 

according to a pre-defined safety case structure. 

� Template Add-ons [PS19], which provides a template for predefined set of 

documents that are to be produced at different system development and 
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safety assurance phases. It also provides suggestions on the required 

approaches for documentation, semi-formal description, and verification 

and validation procedures. 

Figure 3 shows the number of studies that refer to each evidence structuring 

technique. Two clarifications need to be made in relation to the evidence structuring 

techniques identified. First, we did not consider unstructured text because it does not 

provide means for systematically organising evidence information. Second, in the 

Model-Based Specification category, we only considered techniques that are aimed at 

specifying the structure of the evidence, as opposed to the structure of, for instance, 

the system that the evidence is generated or used for. For example, AADL [PS56] has 

been used for modelling the architecture and design of safety-critical systems, but not 

for modelling the structure of safety evidence. Hence, AADL was not considered as 

an evidence structuring technique. In contrast, UML, due to its broader 

expressiveness, has been used for modelling both systems and safety evidence, and 

was hence considered. 

 

 
Figure 3. Number of studies referring to each evidence structuring technique 

4.3 RQ3: What techniques are used for assessing the 
adequacy of evidence? 
 

We identified techniques for evidence assessment in 105 of the total 218 studies. We 

classify these techniques into four categories. The percentage given for each category 
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is the rate of papers in that category over the 105 relevant papers. Some studies 

referred to more than one type of technique.  

1. Qualitative Assessment (68%): We classify techniques that use non-numerical 

methods for assessment of evidence in this category. Argumentation (e.g., 

[PS1][PS7][PS11][PS14][PS30]) is the most widely identified technique under 

qualitative assessment. Argumentation can be based on unrestricted natural 

language, (semi-) structured natural language, or graphical argumentation 

structures such as GSN. Graphical argumentation structures generally have the 

advantage of being easier to understand, review, and navigate. Argumentation can 

be enhanced by “qualitative tags” that capture the level of trustworthiness of 

evidence. The approaches that we found for this purpose are: 

� Safety Evidence Assurance Levels (SEAL) [PS57], providing four levels 

to capture the degree of confidence in safety evidence, the highest level of 

assurance being incontrovertible, followed by compelling, persuasive, and 

the lowest level being supportive. 

� Safety Assurance Levels (SAL) [PS128][PS162][PS170], which is similar 

to SEALs but also address confidence propagation rules between 

arguments and sub-arguments. 

Our review also identified qualitative methods for assessment that are not based on 

argumentation. These are: 

� Activity-based quality model [PS83], which uses quality matrices to assess 

evidence for compliance with the IEC62304 standard. 

� Evidence-confidence conversion process [PS171], which assesses safety 

evidence through a review process that results in the specification of the 

confidence in the safety of the system. 

2. Checklists (16%): We classify in this category techniques that introduce a “to-do 

list” consisting of a set of guided questions that need to be answered or checked 

while reviewing the evidence. The questions could, for example, be a set of 

conditions that must be met in order to gain confidence in the evidence collected 

and to check its sufficiency [PS66]. We identified different variations of 

checklists in the literature: 
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� Design Checklists [PS114], which assess evidence based on the design of 

the system. 

� GQM-based checklists [PS47], which are based on the 

Goal/Question/Metric measurement framework [6]. They define top-level 

goals for assessing product and process evidence, questions to be answered 

to achieve these goal and metrics providing a measurable reference against 

which analysis can be performed. 

� Argumentation-based checklists [PS109], which assess evidence by 

mixing checklists with argumentation. 

� The Taxonomy-Based Questionnaire [PS79], which contains 305 

questions addressing the safety attributes and artefacts in the Software 

Safety Risk Taxonomy and Software Safety Risk Evaluation process [14]. 

� Plain Checklists [PS50], which are checklists that do not fall under any of 

the more specific variations discussed above. 

3. Quantitative Assessment (10%): We classify in this category techniques that use 

numerical measures for assessment of evidence. These techniques are: 

� BBNs (e.g., [PS41][PS101][PS134][PS167][PS168]), which assess 

evidence in the presence of uncertainty by using conditional probability 

distributions. This technique is used in conjunction with BBN structuring 

of evidence (Section 4.2). This is the most frequent quantitative technique 

in the literature for evidence assessment. 

� The Modus approach [PS137], which combines quantitative assessment 

with formal argumentation structures. The approach is based on 

quantitative reasoning that uses goal models (KAOS), expert elicitation, 

and probabilistic simulation for assessing the overall goal of a safety case.  

� Evidence Volume Approach [PS96], which allows an internal expert to 

assign weighted factors on evidence that describe the relative importance 

of each piece of evidence. An aggregate function is then chosen for the 

weighted evidence to calculate a volume known as evidence volume, 

based on which an outcome (accept or reject) is chosen. 
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4. Logic-based Assessment (6%): In this category, we classify techniques that use 

logical formulae, such as first-order logic statements, to articulate and verify the 

properties of interest over evidence items and their relationships. Logic-based 

techniques are best suited for checking the well formedness and consistency 

constraints of evidence information. For example, OCL [23] has been used to 

ensure that there is a consistent link between the evidence items produced for a 

particular system, and that the evidence items required by a safety standard are 

available [PS122][PS82][PS83][PS121][PS122] [PS131]. 

 

 
Figure 4. Number of studies referring to each evidence assessment technique 

 

Figure 4 shows the number of studies that refer to each evidence assessment 

technique. It is important to make the following clarifications about the evidence 

structuring techniques identified. First, in the literature, expert judgment can and has 

been used in conjunction with all the techniques outlined above. However, we have 

not regarded expert judgment per se as an assessment technique. For expert judgment 

to have any credibility, the rationale behind it must always be made explicit (e.g., 

through assumptions or argumentation). Second, we do not regard assignment of 

integrity levels such as SIL as a technique for evidence assessment. These levels are 

concerned with the assessment of the integrity of the product that the evidence relates 

to, not the integrity of evidence itself. 
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4.4 RQ4: What challenges and needs have been the target 
of investigation in relation to safety evidence?  
 

We identified several categories of general challenges and needs related to providing 

safety evidence information and to structuring and assessing the evidence. Some 

primary studies note more than one need or challenge. Although not all the 

corresponding primary studies are referenced in each category, examples are provided 

to better understand how the primary studies were categorised. The categories of 

challenges and needs addressed in the literature are as follows: 

1. Specification of evidence content: The challenge that was noted the most (60 

papers out of 218) was determining in a systematic way what information was 

necessary to be provided as evidence in a given domain and for compliance with a 

particular set of applicable standards. For example, Habli & Kelly [PS69] address 

the challenge of finding the right balance between product-based and process-

based evidence for certification. Similarly, Bate et al. [PS12] investigate the 

challenge of identifying supporting evidence when modern super-scalar 

processors are used in the current safety-critical systems. We think that the 

evidence taxonomy built as a response to RQ1 can help tackle this challenge.  

2. Construction of safety cases: The second most identified challenge (57 papers) 

relates to the development of safety cases, particularly providing methodological 

guidance for safety case construction and decomposition of the arguments and the 

evidence in a way that permits more precise and cost-effective demonstration of 

compliance. The need for well-defined structures for claims, arguments, and 

evidence relates to the structuring techniques identified in RQ2. For example, 

Bishop et al. [PS20] acknowledge the importance of constructing well-defined 

safety cases to minimize safety and commercial risk. They propose a top-down 

approach for safety case development that structures safety cases in layers to 

accommodate changes in them. Similarly, Feather & Markosian [PS55] discuss 

the challenge of building safety cases for NASA’s safety-critical space software 

and provide guidance to help future developers of safety cases for similar software 

systems. 

3. Capturing the degree of credibility or relevance of the evidence: We identified 31 

papers in which researchers acknowledged that different evidence items could 
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have different levels of credibility depending on their source, or different degrees 

of contribution towards the satisfaction of different compliance requirements. To 

capture credibility or relevance, one might need to be able to assign weights to the 

evidence items or to the links between evidence items and safety arguments or 

claims. For example, Bouissou et al. [PS23] use BBN for helping assessors weight 

the evidence provided by using probability distribution functions. Similarly, 

Czerny et al. [PS37] discuss the challenge of providing convincing evidence of 

safety for “by-wire systems” in the automotive domain. This represents a major 

technology change demanding higher levels of analysis, design, and verification. 

Techniques identified in RQ3 for evidence assessment relate to this need. 

4. Better development processes and better evidence about process compliance: 

Among the selected primary studies, 30 noted the need for better development 

processes of safety-critical systems, thereby making it easier to rigorously verify 

that the development process followed is in compliance with the applicable safety 

standards. For example, Habli & Kelly [PS67] use a model-based approach to 

define an extendable metamodel for describing the lifecycle process and reliability 

assurance process by enabling automatic verification of compliance with safety 

standards. In another example, Hall & Rapanotti [PS71] introduce the concept of 

assurance-driven design for system development, which regards assurance 

arguments or assurance cases as important as the product itself. 

5. Ambiguities of safety standards: We identified 25 primary studies citing 

ambiguities (or problems) in the application of standards, such as the existence of 

multiple interpretations of the evidence requirements in the standards. These 

studies also provided guidance on how to show compliance with a single standard 

or a set of standards. For example, Evans et al. [PS53] explore the evidence 

requirements and its sufficiency for the UK defence standard 00-56, and compare 

them with civil standards such as DO-178B, ARP4754, ARP4761, and IEC 

61508. Dittel & Aryus [PS46] discuss the challenges of interpretation, 

implementation, and identification of the right level of detail when building safety 

cases for compliance with ISO 26262. 

6. Certification of systems made up of components and subsystems: We identified 17 

papers that mentioned challenges related to the construction, structuring, and 

assessment of evidence for systems that reuse existing components or subsystems 
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such as legacy or Commercial-Off-The-Shelf (COTS) software. For example, Fan 

& Kelly [PS170] propose a contract-based approach for justifying the use of 

COTS in safety-critical systems. The approach evaluates application-specific 

safety requirements against corresponding assurance requirements derived from 

the COTS. Esposito et al. [PS52] propose another systematic approach for 

qualification and selection of COTS based on a customized quality model that can 

guide and evaluate COTS selection. 

7. Need for providing argumentation: We identified nine papers that address the 

importance of demonstrating and justifying how evidence collected supports 

safety claims through argumentation. For example, Linling & Kelly [PS100] 

explore the need for a clear and defensible arguments and potential issues of 

argumentation-based assurance in aircraft certification. Clegg [PS32] discusses 

how faults and failures can be introduced into a FPGA, what possible mitigation 

techniques can be used, and the need for arguments to demonstrate how a FPGA 

meets its safety requirements. 

8. Demonstration of compliance for novel technologies: Seven papers cited 

challenges related to provision of evidence for certification of systems that make 

use of technologies that are novel for safety-critical domains. For example, Daniel 

& Mario [PS139] discuss how new computing trends like ubiquitous computing 

needs to be adaptive to react appropriately to dynamic changes to environment 

and user requirements. They also present details of conditional safety certificates 

to evaluate safety of adaptive systems. In a similar vein as the above, Rushby 

[PS136] discusses how novel technologies like adaptive systems modify and 

synthesize functions at runtime, and proposes a framework that uses runtime 

verification, thereby allowing certification to be partially performed at runtime. 

9. First-time certification or recertification of “proven-in-use” systems: We 

identified seven papers highlighting the challenge of certifying systems that have 

not been previously certified, or recertification of systems that previously invoked 

the “proven-in-use” principle but can no longer do so, e.g., due to tighter 

regulations or the fact that the systems evolved since they were last certified as 

proven-in-use. Proven-in-use here refers to the situation where there is convincing 

evidence, based on the previous operation of the system, that it meets the relevant 

safety requirements of a standard. For example, Cameron et al. [PS187] provide 
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an approach for certification of UAS by demonstrating compliance to relevant 

proven-in-use UAS airworthiness codes. In another example, Meacham et al. 

[PS111] address the issue of applying traditional software safety standards to 

legacy safety-critical systems, with the aim of re-certifying the legacy systems. 

The paper proposes a model that captures relationships between pre- and post-

modification software, and a framework that provides guidance on how to achieve 

airworthiness certification for the modified legacy software.  

4.5 RQ5: What commonalities exist among different 
application domains with regards to RQ1-RQ4? 
 

In this section, we compare the results obtained for RQ1-4 with the eight domains 

identified in the literature. We analyse which evidence types, structuring techniques, 

assessment techniques, and challenges have been addressed in each domain. 

The rate information in the tables that follow (e.g., the last column of TABLE V) 

specifies the percentage of domains in which a particular evidence type, technique, or 

challenge was found. The total (e.g., the last row of TABLE V) specifies the 

percentage of evidence types, techniques, or challenges that have been found in a 

particular domain. 

The x symbol shows that the particular evidence type, technique, or challenge has 

been found for a domain in at least one study. We did not consider for this analysis 

those studies that (1) indicate more than one domain or (2) do not explicitly specify 

the application domain that they target. 

TABLE IV provides the comparison for the evidence types.  Nine types have been 

identified in all the domains: Development and V&V Staff Competence Specification, 

Hazards Causes Specification, Hazards Mitigation Specification, Hazards 

Specification, Requirements Specification, Risk Analysis Results, Review Results, 

Traceability Specification, and Unit Testing Results.  

TABLE V presents a matrix of the categories of evidence structuring techniques 

and the application domains. Argumentation-induced evidence structure has been 

identified in all the domains. More than one structuring technique was identified in 

aerospace, aviation, maritime & energy, and railway domains.  
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TABLE VI presents a matrix of the categories of evidence assessment techniques 

and the domains. Qualitative assessment has been identified in all the domains. 

Aviation includes all the four categories of evidence assessment techniques. Except 

Robotics, all domains have referred to at least two evidence assessment categories. 

The reason could be because we identified only one study in this domain.  

TABLE VII presents the matrix of identified challenges or needs in each of the 

application domains. Difficulties with categorising evidence information or specifying 

what evidence information is made of, and challenges with safety case construction 

have been reported in all the domains. Aviation has acknowledged all the eight 

categories of challenges.  

4.6 Quality Assessment 
 

As discussed in Section 3.5, we defined three quality criteria for the selected primary 

studies. This section provides our findings in relation to these criteria.  

With regards to evidence abstraction levels, we consider only the lowest (i.e., the 

most specific) level found in any given primary study. As shown in Figure 5 (a), the 

most frequent evidence abstraction level is “generic” (35%). Nevertheless, the 

remaining levels – which go beyond just providing generic examples – still 

collectively account for a majority of the publications (65%). This said, the lowest-

level (and in our view the most useful) abstraction levels, namely system-type level 

and system-specific level, account only for 14% of the studies. 

Figure 5 (b), shows the statistics for the validation methods used by the studies. 

The vast majority of studies (72%) have not been validated with practitioners, or with 

data from a real project. A small fraction of the studies (15%) have been validated in 

actual projects, by means of action research or case studies. The least used validation 

method is survey (2%). 
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       (a)                                                                                                       (b) 

Figure 5.   (a) Percentage of studies for each evidence abstraction level , (b) Percentage of studies for each validation method 
 

The Communication Plan evidence type, three types of techniques from the 

Argumentation-Induced Evidence Structure (Structured HTML, Structured Text, and 

Safety Specification Graphs), and six evidence assessment techniques (SEAL, SAL, 

Activity-based Quality Models, Evidence-Confidence Conversion Process, Taxonomy-

based Questionnaire and Evidence Volume approach) have not been mentioned in the 

studies that have been validated with the methods considered. All the challenges and 

needs identified in the literature have been noted in at least two studies that have been 

validated. More details are shown in TABLE VIII. Please note that, as explained 

previously in Section 3.5, the term “validation” does not imply validation in a 

controlled experiment (e.g. controlled experiment).  

 
TABLE VIII. Number Of Studies Validating Each Structuring Technique,  Assessment Technique And Challenge 

Evidence Structuring Technique Validated in No. Of PS 
GSN 21 
CAE 4 
BBN 1 
UML Models 2 
CENELEC Templates 1 
Trust Cases 1 
SSG 0 
KAOS 2 
Structured HTML 0 
Structured Text 0 
Entity-relationship Model 2 
Process Model 2 
ACRuDA template 1 
Template Add-ons 1 
Evidence Assessment Technique Validated in No. Of PS 
Argumentation 18 
Plain Checklists 7 
BBN 2 
OCL 2 
SAL 0 
Design Checklist 1 



75 
 
 
 

 
 
 
 
 

GQM-Based Checklist 2 
SEAL 0 
Activity-Based Quality Model 0 
Evidence-Confidence Conversion process 0 
Taxonomy Based Questionnaire 0 
MODUS 1 
Evidence Volume Approach 0 
Challenges and Needs Identified Validated in No. Of PS 
Specification of evidence content 21 
Construction of safety cases 15 
Capturing the degree of credibility or relevance of the evidence 6 
Better development processes and evidence about process compliance 10 
Certification of systems made up of components and subsystems 6 
Ambiguities in safety standards 4 
Demonstration of compliance for novel technologies 3 
Need for providing argumentation 2 
First-time certification or recertification of “proven-in-use” systems 4 

 

With respect to tool support, 53 studies noted some tool for creating evidence 

information, structuring of evidence, or assessment of evidence. A total of 39 

different tools were identified from these studies. TABLE IX provides the list of tools 

and the number of studies in which each tool was validated. Only five tools were 

noted twice or more than twice in the validated studies.  
 

TABLE IX. Tools Identified 
Tools Validated in No. Of PS 

ASCE [PS55][PS99][PS10][PS22][PS150][PS173][PS186][PS194][PS5] 9 
SAM [PS78][PS164][PS126][PS152][PS183][PS186][PS194][PS215] 8 
AutoCERT [PS9][PS42][PS175] 3 
Hugin Explorer [PS58][PS167]  2 
DECOS test bench [PS3][PS140] 2 
VerO-Link analysis tool [PS3] 1 
SafeSlice [PS40] 1 
LSRD tool [PS79] 1 
Unnamed tool based on Ms Excel [PS96] 1 
Evidence Agreement tool [PS54] 1 
CLawZ toolset [PS62] 1 
TEAMS-RT [PS104] 1 
Alloy-based prototype tool [PS116] 1 
OSATE [PS56] 1 
Unnamed tool [PS11] 1 
DOORS/TraceLine [PS45] 1 
VAM-LIFE [PS100] 1 
Uppaal model checker, AiT tool for Worst case execution time analysis [PS84] 1 
RODIN Model prover, ProB tool for model analysis [PS114] 1 
Programatica, DevCOP SCMS Eclipse Plug-in [PS142] 1 
eSafetyCase Toolkit [PS152] 1 
A Markup tool (unnamed) [PS171] 1 
SofCheck and GrammaTech [PS93] 1 
Extension to Papyrus/Eclipse [PS82] 1 
ToolNet [PS131] 1 
Excel, Isograph ft+ [PS46] 1 
GTO [PS51] 1 
Modus [PS137] 1 
Unnamed tool [PS148] 1 
Visio plug-in for GSN, ASCE [PS174] 1 
TCT Editor [PS176] 1 
VORD [PS94] 1 
An HTML based webpage [PS185] 1 
Unnamed tool [PS187] 1 
DOVE  [PS207] 1 
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KCG qualified code generator [PS210] 1 
Exception analyser [PS213] 1 
AdvoCATE [PS43] 1 
Objectiver [PS208] 1 

5 Discussion 
 

In this section, we discuss the implications of the results obtained from the SLR in the 

context of future research and of practice. 

The results from the review provide a general research-oriented view on evidence 

provision. The evidence taxonomy built as part of the review depicts a holistic view 

of the development and verification artefacts and the information that constitutes 

safety evidence. We believe that this taxonomy is a useful reference to new 

researchers, helping them get better acquainted with the area.  

The taxonomy captures, at an abstract level, the types of information that a safety 

evidence management tool should be capable of handling. One can use the taxonomy 

to elicit detailed requirements about the contents of each evidence type as well as the 

relationships that must be maintained between instances of different evidence types in 

a tool. Using these requirements, one can further elaborate the analysis scenarios for 

which tool support is required, e.g. checking consistency and propagation of change 

in a collection of inter-related evidence artefacts. 

An important factor to consider regarding tool support is that safety evidence 

information is often distributed across different external tools, e.g., requirements 

management tools, workflow systems, and test automation environments. 

Consequently, an infrastructure for integration of different (external) tools is 

necessary. An essential direction to pursue then is providing seamless ways to 

integrate evidence information originating from different sources. Initiatives such as 

OSLC (Open Services for Lifecycle Collaboration) [29] can be useful for this 

purpose. However, several issues must be overcome in order to successfully adopt 

these frameworks for safety evidence management, such as adequate management of 

evidence configuration and of evidence granularity [31].  

Alongside the taxonomy, our results concerning evidence structuring and 

assessment serve as useful input for future work on tool support, bringing together 

and summarizing the various techniques that have been proposed for structuring and 

assessing safety evidence. 
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For practitioners, the taxonomy can be a helpful tool to gain a clearer 

understanding of what information may be relevant for demonstration of compliance 

with safety standards. In particular, information about the evidence types that are 

validated in real settings or projects can be especially valuable to practitioners. They 

can benefit from the knowledge assimilated by others from the previous application of 

the evidence types. In this sense, the specific artefacts, techniques, and tools presented 

in Appendix A can help practitioners increase their awareness of different alternatives 

for demonstrating compliance with safety standards.  

For most safety standards, some degree of interpretation is required to tailor them 

to the context of application. In particular, the descriptions provided in safety 

standards regarding the evidence items are often abstract and in need of interpretation 

according to contextual factors. In addition to the individual standards being large and 

requiring interpretation, a system may need to conform to multiple standards. In such 

cases, it is important to be able to build conceptual relationships between different 

standards and state how the different evidence items they envisage map onto one 

another. A taxonomy like the one we have developed is helpful for addressing both of 

the above problems. First, equipped with the taxonomy, practitioners have a precise 

and yet concise guide for concepts that are of relevance to safety evidence. This 

makes it less likely to overlook important information buried in the text of a standard 

when practitioners are reading and interpreting the standard. Second, the taxonomy 

can serve as a common framework for mapping the evidence information in different 

standards. Particularly, one can specify how each standard maps onto the shared 

taxonomy and use this information to infer and analyse the pairwise relationships 

between the standards.  

Not all the evidence types that we have identified through the review are always 

required for compliance with a given standard and for a given system. Practitioners 

will therefore have to determine the types of evidence that they need to provide 

according to the standards they have to comply with, and in the context of their 

system or domain. Furthermore, the evidence information has to be agreed upon with 

a certification authority beforehand. The certifiers may specify additional constraints 

on the evidence information that needs to be collected. Depending on the regulatory 

jurisdictions, this may go beyond the requirements stipulated by the standards. In such 
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cases, having a generic taxonomy like the one developed in this paper is beneficial, in 

the sense that it allows practitioners and certifiers to perform a more thorough 

analysis of the evidence requirements and reach a consensus about how evidence 

collection should be carried out. 

The taxonomy further provides a common terminology for communication about 

evidence requirements during the certification process. This helps reduce certification 

costs by avoiding terminological mismatches. Such mismatches are a common source 

of problems during certification, arising primarily due to the involvement of multiple 

experts who have different backgrounds and expertise, and typically different 

understandings of the evidence required by the safety standards [36]. 

The results concerned with the evidence taxonomy (RQ1) indicate that the 

evidence types having to do with safety analysis, requirements, and design have 

received more attention in the academic literature. This prompts an investigation of 

the state-of-the-practice to confirm that these types are indeed the most relevant for 

showing compliance with safety standards. For example, it can be investigated if 

these types are more frequently used in practice than others such as review results, 

traceability specification, and functional testing results. Such an investigation will 

also help in identifying the potential gaps between the state-of-the-art and the state-of-

the-practice. Especially, an open issue to investigate is the potential need for further 

research on the evidence types that were mentioned in only a low percentage of the 

studies (e.g., System Testing Results, Test Case Specification). The outcome of such 

an investigation could be that either: (1) more research is needed to gain insights into 

the relevance and challenges associated with these types, or; (2) the lack of research is 

due to practitioners not having recurring problems with these evidence types. 

Involvement and feedback from the industry would be essential to determine which 

outcome corresponds to reality. 

As indicated by the results in Section 4.6, a large fraction (35%) of the primary 

studies only had generic-level instances of evidence types. We believe that more 

research on safety evidence at lower levels of abstraction (system type level and 

specific system level) is necessary in order to obtain a better understanding of 

concrete needs and to be able to provide more useful guidance to practitioners. 
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The results about the type of validation performed in the studies show that the 

majority (72%) of the studies have not been validated in realistic settings. We view 

this as a strong indication of the need for work that deals first-hand with the practical 

aspects of safety certification and provides empirically rigorous analyses of the 

usefulness of the proposed solutions. 

With regards to the tools identified for evidence provision, many of the tools were 

a combination of prototype verification tools and process management tools to assist 

with the construction and collection of evidence information. Only 49% of the tools 

appeared in papers whose results had been validated in real industrial settings. A 

closer examination of the usefulness and usability of the evidence provision tools in 

real industrial settings will therefore be an important priority.  

The results regarding evidence structuring (RQ2) are useful for both research and 

practice to promote further work on managing large collections of evidence data. The 

most widely identified evidence structuring technique category was argumentation-

induced structuring (Section4.2), which was validated in 28% of the studies referring 

to it. To further capitalize on argumentation-induced structuring, future work must 

focus on effective and modular ways to decompose general safety arguments into 

coherent and cohesive blocks [28]. This would allow for identifying precisely the 

evidence required to support each block. 

With regards to evidence assessment (RQ3), the most referred to category was 

qualitative assessment, validated in 26% of the studies that referred to it. The results 

in Section 4.3 indicate that argumentation is the most commonly used technique for 

qualitative assessment. We believe that to bring about industrial impact in this 

direction, further research is required to make qualitative reasoning more systematic, 

particularly when large argumentation structures are involved. Future work must also 

try to provide automated assistance during evidence assessment to ensure correct 

execution of the assessment process and the soundness of assessment outcomes. This 

way, the assessment will become more dependable and less error-prone. 

Again, an important remark to make about evidence structuring and assessment is 

the lack of adequate validation. The large majority of the studies proposing techniques 

to these ends (63% of structuring and 69% of assessment techniques) were not 

validated. Similar to the observations made about evidence types and tooling, we 
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believe that more empirical work is required to assess the effectiveness of the 

proposed structuring and assessment solutions. 

With respect to the needs and challenges (RQ4), within the 22-year time window 

considered, the vast majority of the research (88%) was performed in the last 10 

years. To provide a finer-grained analysis of the trends, we show in Figure 6 the 

number of papers that tackled each of the identified challenges and needs, 

distinguishing papers published more than 10 years ago from those published in the 

last 10 years. 

As seen from the figure, demonstration of compliance for novel technologies and 

first-time certification or recertification of “proven-in-use” systems has been tackled 

only in the last 10 years. The emergence of the former challenge may be attributable 

to the desire to introduce new technologies into safety-critical domains at a faster 

pace. This could for example be to benefit from technologies that help reduce the 

carbon-footprint of safety-critical systems and thus ensure that these systems meet the 

new emission targets and standards that they are subject to. Another motivation could 

be to facilitate cross-domain reuse, allowing technologies that have a proven track 

record in their original domain of application to cross over to a new domain (where 

the technologies would be considered novel) [26]. The emergence of the latter 

challenge may be attributable to tighter regulations regarding when the proven-in-use 

clause can be invoked, and also to the increasing demand in the industry for reducing 

costs [28].  

 

 
Figure 6.  Comparison of Challenges addressed in the last 10 years with overall challenges identified 

 



81 
 
 
 

 
 
 
 
 

Finally, with regards to the domain analysis of the results (RQ5), we observed that 

the aviation domain is omnipresent in all aspects of the information gathered. The 

domain clearly has a leading position on safety certification research and 

subsequently a large representation in the academic literature. Out of the 218 primary 

studies identified in the review, 55 were from this domain. A second reason for this 

large representation is that the aviation domain generally mandates higher bars and a 

higher level of maturity for safety compliance than others domains. This could mean 

that some of the evidence types and techniques identified in the aviation domain may 

be out of scope for other domains. A future analysis of the state-of-the-practice will 

provide better clues as to which aspects may exclusively concern one domain, e.g., 

the aviation, but not others. 

6 Threats to Validity 
 

Following guidelines on validity in SLRs  [18], this section discusses the threats to 

validity of the SLR reported in this paper. 

6.1 Publication bias 
 

We began the SLR with limited knowledge about all the related venues. Therefore, 

we decided to start with an automatic search. After pilot searches, we selected the 

venues and journals for manual searches. We consider that this mitigated publication 

bias. 

Initially, we did not assume the breadth of the search (i.e., from 1990) and 

considered as much peer-reviewed literature as possible. Inclusion of grey literature 

such as PhD theses, technical reports, and whitepapers might have led to more 

exhaustive results, potentially with a larger representation from the industry. We plan 

to mitigate this threat in the future by validating the results of the SLR with 

practitioners. Nevertheless, it is important to note that the inclusion of Google Scholar 

as a source did not result in the identification of any new evidence type, new category 

of techniques for evidence structuring and assessment, or new challenges. This makes 

us believe that the inclusion of grey literature would have little or no effect on the 

SLR results. 
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With regards to our search string for automatic search, we avoided, as much as 

possible, the inclusion of terms that are specific to a certain application domain or a 

certain technique for demonstration of compliance. However, we were compelled to 

include in our final search string the terms, safety case, safety argument, assurance 

case, and dependability case, which are usually associated with the argumentation 

technique for demonstration of compliance. This decision was in response to an 

observation made during the pilot searches: there were numerous argumentation-

based studies which were concerned with demonstration of compliance to safety 

standards but which did not explicitly use the term “evidence”. This is natural because 

the presence of evidence is implied in any argumentation structure. Subsequently, the 

thoroughness of the SLR would have been negatively affected without including these 

argumentation-related terms in the search string. To mitigate bias towards 

argumentation techniques, we set stringent requirements in our inclusion criteria, so 

that a safety argumentation study does not automatically qualify as a primary study 

but only if it provides insights relevant to safety evidence. 

6.2 Selection of primary studies 
 

The first author (PhD candidate) performed most of the selection. This indirectly 

implies that, due to the lack of adequate experience or knowledge about the 

phenomena under study, some publications might have been missed. This is a 

common threat in SLRs (e.g., [10]), and we performed reliability checks to mitigate it. 

The reliability checks yielded consistent results with the work of the first author. In 

addition, well-defined inclusion and exclusion criteria helped reduce researcher bias 

in the selection of primary studies. 

A common threat to the validity of any SLR is the possibility of missing primary 

studies and thus relevant information. We refined our search string in several 

iterations, until we were confident that sufficient coverage of literature was obtained. 

We employed stringent mitigation strategies, including using Google Scholar as an 

additional source, manual search, reliability checks and expert knowledge, to address 

this threat to the best of our ability. We believe that the above strategies protect 

against any major flaws.  
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The criteria for publication selection (Section3.4) helped us narrow our 

investigation to a manageable (but still large) size. Although some likelihood exists 

that relevant studies might have been missed, we consider that the criteria were the 

best ones given our time and resource constraints. Subsequent studies in the 

OPENCOSS project  [25], e.g., a survey of the project’s aviation, railway, and 

automotive partners about their certification documentation needs [27], have not 

found any evidence type that is not already included in our proposed taxonomy.  

Four primary studies were initially deemed not relevant and excluded during the 

publication selection process, only to be identified later during the reliability checks. 

We consider this to be natural because of the broader knowledge gained at Phase 4 of 

the first publication selection process. The checks were performed at a final stage, 

after having created a first version of the evidence taxonomy. Therefore, it was easier 

to identify evidence types, techniques, and challenges. To further mitigate validity 

threats posed by missing publications, we performed a second publication selection 

process based on Google Scholar as explained in Section 3.4. The information 

obtained through this second process did not give rise to any new evidence types, new 

structuring and assessment techniques, or new challenges. This makes us reasonably 

confident about the validity of the results reported in the SLR.  

6.3 Data extraction and misclassification 
 

In many cases, we had to interpret information and make assumptions about the type 

of information considered as safety evidence or the validation method used in a study 

because of the lack of details. The first and the second authors checked, agreed upon, 

and refined the whole set of data extracted on two occasions in order to mitigate this 

threat. The validation methods to take into account were also defined before starting 

data extraction. In relation to the evidence taxonomy, we received feedback on its 

structure and content from some domain experts.  

Finally, although we might have incorrectly extracted and classified some 

information, we consider that having several studies supporting the definition of each 

evidence type, technique, and challenge mitigates this threat.  
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7 Conclusion and Future Work 
 

Safety certification is a necessary and yet complex activity for most safety-critical 

systems. One major source of complexity during certification is the specification, 

collection, and assessment of the evidence required for demonstrating compliance 

with safety standards. Little has been done in the past to develop a general body of 

knowledge about safety evidence that is empirically rigours. Motivated by this gap, 

this paper presented a Systematic Literature Review (SLR) aimed at investigating the 

state-of-the-art on provision of safety evidence.  

One of the main outcomes of the SLR is a general taxonomy of safety evidence 

types. The taxonomy classifies safety evidence information into 49 basic types 

(product and process) identified in the literature. We identified that evidence types 

under Safety Analysis Results, Requirements Specification and Design Specification 

are the most common in literature.  

The SLR further examined and classified existing techniques for structuring 

evidence information into three categories: Argumentation-Induced Evidence 

Structure, Model-Based Evidence Specification, and Textual Templates. Similarly, 

we classified existing techniques for evidence assessment into four categories: 

Qualitative Assessment, Checklists, Quantitative Assessment and Logic-based 

Assessment.  

We also examined the research challenges and needs that have been addressed in 

the literature. We classified them into nine broad categories and the three most 

identified referred to the research questions (RQs) of this study: Specification of 

evidence content (RQ1), Construction of safety cases (RQ2), and Capturing the 

degree of credibility or relevance of the evidence (RQ3). 

Lastly, the paper presented a comparison of eight safety-critical domains in terms 

of their evidence needs and the relevant challenges. Most information gathered in the 

review was identified in several domains. In particular, aviation domain was 

omnipresent in all aspects of the information gathered.  

As a major finding, the results about the type of validation performed in the studies 

indicated that the majority (72%) of the studies have not been validated in realistic 

settings. We believe that this is a strong indication of the need for more practitioner-

oriented and industry-driven empirical studies in the area of safety certification. 
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The SLR provides useful insights for both researchers and practitioners. From a 

research standpoint, the evidence taxonomy and the classifications of structuring and 

assessment techniques provide a global overview of existing research on safety 

evidence. This is helpful both as a general introduction to the area, and also as a 

reference for organising future research. The challenges and needs that have been 

identified are useful for developing a future research agenda. 

As for practitioners, the results, particularly the evidence taxonomy developed, 

provide a concrete reference for learning and tailoring the various types of evidence 

that may be required during certification. Moreover, the taxonomy creates a common 

terminology for safety evidence. Having such a common terminology is advantageous 

both as a vehicle to facilitate communication and avoid misunderstandings, and also 

as a basis around which tool support can be designed for safety evidence 

management. Requirements for such tool support can be elicited from the results of 

the SLR. Among them, integration with other tools seems to be a key aspect to 

address. 

The SLR is part of a larger and on-going research effort aimed at improving safety 

certification practices. We emphasize that the SLR is focused exclusively on 

academic literature. Subsequently, no conclusions can be drawn based on our current 

results by way of correlating the proportional number of studies on a certain technique 

and the usefulness of the technique in practice. Analysing practical usefulness and 

industrial adoption requires studies on the current state of practice and is outside the 

scope of this SLR.  

In the future, we would like to further analyse the dependencies and constraints 

between different evidence types and create more detailed models of evidence 

information in different domains. To further ground our the results of the SLR in 

industrial needs, we plan to validate the findings of the review by (1) conducting new 

empirical studies (e.g., surveys) for investigating how practitioners provide evidence 

for safety certification and (2) comparing the evidence taxonomy developed, together 

with its glossary, to the information presented in different safety standards regarding 

the evidence to provide to comply with them. These studies would allow us to 

compare the state of the art and the state of the practice, in relation to both what 

practitioners do and what safety standards indicate. We could also compare how 
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different evidence types of the taxonomy (i.e., notions of information that constitute 

safety evidence) are referred to and defined in different application domains, 

determining their differences and commonalities. This would also allow us to find the 

notions with which some confusion or discrepancies exist among different application 

domains. 
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Abstract: 

Demonstrating compliance of critical systems with safety standards involves 

providing convincing evidence that the requirements of a standard are adequately met. 

For large systems, practitioners need to be able to effectively collect, structure, and 

assess substantial quantities of evidence. This paper aims to provide insights into how 

practitioners deal with safety evidence management for critical computer-based 

systems. The information currently available about how this activity is performed in 

the industry is very limited. We conducted a survey to determine practitioners’ 

perspectives and practices on safety evidence management. A total of 52 practitioners 

from 15 countries and 11 application domains responded to the survey. The 

respondents indicated the types of information used as safety evidence, how evidence 

is structured and assessed, how evidence evolution is addressed, and what challenges 

are faced in relation to provision of safety evidence. Our results indicate that (1) V&V 

artefacts, requirements specifications, and design specifications are the most 

frequently used safety evidence types, (2) evidence completeness checking and 

impact analysis are mostly performed manually at the moment, (3) text-based 

techniques are used more frequently than graphical notations for evidence structuring, 

(4) checklists and expert judgement are frequently used for evidence assessment, and 

(5) significant research effort has been spent on techniques that have seen little 

adoption in the industry. The main contributions of the survey are to provide an 

overall and up-to-date understanding of how the industry addresses safety evidence 

management, and to identify gaps in the state of the art. We conclude that (1) V&V 
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plays a major role in safety assurance, (2) the industry will clearly benefit from more 

tool support for collecting and manipulating safety evidence, and (3) future research 

on safety evidence management needs to place more emphasis on industrial 

applications. 

1 Introduction 
 

Failures in safety-critical computer-based systems, including software-intensive ones, 

can have catastrophic consequences [1]. These systems are typically subject to safety 

certification, also referred to as safety assurance, as a way to ensure that the systems 

do not unduly harm people, property, or the environment. Safety certification is a 

stringent process, often conducted by an independent licensing or regulatory body, to 

provide an assurance that a system has met its stated safety properties, and that the 

system can be depended upon to deliver its intended service in a safe manner [2]. The 

safety criteria that need to be satisfied during certification are usually specified in the 

form of safety standards. Examples of safety standards include IEC61508 [3] for a 

wide range of electrical, electronic, and programmable electronic systems, DO-178C 

[4] for software in airborne systems, the CENELEC standards (e.g., EN 50129 [5]) for 

railway systems, and ISO26262 [6] for functional safety in the automotive domain. 

Safety standards define requirements that a process or product needs to meet in 

order to be deemed safe. The system supplier has to demonstrate how these 

requirements are complied with by gathering convincing evidence during the system 

lifecycle. Safety evidence can be broadly defined as “information or artefacts that 

contribute to developing confidence in the safe operation of a system” [7]. Any 

artefact produced during a system’s lifecycle may serve as evidence of a particular 

claim regarding system safety. In the context of certification and compliance with 

safety standards, safety evidence is also targeted at showing the fulfilment of the 

requirements of a standard. Some generic examples of safety evidence, among several 

others, are testing results, system specifications, personnel competence, and source 

code.  

For a realistically large system, practitioners need to collect and manage large 

quantities of safety evidence throughout the analysis, development, verification, 
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maintenance, operation, and evolution of the system. This vast information has to be 

structured to show how it meets the requirements of a safety standard. If the evidence 

is not structured properly, its sheer volume and complexity can jeopardize the clarity 

of the satisfaction of the high-level safety objectives [8]. Safety evidence can be 

structured either graphically (e.g., with models) or textually. 

As part of evidence management, practitioners must also assess the adequacy of the 

evidence. Adequacy is usually assessed based on the confidence in the information 

collected to support a particular claim about system safety [9]. Adequacy can be 

estimated qualitatively (e.g., via a confidence level) or quantitatively (e.g., via a 

numerical adequacy degree). 

Traceability links are also usually required to capture the relationships between 

artefacts used as safety evidence. For example, a relationship exists between test cases 

and the requirements from which the test cases are derived. Due to the existence of 

these relationships, a change in one piece of evidence may affect others, possibly 

causing them to not be adequate anymore. For example, if a system requirement is 

modified, then the related test cases might have to be updated. The system supplier 

thus has to keep track of the various relationships in the body of evidence in order to 

be able to analyse change impact. This analysis aims at identifying the potential 

consequences of a change, or at estimating what needs to be modified to accomplish 

that change [10]. 

Although safety standards provide some guidance for managing safety evidence, 

they are generic and are typically large documents containing hundreds of pages and 

thousands of requirements [11]. For example, IEC 61508 – one of the most widely 

used safety standards – is organized into eight booklets (parts) with over 450 pages of 

text. For most safety standards, some degree of interpretation is required to tailor 

them to the context of application. This means that the system supplier has to decide 

based on the standard’s guidance what type of evidence is best suited for a given 

scenario, and how it should be structured, assessed, and managed. Therefore, 

standards do not necessarily reflect industrial practices in safety evidence 

management, but only provide general information about practices that may be 

employed. This implies that the standards do not allow someone to know if certain 

practices are used, or to determine their frequency of use. 
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Despite the abundance of research focused on supporting and improving safety 

evidence management, few publications have been validated in real industrial projects 

or have provided empirical evidence about practices and perspectives in the industry. 

In a recent SLR on provision of safety evidence [7], we classified the publications 

selected based on the type of empirical validation that had been performed. The 

validation methods considered were case study, field study, action research, and 

survey. The SLR results showed that a vast majority of the publications (72%) had not 

been validated with any of these methods. Only a small fraction of the publications 

(17%) reflected on practices in actual projects, and even a smaller fraction (5%) had 

surveyed practitioners’ activities and perspectives. In addition, the publications that 

had been empirically validated lack the degree of detail and rigor necessary to really 

understand the validation methodology and the level of generalizability to other 

contexts [12]. The number of data points of the publications was also very low, and 

most of the publications only related to a single application domain, standard, or 

organisation. As a result, very little knowledge exists about the global state of practice 

on safety evidence management. 

The main objective of this paper is to contribute towards addressing the above gap 

by providing a general picture and new insights into practitioners’ practices and 

perspectives regarding safety evidence management. Given the extensive research on 

the subject, it seems natural and of great importance to analyse the perceptions of 

practitioners about the adoption and effectiveness of the existing tools and techniques 

for evidence management. For this purpose, an empirical study has been conducted in 

the form of a questionnaire-based survey [13]. The survey was targeted at 

practitioners who directly participated or had participated in evidence management 

for demonstrating the compliance of critical computer-based systems with safety 

standards. The content of the questionnaire was based primarily on the results of the 

above-cited SLR. 

We obtained 52 valid responses from 11 different domains and 15 countries. We 

investigate the types of information and artefacts that are used as safety evidence and 

the techniques for structuring and assessing evidence. We further analyse practices for 

safety evidence change management and give insights into the current challenges that 

practitioners face in terms of safety evidence provision. In addition, we compare the 
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results of the survey against the state of the art in order to identify major gaps and 

future research needs. 

The survey represents a major step towards developing a better understanding of 

safety certification needs in practice, and its results can be useful both for academia 

and for industry. Researchers can identify gaps in the current state of the art that could 

be addressed in the future, as well as aspects in the state of the practice that might be 

improved by means of new research efforts. Practitioners can get a better 

understanding on how safety evidence can be managed according to the practices and 

perspectives reported. This can help them to adapt and ideally improve their own 

practices based on the way that other practitioners deal with safety evidence 

management. Furthermore, the evidence about the gap between research and practice 

was anecdotal until this study. We are not aware of any previous work that highlights 

this gap and its extent in an empirically rigorous manner. While further data 

collection would be beneficial for drawing stronger conclusions from our findings, the 

systematic procedure applied for conducting the survey combined with the high 

number and diversity of the respondents make us confident about the usefulness and 

representativeness of the results. 

The rest of the paper is organized as follows. Section 2 presents the related work in 

the area. Section 3 describes the research method used in our study. Section 4 presents 

the survey results and our interpretation. Finally, Section 5 presents a summary of the 

results, our main conclusions, and future work. 

2 Related Work 
 

As mentioned above, we draw on the results of a SLR on the provision of evidence 

for safety compliance [7]. This SLR analyses 218 peer-reviewed papers published 

between 1990-2012, in order to (1) identify and classify the information and artefacts 

considered as evidence for safety certification, (2) determine the existing techniques 

for evidence structuring, (3) determine the existing techniques for evidence 

assessment, and (4) provide a list of challenges addressed for evidence provision. As a 

result of the review, a taxonomy of evidence types was provided, as well as categories 
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of techniques for evidence structuring, of techniques for evidence assessment, and of 

challenges. 

Out of the 218 publications selected, 61 had been validated by means of some 

empirical method and 37 presented insights into and thus evidence about industrial 

practices and perspectives. These publications correspond to action research 

(validation in real projects by the authors themselves; 26 publications), case studies 

(validation in real projects by practitioners different to the authors; 7 publications), or 

surveys (validation on the basis of practitioners’ perspectives; 4 publications). One 

publication applied both action research and survey research [14]. Details of these 

publications can be found in [7]. 

When validating their work through surveys, a study reported the perspective on 

safety cases of ten practitioners from Swedish automotive companies [15]. Issues 

regarding audits of airborne software have been presented in [16]. Two studies 

surveyed the use of formal methods [14, 17], and one analysed the experiences and 

opinions concerning tool qualification according to the RTCA DO-254 guidelines [2]. 

In another survey study, practitioners from Norway’s oil and gas industry were asked 

about the use of the IEC61508 standard and their opinion about the application of 

model-based techniques to facilitate achieving compliance with this standard [18]. 

Related surveys can further be found in some European research projects. In the 

SafeCer project (http://www.safecer.eu), 19 partners completed a survey [19] and 

responded to questions about certification and development processes, component 

models, safety argumentation, and V&V practices. This project aims to provide 

support for system safety argumentation and for the generation of the corresponding 

evidence in a compositional manner for the automotive, avionics, construction 

equipment, and railway domains. 

The study that we report in this paper has been performed in the context of 

OPENCOSS (http://www.opencoss-project.eu), an European research concerned with 

developing a common certification framework that spans the railway, avionics, and 

automotive domains in order to reduce certification time and costs via compositional 

and evolutionary certification. The OPENCOSS consortium consists of 17 partners 

from nine different European countries: three system manufacturers, one component 

suppliers, two quality assurance consultancies, five software tool vendors, one 

http://www.safecer.eu/
http://www.opencoss-project.eu/
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certification body, four research organizations, and one project management 

organisation. Within OPENCOSS, a baseline survey was previously conducted 

concerning the state of the practice in its consortium [20-23]. Responses were 

obtained from 15 partners on questions related to safety compliance management, 

safety case construction, cross-domain reuse of certification or assurance assets (such 

as evidence and evaluations), component reuse and modular certification, and 

practices involved in transparency of certification processes. With regards to the 

evidence management practices [23], partners indicated the general information 

included in certification document, how this information is structured and managed, 

and how traceability between documentation is managed.  

While the above surveys provide a good starting point for understanding evidence 

management practices in the industry, the surveys focus mainly on the specific 

domains of the projects in which the surveys were conducted. These surveys do not 

provide a global picture of safety evidence management with adequate coverage of 

different domains. Furthermore, the results of the surveys were presented at a high 

level of abstraction, thereby lacking sufficient detail to understand concrete practices 

and viewpoints in the industry. For example, none of the existing surveys provide a 

detailed treatment of how practitioners assess the adequacy of evidence.  

The survey in this paper fills these gaps by addressing a wider set of domains and 

providing more in-depth insights into the practice on safety evidence management in 

real-world settings. Furthermore, the study has the important advantage of building on 

the results of a recent state-of-the-art review. This has enabled us to conduct a 

systematic comparison between the state of the art and the state of the practice, which 

has not been possible in any of the above-cited surveys. 

3 Research Method 
 

We conducted a survey in order to provide insights into how practitioners deal with 

safety evidence management for critical computer-based systems. A survey is a 

comprehensive research method for collecting information to describe, compare, or 

explain knowledge and behaviour [13]. The investigation presented in this paper also 

corresponds to qualitative (also known as flexible) research. This type of research is 
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mainly targeted at investigating and understanding phenomena within their real 

context and at seeking new insights, ideas, and possible hypotheses for future research 

[24].  

Based on the guidelines for survey research presented in [13], the following 

subsections present the RQs, the survey design, instrument evaluation, data collection, 

data analysis, and threats to validity. 

3.1 Research Questions 
 

The aim of the survey is to gain knowledge on how safety evidence is provided and 

managed by practitioners when having to demonstrate compliance with safety 

standards for critical computer-based systems. Within this scope, we formulated the 

following RQs. 

x RQ1. What types of information and artefacts are used as evidence for 
demonstrating compliance with safety standards? 
The aim of this question is to determine the various information and artefacts 

provided, checked, or requested as evidence to demonstrate safety compliance and 

thus safety of a system. 

x RQ2. How is evidence change managed? 
The aim of this question is to identify industrial practices for managing evidence 

evolution and performing evidence change impact analysis.  

x RQ3. What techniques are used for structuring evidence? 

The aim of this question is to determine techniques that practitioners use for 

presenting evidence in order to show how it contributes to the fulfilment of the 

requirements of a safety standard. 

x RQ4. What techniques are used for assessing evidence?  
The aim of this question is to identify types of techniques that are applied in 

industry for evaluating the confidence or adequacy of the evidence provided. 

x RQ5. What challenges do practitioners face for providing safety evidence?  

The aim of this question is to identify problems that practitioners might face when 

having to provide safety evidence and thus to show compliance with safety 

standards.  
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x RQ6. What gaps exist between the state of the art and the state of the 
practice regarding safety evidence management? 

The aim of this question is to identify potential differences between the research 

reported in [7] and our findings about the practice. Consequently, we also intend 

to assess past research according to industrial practices and needs. 

3.2 Survey Design 
 

We designed a cross sectional web-based survey [13], aimed at obtaining information 

from the participants at a fixed point in time based on their past experience in 

demonstrating compliance with safety standards. We created a structured 

questionnaire to collect data relevant to the RQs. The questionnaire can be found in 

[25]. 

Advantages and disadvantages of using online questionnaire-based survey have 

been studied in past research (e.g., [26]). We believe that a questionnaire-based 

survey is an effective way to address the RQs above, allowing us to: (1) measure 

many variables simultaneously; (2) reach a large number of experts all over the world 

with domain knowledge, expertise and experience in managing safety evidence for 

safety certification; (3) develop a representative picture of the attitudes and 

characteristics of a large population of experts who manage evidence for safety 

certification and assessment; (4) reduce potential bias from having, for example, only 

interviewed people involved in a single project. 

The questionnaire was designed closely following the results of a large-scale SLR 

[7]. In its final version, the questionnaire had 21 questions and the expected time for 

completing it was around 15 minutes. While designing the questionnaire, we did not 

focus on any particular safety standard or domain and therefore we did not base the 

evidence requirements on, for instance, a single criticality level proposed by the 

standards. The aim of our study was instead to provide an overall and global picture 

of the state of the practice on evidence management without leaning towards any 

particular safety standard or domain.  

The questionnaire began with a short introduction to the purpose of the study and 

details about the target population. The target population of the study corresponded to 

practitioners that directly participated or had participated in evidence management for 
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demonstrating compliance of critical computer-based systems with safety standards. 

The practitioners can correspond to people who provide evidence (e.g., a component 

supplier), check evidence for others (e.g., a safety assessor), or request evidence (e.g., 

a certification authority). 

In the next part, we collected background information about the participants related 

to the context in which they had participated in safety evidence management and their 

experience. Participants were then asked questions related to the RQs. Some parts 

were presented in randomized order. Further important highlights about the 

questionnaire are as follows: 

x For the questions concerning the information and artefacts used as safety 

evidence, a list of 49 evidence types along with a short definition of each type was 

provided. The 49 evidence types correspond to the evidence taxonomy built as 

part of the SLR in our previous work [7]. In the taxonomy, the evidence is split 

into two main categories: (1) Process information, related to the process followed 

to develop and verify a system, and (2) Product information, related to a system 

itself (e.g., its design). Under Product information we further classified various 

testing evidence types.  

x Respondents were asked to indicate the frequency of use for several evidence 

structuring and evidence assessment techniques with the help of a five-point 

frequency Likert scale adopted from [27]: Never, Rarely, Sometimes, Very often, 

and Always. 

x Respondents were asked to rate the importance of 10 possible challenges for 

safety evidence provision using a five-point importance Likert scale adopted from 

[27]: Unimportant, Of little Importance, Moderately Important, Important, and 

Very Important. 

Where possible, and since we did not ask about a specific project but rather the 

respondents’ overall experience, the respondents were allowed to select more than 

one option in order to indicate that they had observed several practices. Respondents 

were also given the possibility to mention other options (e.g., other challenges), 

except for the questions in which we considered that no other options were really 

possible (e.g., Yes/No questions). The respondents were provided with a brief 

description of each question, a definition for each evidence type for common 
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understanding, and examples for clarifying the possible answers to some questions. 

For instance, GSN was provided as an example of argumentation-based graphical 

notation for structuring evidence. Finally, an optional part for participation in follow-

up studies was included at the end of the questionnaire.  

3.3 Instrument Evaluation and Data Collection 
 

A two-stage process was adopted to evaluate the survey instrument. First, the 

instrument was evaluated by a focus group in which three experts provided feedback. 

The three experts who evaluated the survey instrument are: (1) a safety assurance 

manager at a system manufacturer, (2) a product manager at a component supplier, 

and (3) a senior researcher on safety assurance. Each expert had at least 5 years of 

experience in safety-critical system development and safety certification. They 

evaluated the reliability and validity of the questionnaire, aiming at identifying any 

potential ambiguity in the questions posed. Some minor changes were made at this 

stage. In the second stage, a pilot study was performed with five practitioners (two 

safety assessors and three safety assurance managers). Each practitioner had more 

than 5 years of experience in safety-critical system development and safety 

certification. In addition to validating the understandability of the questionnaire, this 

process aimed to ensure that the time required for filling the questionnaire was within 

expectations. Based on the feedback received, some parts of the questionnaire were 

rephrased and some questions were removed. 

The survey data was collected from August through November of 2012. The survey 

was distributed via two ways: (1) a social networking website, and (2) personal email 

invitations. First, the survey was advertised in a social networking website for people 

in professional occupations (http://www.linkedin.com). We joined several groups 

related to demonstration of compliance with safety standards and posted the survey in 

the discussions page. Some groups were related to system safety in specific 

application domains (aerospace, automotive, avionics, defence, medical, nuclear, oil 

and gas, and railway), whereas others were related to more general areas (e.g., 

embedded systems). We posted two remainders in one-month time. Secondly, after a 

month, we sent personal email invitations and subsequent reminders to some 

practitioners whom we knew and considered to be part of the target population of the 

http://www.linkedin.com/
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survey. We further asked the recipients of our email invitations to publicise the survey 

to colleagues who could participate in the survey.  

In total we obtained 80 responses. We rejected 28 of these due to being incomplete. 

Hence, a final set of 52 valid responses (65%) was obtained. By valid we mean that 

the respondents answered all questions and provided all the information to categorise 

them. Out of the 52 valid responses, 44 responses came during the first month after 

posting the survey on LinkedIn. We obtained other 8 valid responses after we sent out 

personal email invitations. These 8 responses could either be prompted by our 

invitations or because some LinkedIn group members submitted their response late, 

i.e., after a month. We do not know how many members of each group actually saw 

the survey advertisement. The number of members depends on factors such as how 

often they access the groups and whether they receive notifications about messages 

posted on the group pages. This information is not available to us. 

Using social networking websites such as the one used in this paper as opposed to 

more traditional means (e.g., surveying a specific organization or direct invitation) 

has its advantages and drawbacks. These advantages and drawbacks are well-studied 

and have been elaborated in the empirical software engineering literature [28-30]. 

Some benefits of using social networks for data collection, especially when compared 

to direct and personal invitations, include: (1) increase in subjects’ heterogeneity; (2) 

increase in the level of confidence in the representativeness of the sample; (3) 

increase in the number of potential respondents reached, and; (4) the possibility of 

reaching a population for which no centralized bodies of professionals exist. Our 

rationale behind advertising the survey on a social network as the main source of data 

was to try to (1) obtain a more global and heterogeneous sample so that the 

respondents represented different profiles (e.g., country, domain, standard, role, and 

experience) and (2) mitigate possible threats to validity arising from only collecting 

data from known or directly contacted practitioners (e.g., a less representative sample 

as a result of a lower ratio of responses from certain domains or countries). 

3.4 Subject Characteristics and Data Analysis  
 

We obtained valid responses from 11 different application domains with the highest 

number of respondents from the Aerospace industry, followed by the Railway, 
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Avionics, Automotive, and Defence. Figure 1 shows the percentage and number (in 

brackets) of respondents that selected each application domain. When analysing the 

safety standards for which the respondents had provided, checked, or requested 

evidence for compliance, we identified a set of 32 different regulations or families of 

regulations (e.g., CENELEC standards for the railway domain). More than one safety 

standard was mentioned by 54% of the respondents. TABLE I presents the list of 

safety standards and regulations that were indicated in the study, their frequency (i.e., 

the percentage of respondents that mentioned them and their number in brackets), and 

a short description about the applicability of the standard. In relation to the country in 

which the respondents mainly work (Figure 2), we identified 15 different countries. 

Four respondents replied that they were involved in compliance with safety standards 

in multiple countries. As shown in Figure 3 (a), a large majority of the respondents 

were from developer/manufacturer of final systems and component/system supplier. 

About 40% of the respondents had more than 10 years of experience in demonstrating 

compliance with safety standards (Figure 3 (b)), and about 71% of the respondents 

had participated in five or more projects  (Figure 3 (c)). 

When analysing data, we harmonized some responses based on the information 

provided by the respondents in the “Others” options of the questions. For example, 

one respondent mentioned animation when asked about product-based evidence. We 

regard this as Simulation results evidence, and thus modified the response 

accordingly. 

 
Figure 1. Application domains of respondents 
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Figure 2. Countries of respondents 

 

 

TABLE I. Safety Standards Mentioned in the Responses 

Safety Standard  Frequency Description 

RTCA DO-178B/C 33% (17) Standard used for software consideration of commercial and military 
airborne systems and equipment 

CENELEC Standards 19% (10) Set of standards (EN50126, EN50128, and EN50129) for railway safety 
across Europe 

IEC 61508 15% (8) Standard used for the certification of electrical, electronic, or 
programmable electronic systems 

ISO 26262 13% (7) Standard for functional safety of road vehicles 
MIL-STD-882 12% (6) Standard for system safety in US military 
UK Def Standards 00-
55/56 10% (5) Standard established by the Ministry of Defence (MOD) in the UK for 

providing safety management requirements for defence systems 

RTCA DO-254 8% (4) Standard that provides guidance for the development of airborne 
electronic hardware 

ARP 4754 6% (3) Aerospace recommendation practice for the development and 
certification of aircraft systems 

IEC 62304 4% (2) Standard that specifies lifecycle requirements for the development of 
medical software and software within medical devices 

IEC 60601 4% (2) Series of technical standards for the safety and effectiveness of medical 
electrical equipment, 

ARP 4761 2% (1) Guidelines and methods for conducting the safety assessment process on 
civil airborne systems and equipment 

ISO 14971 2% (1) Standard that establishes the requirements for risk management to 
determine the safety of a medical device 

OHSAS 18001 2% (1) 
A British standard for occupational health and safety management 
systems to help all kinds of organizations put in place demonstrably 
sound occupational health and safety performance 

AREMA 2% (1) 
The American Railway Engineering and Maintenance-of-way 
Association publishes standards and offers guidelines and best practices 
for railway engineering 

IEC 61513 2% (1) Application of IEC61508 to the nuclear industry 

ISO 10993 2% (1) A series of standards for evaluating the biocompatibility of a medical 
device prior to a clinical study 

NORSOK 2% (1) A set of standards aimed to ensure adequate safety, value adding, and 
cost effectiveness for petroleum industry developments and operations. 

ANSI/ISA-84.00.01-2004 2% (1) Standard that provides guidance on the specification, design, installation, 
operation and maintenance of safety instrumented functions 

ISO 15998 2% (1) 
Standard that specifies performance criteria and tests for functional 
safety of machine-control systems using electronic components in earth-
moving machinery and its equipment 

JSP 454 2% (1) 
MOD Joint Service Publications that define the policy and identify 
specific regulatory requirements for system safety and environmental 
assurance for land systems. 

POEMS 2% (1) 
Project-oriented environmental management system manual that 
identifies the significant potential environmental impacts and risks 
associated with equipment systems and services acquisition projects 

POSMS 2% (1) 

Project-oriented safety management system that describes the safety 
management processes and procedures to be employed during a project’s 
life cycle by defence equipment and support, and contractors working 
for them 

Military Aviation 
Authority Regulation 2% (1) 

Part of the MOD regulations, it is responsible for the regulation, 
surveillance, inspection, and assurance of the defence air operating and 
technical domains 
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ISO 13849 2% (1) 
Standard that provides safety requirements and guidance on the 
principles for the design and integration of safety-related parts of control 
systems, including the design of software 

RTCA DO-160 2% (1) Standard for environmental test of avionics hardware 

ECSS-E-ST-40C, ECSS-
E-ST-80C 2% (1) 

Series of software-related standards intended to be applied together for 
the management, engineering, and product assurance in space projects 
and applications 

STANAG 4671 2% (1) 

Standardization agreement from the NATO Standardization Agency that 
contains a set of technical airworthiness requirements intended primarily 
for the certification of fixed-wing military unmanned aerial vehicle 
systems 

NAVAIR 13034 2% (1) 

Standard that establishes policy, responsibilities, and procedures for 
executing airworthiness reviews resulting in Naval Air Systems 
Command flight clearances for all Department of Navy air vehicles and 
aircraft systems. 

AMC 1303 2% (1) It is a set of certification specifications for very light airplanes  
CS-25.1309 2% (1) Certification specification for large airplanes 

IEEE 12207 2% (1) Standard that establishes a common framework for software life cycle 
process.  

Joint Software System 
Safety Engineers 
Handbook 

2% (1) 
Handbook that provides management and engineering guidelines to 
achieve a reasonable level of assurance that a piece of software will 
execute within the system context with an acceptable level of safety risk 

 
 
 

 

 
 

 
 

Figure 3.Respondents’ (a) organization role, (b) years of experience and (c) number of projects 
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3.5 Threats to Validity 
 

In this section, we discuss the validity threats to our study and how they were 

mitigated. The four perspectives presented in [31] are used as a reference.  

Construct validity: This type of validity is concerned with the relationship 

between a theory behind an investigation and its observation. We guaranteed 

confidentiality and anonymity of the responses and allowed the respondents to 

complete the survey without identifying themselves in order to mitigate potential 

problems of evaluation apprehension. The threat of providing an incomplete list was 

mitigated by giving an option to mention additional information (“others” option) 

when considered possible. In each questionnaire part, respondents were reminded to 

answer the questions in relation to the application domain selected. Obtaining data 

from a set of respondents with different backgrounds mitigated mono-operation bias. 

Conclusion validity: This type of validity is concerned with the relationship 

between a treatment and its outcome. To make the respondent familiar with the 

context of the study and its purpose, we provided an introduction to the survey and 

introductions to its different parts. To mitigate threats of misunderstanding the survey 

questions, we provided the respondents with information about the intent of the 

questions and definition of the terminology used. The definitions were based on 

existing definitions in the literature and from the results of the SLR. Instrument 

evaluation allowed us to mitigate ambiguity and misinterpretation and to validate the 

survey description. The order of presentation for the different parts, questions, and 

options of the questionnaire were randomized where possible. This mitigated the 

threats to omission of questions due to fatigue.  

Internal validity: This type of validity is concerned with the causal relationship 

between a treatment and its results. Developing the survey instrument with close 

relation to a SLR mitigated threats of instrumentation. Moreover, several experts had 

validated the taxonomy of evidence discussed in the SLR, which makes us believe 

that it represents the closest available perspective of the practitioner’s understanding 

and needs. In addition, none of the respondents mentioned any new evidence type that 

was not represented already in the taxonomy. The use of well-established Likert 

scales minimized threats related to the elicitation of expert opinions. Performing the 
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pilot study and a focus group discussion also helped in mitigating instrumentation 

threats. Designing the survey instrument so that it could be completed in 

approximately 15 minutes helped mitigate maturation and mortality. Randomizing 

most of the parts of the survey also mitigated maturation in specific questions and 

options. Despite the fact that 27 people (those who did not answer all the required 

questions) can be considered to have dropped out, we think that mortality did not 

affect the study based on the heterogeneous background of the valid responses. 

External validity: This validity is concerned with the generalization of the 

conclusions of an investigation. The study was aimed at characterizing and 

understanding the state of practice in safety evidence management in industry. It also 

corresponds to qualitative research and is not meant to generalize its conclusion 

beyond its context. However, understanding the phenomena under study might help in 

understanding other cases. The survey was advertised in a social networking website 

to different groups interested in different application domains. This contributes to 

external validity by enabling us to collect responses from a diverse pool of 

respondents. In this sense, no domain, standard, or country was selected by more than 

33% of the respondents, indicating the absence of heavy bias towards a particular 

domain, standard, or country. There are also two other aspects that make us confident 

about the validity and representativeness of our sample. First, the subject 

characteristics are in line with the results of our previous SLR. For example, (1) 

avionics, aerospace, automotive, and railway were the four domains most frequently 

found, (2) UK and US were the two countries whose institutions had published a 

higher number of papers, and (3) DO-178 was the standard most frequently found. 

Second, The subject characteristics are also in line the characteristics of LinkedIn 

groups. For example, the domain-specific group in which the survey was advertised 

with the higher number of members was on aerospace, and the standard-specific 

group was on DO-178. We consider that there exist a correlation between the number 

of members of LinkedIn groups on a specific area and the number of practitioners in 

that area. LinkedIn users must request to join a group, and the groups over which the 

survey was advertised are primarily concerned with practice-related aspects (e.g., how 

to address a requirement from some specific safety standard). We therefore assume 

that most of the members were practitioners. 
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4 Results And Discussion 
 

This section presents the results of the survey and how we interpret them. A 

subsection has been created for each RQ. 

4.1 RQ1: What Types Of Information And Artefacts Are 
Used As Evidence For Demonstrating Compliance With 
Safety Standards? 
 

Figure 4 shows the 16 process-based evidence types provided as options in the 

questionnaire in the vertical axis, and the percentage and number (in brackets) of 

respondents who selected each type in the horizontal axis. V&V plan was the most 

recognized process-based evidence type. The second most selected type was 

Development plan, followed by Safety management plan and Configuration 

management plan. Only four process-based evidence types were selected by less than 

50% of the respondents: Operator competence specification, Communication plan, 

Reused component historical service data, and Development and V&V staff 

competence specification.  

As for the product information category, shown in Figure 5, we identified that 

Requirements specification was the most selected product-based evidence type. The 

second most selected type was Test results, followed by Test case specification and 

Design specification. The least identified evidence type in the product information 

was Theorem proving results. Other product evidence types selected in low 

percentages were Model checking, Object code, System historical service data, and 

Accidents specification. These four types were selected by less than 50% of the 

respondents.  

Since the Testing results evidence type is a very broad category, we decomposed it 

into 16 finer-grained types, shown in Figure 6. As indicated in Figure 6, we identified 

that System testing was the most selected type in this category, followed by 

Functional testing, Normal range testing, and Acceptance testing. The least selected 

testing type was Non-operational testing. All the other testing types were selected by 

more than 50% of the respondents.  
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We did not find any new evidence types mentioned in the others sections by the 

participants. 

 
Figure 4. Frequency of process evidence types 

 

 
Figure 5. Frequency of product evidence types 
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Figure 6. Frequency of testing evidence types 
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plausible and likely answer could be that such information is embedded in 

Requirements specification (e.g., in the form of safety requirements or measures).  
 

4.2 RQ2: How Is Evidence Change Managed In Practice? 
 

The percentage and number (in brackets) of responses for ways to check the degree of 

evidence completeness is shown in Figure 7. Most of the respondents indicated that 

the degree of completeness for the evidence is checked manually (e.g., using paper-

based checklists). A majority of the respondents (79%; 41 respondents) also noted 

that they provide, check or request details about how the change of a piece of 

evidence has affected other pieces of evidence. When asked about how they analyse 

the effect of the change of a piece of evidence on other pieces, 46% of the 

respondents noted manual checks according to some predefined process. 

Approximately the same percentage of respondents replied that the effect is checked 

manually although without following any predefined process. One respondent 

mentioned the use of modular software safety cases [32]. Figure 8 shows the 

frequency of the evidence change effect techniques. 

 

 
Figure 7. Frequency of techniques used for checking the degree of completeness of evidence 
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standard document templates, and safety analysis techniques like FTA, FMEA, FHA 

and SSA [35]. Three respondents mentioned IBM DOORS to record traceability 

information. Another respondent indicated that traceability information is normally 

embedded in a variety of documents, which combines one or more of the techniques 

proposed in the list (Models, Matrices, etc.), and that usually constraints on effort and 

cost lead to less comprehensive traceability. 
 

Figure 8. Frequency of techniques used for checking the effect of evidence change 

 

Figure 9. Frequency of evidence traceability recording techniques 
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An especially relevant finding is that the results suggest that evidence change 

management is mainly performed manually. Given the complexity of such activity 

and the importance of executing it adequately, it seems that industry would benefit 

from more tool support. It could also be further analysed why practitioners do not use 

more tool support for this activity. Some possible reasons could be the lack of really 

suitable tools or the existence of factors that hinder their adoption (e.g., costs or 

training required). Another interesting finding is the fact that only 25% of the 

respondents did not select Traceability specification as a product-based evidence type, 

whereas only one respondent indicated that traceability is not recorded. In our 

opinion, this means that practitioners are concerned about the need for keeping traces 

regardless of whether they have to provide them as safety evidence. Consequently, 

there must exist stronger reasons for traceability other than compliance for some 

practitioners. One such possible motivation might be to perform change impact 

analysis in order to identify the impacted areas and take mitigation steps. It might also 

be studied in the future why practitioners might not need to check evidence 

completeness, analyse change impact, or record traceability. Nonetheless, a reason for 

obtaining these results in the survey might simply be, for instance, that the 

respondents (and thus the projects in which they had participated) had a limited scope, 

or were concerned only with some specific activity such as programming. Therefore, 

these aspects simply did not apply to them. 
 

4.3 RQ3: What Techniques Are Used For Structuring 
Evidence In Practice? 
 

TABLE II shows the frequency of use of different evidence structuring techniques, 

indicating the total number of responses (N) for each technique, their median, and 

their mode (in bold). Except Process models such as SPEM and Argumentation-based 

graphical notation such as the GSN, the median of the techniques as used in practice 

is Sometimes. Process modes and Argumentation-based graphical notations are the 

only techniques whose mode is Never, whereas Textual templates and Structured text 

have the highest modes (Very Often). Textual templates is also the technique most 

frequently reported as being used Always, as well as the technique reported as used by 
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the highest number of respondents (91.7%). Therefore, the results suggest a 

generalised and frequent use of Textual templates for structuring evidence. 

Some respondents mentioned additional techniques to structure evidence: FTA and 

FMEA (one respondent), and DOORs (two respondents). This is in line with the 

responses to how traceability is recorded. One respondent mentioned the use of a 

wide set of systems for DO-178B and DO-254 compliance, consisting of Compliance 

Management System, Document Review Management System, Electronic File 

Management System, Reviews and Analysis Management System, Requirements 

Management System, Problem Reporting Management System and Workflow, and 

Coverage Analysis Management System. This response shows the complexity that 

evidence structuring can entail in practice for complex systems, as practitioners can 

have to deal with a wide range of evidence types and supporting tools. 
 

TABLE II. Frequency of Use of Each Evidence Structuring Technique 

Evidence Structuring 
Technique N Median Never Rarely Sometimes Very 

Often Always 

Textual templates 49 Sometimes 8.3% (4) 22.4% 
(11) 

18.4% (9) 34.7% 
(17) 

16.3% 
(8) 

Structured Text 49 Sometimes 20.4% 
(10) 

8.2% (4) 26.5% (13) 38.8% 
(19) 

6.1% (3) 

Conceptual/information models 50 Sometimes 18% (9) 16% (8) 36% (18) 22% 
(11) 

8% (4) 

Unstructured text 49 Sometimes 14.3% 
(7) 

22.4% 
(11) 

32.7% (16) 26.5% 
(13) 

4.1% (2) 

Argumentation-based graphical 
notations 

49 Rarely 36.7% 
(18) 

14.3% 
(7) 

20.4% (10) 24.5% 
(12) 

4.1% (2) 

Process models 46 Rarely 32.6% 
(15) 

30.4% 
(14) 

17.4% (8) 13% (6) 6.5% (3) 

 

Previous work has also acknowledged the use of textual templates documentations 

for structuring evidence [18], although it did not indicate its overall frequency. 

Another survey [20] reports the use of Argumentation-based graphical notations such 

as GSN and CAE for structuring claims, arguments, and evidence as most popular, 

but our results note differences in the practice. Basically, the fact that these graphical 

notations are the most popular ones for argumentation does mean that Argumentation-

based graphical notations are widely used in practice. Although promising results in 

the use of models for structuring and managing evidence have been reported in [18], it 

seems that such approaches are not very often used in industry yet. Nonetheless, this 

makes sense to use because the use of many models for evidence structuring has been 
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proposed recently. Industry might also have been using some evidence structuring 

techniques for decades, without considering to adopt other techniques or being aware 

of them. The scope of the related work (in terms of the countries from which the 

respondents are) might be a possible explanation for the differences with the results of 

our survey too. 

An aspect that could be the source for new research efforts is how practitioners 

show process compliance, and probably more interestingly how third parties request 

its demonstration. The results suggest a low use of process models despite the fact 

that they are targeted at, for instance, facilitating communication. It would be 

interesting to study if the use of models and graphical notations really provides 

benefits for demonstration or management of compliance with safety standards, and if 

these benefits could not be obtained by means of text-based approaches. Another open 

question is the purpose of using the model-based techniques in TABLE II, as the ratio 

of respondents indicating the use of models for traceability (Figure 9) is much lower. 

A possible explanation is that practitioners do not regard or use, for instance, GSN as 

a technique for evidence traceability. 

4.4 RQ4: What Techniques Are Used For Assessing 
Evidence In Practice? 
 

TABLE III shows the total number of responses (N), the median, and the mode (in 

bold) for each evidence assessment technique. The evidence assessment techniques 

with the highest medians are Checklists and Expert judgment in which the rationale 

behind the assessment is recorded, and both techniques were reported as used by all 

the respondents. Therefore, these techniques seem to be most frequently used ones in 

industry, with Checklists as the technique for which the highest ratio of respondents 

indicated that it is used Always. In contrast, Quantitative approach and Expert 

Judgment without rationale recorded are the only techniques with both Never as 

mode and the highest percentage of respondents indicating that they are Never used. 

Similar to the evidence structuring techniques, some respondents mentioned 

additional techniques for evidence assessment. One respondent reported using 

techniques such as FMEA, FTA, Markov analysis, human regulators, robustness tests, 

and tools for coverage analysis and static analysis, DOORS, and hazard tracking 
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databases. One respondent mentioned that evidence is assessed based on the rigor 

applied to produce it for (e.g., level of coverage of code). 
TABLE III. Frequency of Use of Each Evidence Assessment Technique 

Evidence Assessment 
Technique N Median Never Rarely Sometimes Very 

Often Always 

Checklists 51 Very 
Often 

0% (0) 3.9% (2) 33.3% (17) 31.4% 
(16) 

31.4% 
(16) 

Expert Judgment with 
rationale recorded 

51 Very 
Often 

0% (0) 3.9% (2) 35.3% (18) 35.3% 
(18) 

25.5% 
(13) 

Qualitative approach 49 Sometimes 4.1% (2) 24.5% 
(12) 

24.5% (12) 30.6% 
(15) 

16.3% 
(8) 

Argumentation 50 Sometimes 16% (8) 12% (6) 24% (12) 30% (15) 18% (9) 
Quantitative approach 50 Sometimes 32% 

(16) 
10% (5) 30% (15) 16% (8) 12% (6) 

Expert Judgment without 
rationale recorded 

49 Sometimes 26.5% 
(13) 

22.4% 
(11) 

26.5% (13) 18.4% 
(9) 

6.1% (3) 

 

When asked if it was checked that the confidence in a piece of evidence is related 

to the confidence in other pieces, and 71% of the respondents (37) acknowledged it. 

Similarly, 83% of the respondents (43) indicated that how a change in a piece of 

evidence might affect the confidence in other pieces was checked. These results 

provide further information about how industry deals with evidence traceability and 

change impact analysis, and more concretely for evidence assessment purposes. The 

results are also consistent with RQ2-related answers. Nonetheless, many aspects of 

the specific processes followed for evidence assessment remains an open question. 

For example, it could be studied how traceability matrices are used in the analysis of 

how confidence in a piece of evidence is affected by changes in other pieces. 

In relation to the possibility of trying to gain further insights in the future, it might 

be interesting and very important to try to determine and better understand how 

experts decide upon and gain confidence in system safety. Expert judgment with 

rationale recorded seems to be used very often, and more knowledge about how 

experts judge could (1) help system suppliers record beforehand the information that a 

third party will require to assess safety, and thus probably reduce expenses, and (2) 

ideally help experts to improve their judgment. For example, ways to avoid 

overconfidence or other biases could be proposed if problems related to these aspects 

were discovered. We also wonder about the limitations and barriers that some 

techniques might pose, and more concretely about how practitioners address them. 

For example, we think that the credibility and value of expert judgement might be 

hindered if the rationale is not recorded. Studying the processes and techniques used 
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in industry for deciding upon or eliciting the values for a quantitative evidence 

assessment would also be interesting. 

In our opinion, an interesting finding corresponds to the fact the median of 

Argumentation as a technique for evidence assessment is higher than the median of 

Argumentation-based graphical notations as a technique for evidence structuring. 

This suggests that non-graphical means are in use for argumentation. Researchers 

might therefore be interested in empirically evaluating and comparing text-based and 

graphical argumentation. 

4.5 RQ5: What Challenges Do Practitioners Face 
Regarding Provision Of Safety Evidence? 
 

TABLE IV shows the total number of responses (N), the median, and the mode (in 

bold) for each challenge in evidence provision. In this table, absence of an answer 

from a respondent meant that they had not faced or noticed the challenge. The median 

of all the challenges is Important. Very few respondents indicated that the challenges 

were Uninmportant or Of Little Importance, or that they had not faced them. The 

challenges reported by the highest ratio of respondents as Very Important were 

Determination of confidence in evidence to support a particular claim about system 

safety, Compliance demonstration for systems whose compliance has not been 

previously demonstrated, and Suitability and application of safety standards.  

The reported importance of the latter challenge increases our confidence in the need 

for the survey. The lack of information in safety standards about how to manage 

evidence in practice and thus the potential problems in applying and showing 

compliance with them are two of the main motivations for the survey. Therefore, we 

consider that the results contribute to mitigating these issues. Suitability and 

application of safety standards is also the challenge for which the highest number of 

respondents indicated to having faced it. Although it is the challenge with the lowest 

number of respondents indicating that they had faced it, the importance of 

Determination and decision upon the information that can be provided as evidence 

also supports our claims about the relevance of the survey. 

Some respondents extended the list of options provided by mentioning additional 

and more specific challenges. More concretely, the respondents indicated issues 
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related to system development documentation, demonstration of compliance in a new 

country, tailoring certification approaches to the needs of the certification official 

assigned, analysing the effect of hardware on software and vice versa, and collection 

and maintenance of development artefacts.  
TABLE IV. Importance of Each Challenge in Evidence Provision 

Challenge in Evidence 
provision N Median Unim-

portant 
Of little 

Importance 
Moderately 
Important Important Very 

Important 
Determination of 
confidence in evidence to 
support a particular claim 
about system safety 

48 Important 0% (0) 2.1% (1) 20.8% (10) 39.6% 
(19) 

37.5% 
(18) 

Compliance 
demonstration for 
systems whose 
compliance has not been 
previously demonstrated 

48 Important 2.1% 
(1) 4.2% (2) 14.6% (7) 41.7% 

(20) 
37.5% 
(18) 

Need for providing 
arguments to show how 
evidence meets the 
requirements/objectives 
of a safety standard 

49 Important 2% (1) 0% (0) 18.4% (9) 46.9% 
(23) 

32.7% 
(16) 

Provision of adequate 
process information as 
evidence for the whole 
development and V&V 
process 

48 Important 0% (0) 4.2% (2) 18.8% (9) 43.8% 
(21) 

33.3% 
(16) 

Suitability and 
application of safety 
standards 

50 Important 2% (1) 6% (3) 22% (11) 32% (16) 38% (19) 

How to effectively create 
and structure safety cases 48 Important 4.2% 

(2) 4.2% (2) 20.8% (10) 35.4% 
(17) 

35.4% 
(17) 

Compliance 
demonstration for new 
technologies 

49 Important 0% (0) 10.2% (5) 20.4% (10) 34.7% 
(17) 

34.7% 
(17) 

Provision of evidence for 
systems that reuse 
existing 
components/subsystems 

49 Important 2% (1) 8.2% (4) 16.3% (8) 42.9% 
(21) 

30.6% 
(15) 

Determination and 
decision upon the 
information that can be 
provided as evidence 

47 Important 0% (0) 6.4% (3) 23.4% (11) 44.7% 
(21) 

25.5% 
(12) 

Existence of problems 
which, based on your 
experience, are exclusive 
to the application domain 
selected and do not arise 
in others 

48 Important 4.2% 
(2) 6.3% (3) 25% (12) 33.3% 

(16) 
31.3% 
(15) 

 

Related studies have acknowledged the existence of similar needs and challenges. 

For example, previous work [21] has reported on the challenge of reusing arguments 

and evidence artefacts. Similarly, the challenge of suitability and application of the 

safety standard was discussed in [20] with respondents pointing out key issues such as 
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the need for interpreting the standards and the complexity of understanding them. The 

main contribution of our survey is that it shows the perceived importance of the 

challenges, and the extent to which practitioners from a more general audience have 

faced them.  

We think that it would be valuable to study why some respondents (and thus 

practitioners in general) have not faced or observed some challenges. For example, 

four respondents did not report Determination of confidence in evidence to support a 

particular claim about system safety. It might also require further investigation why 

and when practitioners regard some challenges as Unimportant or Of Little 

Importance. Evidently, provision of means for mitigating the challenges is an area 

that future research should address. 

4.6 RQ6: What Gaps Exist Between The State Of The Art 
And The State Of The Practice Regarding Safety Evidence 
Management? 
 

In this section, we compare the results obtained from the survey with those obtained 

from the SLR in [7]. To represent the comparison between the practice and literature, 

we established a comparative scale. The scale aims to replicate the importance of the 

phenomena in the literature and in practice according to their frequency. The range of 

the scale is equally divided into three parts: Low, Medium and High, from the lowest 

to the highest frequency of the categories observed in the SLR and in practice. 

Although we had other ways of comparing the results (for e.g., equally splitting 100% 

by 3 ranges), in our opinion the method used is the most suitable. The two studies 

have unique, different sample sizes (218 studies in the SLR and 52 participants in the 

survey). We further believe that the comparison provides a useful overview of the 

current state of the art versus the state of the practice. It must also be noted that a 

comparison RQ2 is not performed because such a RQ was not studied in the SLR. 

For the evidence types, the scales for practice are divided equally based on the 

lowest frequency (17%) and highest frequency (91%) reported in the survey. Hence, 

the scale used is Low (17-41%), Medium (42-66%) and High (67-91%). Similarly, the 

scales for the literature are divided equally based on the lowest frequency (1%) and 

highest frequency (51%) observed for evidence types in SLR.  Therefore, the scale 
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used is Low (1-17%), Medium (18-34%) and High (35-51%). TABLE V shows the 

difference in the importance given in practice and the importance observed in 

literature for each evidence type. The comparison shows that 16 evidence types have 

been given high importance in practice but observed to be of Low importance in 

literature For example, many of the testing results evidence types whose importance 

seems to be High in practice have been observed in Low amounts in literature. Further 

investigation on these differences needs to be performed in the future. Evidence types 

related to hazard analysis such as Hazard specification and Risk analysis results have 

been given equal High importance in both literature and practice. This might be an 

indication that academia has acknowledged the relevance of these evidence types and 

more importance has been given to them. Finally, nine evidence types have both Low 

importance in practice and literature.  

Regarding evidence structuring techniques, and in line with the comparison for the 

evidence types, we specified the importance from the literature considering the lowest 

(3%) and the highest (92%) frequency of the structuring technique observed in the 

SLR. We then divided them equally as Low (3-33%), Medium (34%-63%), and High 

(64-92%). Likewise for evidence assessment techniques, based on the lowest (6%) 

and highest (68%) frequency of the assessment technique observed in SLR, the scale 

was Low (6-26%), Medium (27%-47%) and High (48-68%). On the other hand, for 

the importance in practice, we used the median of a particular structuring and 

assessment techniques as follows: Low (Never/Rarely), Medium (Sometimes), and 

High (Very Often/Always). High. TABLE VI compares the importance observed in 

practice and the importance observed in literature for each structuring and assessment 

techniques category. Three items, namely Unstructured Text, Expert judgment 

without recording the rationale, and Expert judgment recording the rationale were 

not identified in the SLR and are hence are not compared in the table. 

A stark difference in the evidence structuring techniques used in practice and the 

SLR is the use of Argumentation-based graphical notations. This technique for 

evidence structuring was observed the most in the SLR (High importance), however 

its frequency in practice has led to ranking its observed importance as Low. All the 

other structuring techniques have been observed in Low numbers in literature even 

though their importance in practice is either Medium or Low. The results suggest that 
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a lot of research effort has been spent on techniques that have seen little industrial 

adoption thus far. Researchers might therefore want to identify the reasons for this 

low industrial penetration by investigating possible root causes. Some possibilities are 

a high learning curve, the lack of adequate tool support, or a mismatch between the 

research and industrial needs.  
TABLE V. Comparison of Importance Given in Practice and Importance Observed in Literature for Each Evidence Type 

Importance in practice versus 
Importance in technical 

literature 
Evidence Types 

High importance in practice vs. 
Low importance in the technical 

literature 

x Acceptance Testing Results 
x Architecture Specification 
x Configuration Management Plan 
x Development Plan 
x Functional Testing Results 
x Inspection Results 
x Integration Testing Results 
x Normal Range Testing Results 

x Performance Testing Results 
x Review Results 
x Safety Management Plan 
x System Testing Results 
x Test Cases Specification 
x Traceability Specification 
x Unit Testing Results 
x V&V Plan 

High importance in both practice 
and the technical literature x Hazards Specification x Risk Analysis Results 

Low importance in both practice 
and the technical literature 

x Communication Plan 
x Model Checking Results 
x Object Code 
x Reused Component Historical 

Service Data Specification 

x Robustness Testing Results 
x System Historical Service 

Data Specification 
x Theorem Proving Results 

Medium importance in both 
practice and the technical 

literature 
x Hazards Mitigation Specification 

Low importance in practice vs. 
Medium importance in the 

technical literature 
x Accidents Specification 

Medium importance in practice 
vs. Low importance in the 

technical literature 

x Activity Records 
x Assumptions and Conditions 

Specification 
x Automated Static Analysis Results 
x Development and V&V Staff 

Competence Specification 
x Modification Procedures Plan 
x Non-operational Testing Results 
x Operation Procedures Plan 
x Operational Testing Results 

x Project Monitoring Plan 
x Reliability Testing Results 
x Reused Component 

Specification 
x Risk Management Plan 
x Simulation Results 
x Source Code 
x Stress Testing Results 
x Structural Coverage Testing 

Results 
x System Inception 

Specification 
x Tool Support Specification 

High importance in practice vs. 
Medium importance in the 

technical literature 
x Design Specification x Requirements Specification 

Medium importance in practice 
vs. High importance in the 

technical literature 
x Hazards Causes Specification 

 

When comparing the evidence assessment techniques, the main difference that we 

have identified is that the importance of Checklists in practice is High while in 

literature is Low. A possible reason is that the checklists used in industry correspond 

to well-established, widely-accepted means for evidence assessment, thus research on 
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new checklists might not be very important. When performing the SLR, we did not 

consider expert judgement as a technique for evidence assessment unless the result or 

rationale was recorded with or based on another technique. Since the results of the 

survey show that the importance of this technique in practice is High, and as 

mentioned above, we think that studying how experts assess safety evidence and thus 

system safety is a relevant area for future research. 
TABLE VI. Comparison of Importance Given in Practice and Importance Observed in Literature for Each Evidence Structuring 

and Assessment Technique 

Importance in practice versus 
Importance in the l technical literature Evidence Structuring Techniques 

Low in practice vs. High in the technical 
literature x Argumentation-based graphical notations 

Low in practice vs. Low in the technical 
literature x Process models 

Medium in practice vs. Low in the technical 
literature 

x Textual templates 
x Structured Text x Conceptual/information models 

Importance in practice versus 
Importance in the technical literature Evidence Assessment Techniques 

High in practice vs. Low in the technical 
literature x Checklists 

Medium in practice vs. High in the technical 
literature 

x Qualitative approach x Argumentation 

Medium in practice vs. Low in the technical 
literature x Quantitative approach 

 

With regards to the challenges in evidence provision and management, we ranked 

the importance of all the challenges as High because their median was Important. 

Based on the lowest (7) and the highest number of studies (60) in which the 

challenges had been observed in the SLR, the scale was: Low (7-24), Medium (25-42) 

and High (43-60). TABLE VII shows the comparison of the various challenges in the 

literature and practice. Although the importance of most of the challenges is Low in 

literature, we regard as very positive that the importance of all the challenges 

identified in the SLR is High. We believe that academia is addressing the right 

challenges, despite weaknesses such as the low number of publications reporting on 

or linked to practices in industry. It is also important to mention that two challenges 

(Compliance demonstration for new technologies and Compliance demonstration for 

systems whose compliance has not been previously demonstrated) are relatively new 

in literature, as they were identified in publications in the last 7 years of the SLR 

period. These challenges have not been widely studied yet, thus it is understandable 

that they have ranked as of Low importance in literature. 
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In general, it could be analysed and determined in the future why the differences 

between the state of the art and the state of the practice have been found. Such 

analysis might be especially relevant when some aspects have been highly reported in 

the literature but not by the practitioners. This could mean that practitioners have not 

adopted some approaches because they still need to be more mature, or that the 

approaches simply do not really fit industry needs. Another explanation could be 

unawareness of research results in industry. Aspects highly reported by practitioners 

but not by researchers could simply imply that industry do not face problems with 

these topics despite their high frequency of use. On the other hand, they could be the 

source of very useful new research in the case of, for instance, the challenges. In any 

case, and as discussed above, we think that it is essential for future research on safety 

evidence management to be much further evaluated in industrial settings in order to 

draw conclusions about its usefulness in practice. 
TABLE VII. Comparison of Importance Given in Practice and Importance Observed in Literature for Each Challenge in 

Evidence Provision 

Importance in practice versus 
Importance in the technical literature Challenges in Evidence Provision 

High in practice versus Low in the technical 
literature 

x Compliance demonstration for new technologies 
x Compliance demonstration for systems whose compliance has not 

been previously demonstrated 
x Need for providing arguments to show how evidence meets the 

requirements/objectives of a safety standard 
x Provision of evidence for systems that reuse existing 

components/subsystems 

High in practice versus Medium in the 
technical literature 

x Determination of confidence in evidence to support a particular claim 
about system safety 

x Provision of adequate process information as evidence for the whole 
development and V&V process 

x Suitability and application of safety standards 

High in both practice and the technical 
literature 

x Determination and decision upon the information that can be 
provided as evidence 

x How to effectively create and structure safety cases 

5 Conclusion 
 

This paper presented the results of a questionnaire-based survey aimed at 

investigating the state of the practice on safety evidence management. The results are 

based on 52 valid responses from 11 different domains and 15 countries. In the 

survey, we covered industrial perspectives and practices related to (1) the safety 

evidence types used, (2) the processes and means for evidence change management, 

(3) the evidence structuring and assessment techniques employed, and (4) the 
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challenges that practitioners face. We further compare the state of the art and the state 

of practice, discussing potential improvements for future research.  

The results indicate that V&V artefacts such as V&V Plan, Test Results, and Test 

Case Specifications are among the most frequently used as safety evidence, thus 

showing the importance of V&V for demonstrating safety. However, some 

verification techniques such as Model checking and Theorem proving have been 

reported to be used in low numbers in the industry. Requirements Specifications and 

Design Specifications also appear to be widely used as safety evidence in the industry. 

Most respondents reported the use manual techniques to check evidence completeness 

and change impact analysis on evidence items. This suggests a lack of tool support for 

completeness assessment and impact analysis. Non-graphical techniques for evidence 

structuring such as Textual Templates and Text (Structured and Unstructured) seem to 

be used more often in practice than graphical notations. Investigating the impact of 

both graphical and text-based techniques in terms of how they facilitate 

communication of their intended activity could be a potential future research area. 

Regarding safety evidence assessment, the results suggest that Checklists and Expert 

judgment with recorded rationale are the most common techniques. With respect to 

the challenges for evidence provision, the respondents shared common perspectives 

and all the challenges seem to be important in practice. 

When comparing the state of the art and state of the practice, the results indicate 

that a total of 16 evidence types have been given low importance in the literature but 

high in the industry, including several evidence types related to testing. Remarkable 

differences have been identified in the importance of Argumentation-based graphical 

notations for evidence structuring and of Checklists for evidence assessment. The 

results suggest that a lot of research effort has been spent on techniques that have thus 

far seen little adoption in the industry. 

An overall finding is that some of the tools (e.g., DOORS) and techniques (e.g., 

ECO) identified by our survey are not exclusive to safety. These tools and techniques 

offer means for collecting and managing safety evidence, but merely applying them is 

not sufficient for guaranteeing safety. By identifying tools and techniques used for 

evidence management and also aspects for which an absence of tools and techniques 

is indicated, the survey provides a scope for conducting more detailed examinations. 
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The survey however is not aimed at conducting such examinations and leaves this as 

an area for future work. A deeper analysis of the relationship between safety and the 

application of certain techniques and tools requires a careful analysis of the end-to-

end usage scenarios (i.e., processes) in which the tools and techniques are applied. 

Such an analysis will need to address several questions, including (1) whether a given 

tool or technique is adequate for an intended safety-related activity or it needs to be 

tailored and extended, (2) when and why tools and techniques reported as frequently 

used are actually not applied for a specific activity (e.g., evidence change 

management), and (3) whether the tools and techniques in use are falling short of 

fulfilling the requirements for a specific activity. 

We acknowledge that the results of the survey may be the opinion of only a fraction 

of a much larger population. Hence, we have not tried to draw strong conclusions 

from the results by correlating the proportional number of responses on a certain type 

or technique. The insights gained from the survey are nevertheless an important 

stepping-stone for future work and arriving at more definitive conclusions. The results 

can further help practitioners gain awareness of evidence management industrial 

practices that they could adopt or adapt, as well as of challenges that might arise. 

In the future, we would like to develop automated tool support for safety evidence 

traceability and impact analysis. We further plan to compare the evidence types 

reported to the information presented in different safety standards. This will allow us 

to study the state of the practice of safety certification and assessment from a different 

perspective, and to analyse the evidence needs of specific safety standards in more 

depth. We would additionally like to explore the expert judgment-based evidence 

assessment process by devising schemes for more systematic recording of expert 

judgment and using the rationale for more transparent evidence assessments. Finally, 

another important follow-on to our current work is to analyse how practitioners 

perceive the importance of different tools and techniques used for safety assurance 

and certification, and to relate the application of these tools and techniques to the 

mitigation of safety risks. 
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Abstract 

Traceability between development artefacts and mainly from and to requirements 

plays a major role in system lifecycle, supporting activities such as system validation, 

change impact analysis, and regulation compliance. Many researchers have been 

working on this topic and have published their work throughout the editions of the 

Requirements Engineering Conference. This paper aims to analyse the research on 

traceability published in the past 20 years of this conference and to provide insights 

into its contribution to the traceability area. We have selected and reviewed 70 papers 

in the proceedings of the conference and summarised several aspects of traceability 

that have been addressed and by whom. The paper also discusses the evolution of the 

topic at the conference, compares the results with those reported in other publications, 

and proposes aspects on which further research should be conducted. 
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1 Introduction 
 

Traceability can be defined as the degree to which a relationship can be established 

between two or more products of the development process (aka artefacts), especially 

products having a predecessor-successor or master-subordinate relationship to one 

another [11]. Tracing in system development can be targeted at different aspects 

[24][26], such as system verification and validation (V&V), change management, and 

regulatory compliance. The importance of traceability has been widely recognised, 

and it is a practice prescribed in many development standards [4]. 

Traceability research has greatly focused on requirements traceability, aiming at 

studying how to describe and follow the life of a requirement, in both forward and 

backward directions [PS21]. Many researchers have contributed to the area for the last 

two decades [26][27][PS25], providing solutions in the form of methods, tools, and a 

better understanding of traceability needs and challenges. Traceability has been an 

important topic at the Requirements Engineering (RE) conference since its inception. 

The purpose of this paper is to provide insights into traceability research at the RE 

conference and how it has contributed to the area. To this end, we performed a review 

on the traceability literature published during the past 20 years in the proceedings of 

the main conference.  

From a set of 70 papers, we have determined (1) the traceability topics studied, (2) 

the challenges addressed, (3) the contributions made, (4) the tools features developed 

to support traceability, (5) the types of systems considered, (6) the types of artefacts 

traced, (7) the empirical methods used for evaluation, and (8) the researchers and 

institutions that have led research production. This information has also allowed us to 

analyse how traceability research has evolved and progressed throughout the 

conference editions. 

Related work mainly corresponds to other secondary studies on traceability (i.e., 

studies that have reviewed others in depth [14], such as [27]) and papers discussing 

challenges for traceability (e.g., [PS25]). What differentiates this paper is its focus on 

the RE conference. To our knowledge, it is also the most recent literature review on 

traceability, and the one with the highest number of primary studies. Consequently, 
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we consider that the results presented correspond to the widest and most accurate 

analysis of traceability research that has been provided up to date. 

As shown below, we have used related work as input for discussion in relation to 

(1) comparison of the research at the RE conference with that conducted in general 

within the area of traceability, and (2) determination of challenges that have not been 

addressed yet. This analysis has allowed us to argue why and how traceability 

research at the RE conference has contributed to the progress of the area, as well as 

what aspects should be studied in the future.  

The rest of the paper is organized as follows. Section 2 describes the research 

method applied. Section 3 shows the results from the review, whereas Section 4 

discusses them. Finally, Section 5 presents our conclusions. 

2 Research Method 
 

The following subsections present the research questions formulated and outline the 

research process for our study. 

2.1 Research Questions 
 

Our overall goal is to evaluate how traceability research at the RE conference has 

contributed to the area. We formulate the following research questions (RQs). 

 

RQ1) What topics within the traceability area have been studied? 
RQ2) What specific challenges have been addressed? 
RQ3) What contributions have been made to address the challenges? 
RQ4) What tool features have been developed to support traceability? 
RQ5) What types of systems have been considered? 
RQ6) What types of artefacts have been traced? 
RQ7) What empirical methods have been applied? 
RQ8) What authors and institutions have conducted the research? 
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These or similar RQs have been studied in other related secondary studies. This 

enables to compare their results with this literature review, and to analyse and discuss 

how papers at the RE conference have contributed to the traceability area. 

Publication Selection, Data Extraction and Synthesis 

We closely followed the guidelines presented in [14] for literature reviews. We 

performed an automatic search of the proceedings of the RE main conference 

(ieeexplore.ieee.org), searching for paper that contained the word “traceability” in the 

title, abstract, or keywords. We found 76 papers. 

A data extraction template was created in a spreadsheet with respect to the RQs 

formulated. Apart from the bibliographic information (title, authors, and year), we 

extracted data related to the RQs from each study. For example, we extracted the 

authors’ institutions for RQ8. 

The papers were then reviewed, dividing the workload among the three authors. 

Since the aim of our review was to evaluate how the publications had contributed to 

traceability research, we decided to exclude the papers for which we could not answer 

RQ3. We performed reviews concurrently, and had to meet several times to discuss 

and agree upon possible exclusions. Six papers were finally excluded, and we 

obtained a final set of 70 primary studies (i.e., the studies reviewed in a secondary 

study [14]; PS). 

Once all the authors finished their review, we revised the data extracted by each 

author in order to harmonize details. We defined categories for RQs1-6 (see Section 

3) and grouped the PSs according to them. Some PSs addressed more than one aspect 

for some RQs. The authors discussed and agreed upon the categorisation to avoid 

conflicts. Full details about the data extracted can be found in [18]. 

In relation to the limitations of our review process, we might have missed some 

papers and thus some contribution to traceability. However, we consider this to be 

unlikely as the search term “traceability” is broad to include all the possible relevant 

studies. We also believe that this was a suitable criterion, and think that the relevant 

RE papers must include the term in some of the fields for the search. 

Identifying the empirical method used in some papers was difficult because of the 

lack of details about the validation. Different authors can also have a different 
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understanding about, for instance, what a case study is. We mitigated this threat by 

agreeing upon the definition of the empirical methods to distinguish (see Section 3.7). 

Finally, it is always possible to miss some information in the papers reviewed, 

especially for novices in literature reviews or in the area under study. In our case, the 

first two authors have experience in systematic literature reviews [19], and the three 

authors have researched on RE and traceability. 

3 Results 
This section presents the results of the review. We provide only an overview due to 

page limitations. All the papers matching each aspect analysed cannot be referred to 

for the same reason. Nonetheless, examples are provided. More details about each PS 

can be found in [18]. 

3.1 RQ1: Traceability Topics Studied 
 

We analysed the various overall topics researched in the conference within the theme 

of traceability and classified them into 10 groups (Fig. 1). Some papers noted more 

than one group. The groups are as follows. 

Post-requirement traceability (50% of the papers): tracking of requirements from 

their specification through their lifecycle (e.g., for V&V purposes [PS28]). 

Traceability automation (18.6%): automated traceability activities such as trace 

creation (e.g., [PS44]). 

Pre-requirement traceability (17.1%): tracking of requirements from their 

specification to their origin (e.g., to the human source [PS23][PS61]). 

Traceability in practice (12.9%): traceability management in real industrial 

settings (e.g., a company’s approach for traceability [PS47]). 

Change management (12.9%): management of artefact changes and their traces, 

and impact analysis (e.g., [PS66]). 

Model traceability (11.4%): traces in and between models (e.g., between 

requirements models [PS20][PS57]). 

Regulatory compliance (5.7%): traceability for demonstrating compliance with 

some regulation (e.g., with RTCA DO-178B [PS53]). 
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New approaches for maintaining traceability (4.3%): proposal of new 

approaches for recording traceability (e.g., through video recordings [PS63]). 

Trade-off analysis (2.9%): traceability management during and for decision-

making (e.g., [PS9]). 

Traceability in new development contexts (1.4%): e.g., for chemical engineering 

in the automotive industry [PS32]. 

 

 
Fig. 1.  Number of papers that have studied each topic 

3.2 RQ2: Traceability Challenges Addressed 
 

We identified eight types of challenges and needs specific to one or more topics from 

RQ1 (Fig. 2). Some papers did not address any specific challenges. We classified the 

challenges as follows. 

Lack of knowledge and understanding about traceability (17.1% of the papers): 

the general lack of sufficient knowledge when dealing with traceability both in 

practice and research (e.g., [PS2]).  

Maintaining traceability when requirements evolve (12.9%): the challenge of 

maintaining traceability for evolving requirements (e.g., [PS45][PS6]). 

Showing satisfaction of requirements (12.9%): the need for assessing if 

requirements are met in successor artefacts such as a design specification (e.g., 

[PS9]). 
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Impact of human factors and judgment (8.6%): the challenges faced when 

incorporating human judgment for traceability, and related factors (e.g., [PS13]). 

Reducing the cost related to requirements traceability (8.6%): the challenge of 

cost-effectively maintaining traceability among, from, or to requirements (e.g., 

[PS35]). 

Effective representation of traceability information (8.6%): the need for 

presenting the traceability information in a clear and concise fashion (e.g., [PS57]). 

Challenges in practice (5.7%): the various problems that practitioners face in 

industrial project settings (e.g., [PS4]). 

Assessing the traceability maintained (1.4%): the importance of evaluating the 

traces captured (e.g., [PS14]). 

 

 
Fig. 2.  Number of papers that have addressed each challenge 

3.3. RQ3: Contributions to Traceability 
 

We classified the contributions made by the papers to address the challenges 

identified in RQ2 into three broad categories. Some papers made more than one 

contribution. 

Technical contributions (50% of the papers): provision of solutions by means of 

technical approaches or methodologies with tool support (e.g., a tool with explicit 

user defined links through the use of a matrix [PS9] or a web-based tool [PS59]). 
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Methodological contributions (31.4%): provision of solutions by means of new 

methods and approaches without tool support (e.g., a traceability information model 

[PS37] or traceability means for aspect-oriented requirements [PS70]). 

Insights into practice and experience reports (21.4%): provision of details about 

real world traceability (e.g., a case study about the traceability practices in a company 

[PS33]).  

It must be noted that, from a general perspective, the contributions made map to the 

challenges addressed (RQ2) and the tool features developed (RQ4). 

3.4 RQ4: Tool Features for Traceability 
Some traceability tool was presented in 35 papers. We extracted their key features and 

categorised them. The percentage of the features is the ratio in these 35 papers. Some 

tools provided several features. 

Traces lifecycle (34.3%): features for creating, maintaining, and updating traces 

between various artefacts (e.g., Ecolabor is a tool for using hypermedia to maintain 

traceability between different artefacts [PS63]). 

Maintaining traceability between artefacts specific to requirements 
specification (28.5%): features for maintaining traces between requirements and 

managing them (e.g., TOOR is a tool for recording traces between requirements 

[PS48]). 

Automated traceability (20%): features for creating and maintaining traceability 

information (semi) automatically (e.g., Poirot [PS38] implements a probabilistic 

approach to dynamically generate traceability links; work is still being performed for 

its extension and improvement [PS40]). 

Change management (11.4%): features for managing and updating changes in 

artefacts and hence their traceability information (e.g., a tool that extends on DOORS 

for change management [PS36]). 

Requirements validation with traceability support (8.6%): features for assessing 

and validating requirements with other artefacts and hence maintaining their traces 

(e.g., RESAT [PS30] allows users to automatically assess if a design description 

meets its requirements). 
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Model management with traceability support (8.6%): features for creating and 

maintaining traces between and in models used in the development process (e.g., a 

tool for model merging and verification [PS55]). 

Support for regulatory compliance (2.9%): features for maintaining traceability 

towards compliance purposes (e.g., for compliance with DOD-STD-2176A [PS58]). 

Project management (2.9%): features for controlling and monitoring a project 

(e.g., charts generation [PS52]). 

Traceability visualization (2.9%): features for visualizing the traces maintained 

between artefacts (e.g., CREWS-EVE [PS26] offers multimedia support and 

animation to visualize traceability to test cases). 

3.5 RQ5: Types of Systems Subject to Traceability 
 

Out of 70 papers, 27 (38.7%) did not mention any specific type of system. For the 

rest, these types were distinguished. 

Information systems (32.9% of the papers; e.g., [PS37]), which store, process, and 

show data for their users. 

Safety-critical systems (17.1%; e.g., [PS53]), whose failure may cause harm to 

people or to the environment. 

Real-time embedded system (7.1%; e.g., [PS51]), which are subject to real-time 

constraints. 

Non-software system (4.2%; e.g., [PS32]), such as the physical documents 

managed in an organization. 

3.6 RQ6: Types of Artefacts Traced 
 

For analysis of the types of artefacts traced, we extracted information about the source 

and target of a trace.  

Traces between requirements specification artefacts (60% of the papers): high-

level and low-level requirements (24.3%; e.g., [PS1][PS24][PS56]), requirements and 

source (17.1%; e.g., [PS49][PS68]), requirements and rationale (8.6%; e.g.; 

[PS12][PS65]), requirements versions (7.1%; e.g., [PS58]) requirements and person 

responsible (5.7%, e.g., [PS11][PS31]), requirements and creator (4.3%; e.g., [PS22]), 
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requirements and contributor (4.3%; e.g., [PS54]), non-functional and functional 

requirements (2.9%; e.g., [PS8]), and requirements and conflicts (1.4%; [PS33]). 

Traces between requirements specification artefacts and other types of 
artefacts (58.6%): design (27.1%; e.g., [PS19][PS39]), testing artefacts (27.1%; e.g., 

[PS3][PS5]), code (25.7%; e.g., [PS41][PS69]), development standards (4.3%; e.g., 

[PS29]), formal verification (2.9%; e.g., [PS55]), and testers (1.4%; [PS64]). 

Traces between other types of artefacts (14.3%): design and code (5.7%; e.g., 

[PS10][PS27]), design and testing (2.9%; e.g., [PS43]), design components (1.4%; 

[PS51]), design and responsible (1.4%; [PS51]), design and creator (1.4%; [PS48]), 

design and development standard (1.4%; [PS2]), testing and development standard 

(1.4%; [PS2]), and code and development standard (1.4%; [PS2]). 

As shown above, the most frequent traces are between requirements and testing, 

requirements and design, requirements and code, high-level and low-level 

requirements, and requirements and source. This is in line with RQ1, which shows 

that post-requirements traceability has been the most frequently studied topic. 

3.7 RQ7: Empirical Methods 
 

The methods considered are: experiment (validation based on different treatments 

applied to or by different subjects); survey (validation based on practitioners’ opinion 

and perspectives); field study (validation with data from real projects, but not during 

the execution of the project); case study (validation in real projects by practitioners 

different to the authors), and; action research (validation in real projects by the 

authors themselves). 

Some empirical method for evaluation has been used in 48 papers (68.6%). As 

show in Fig. 3, the most frequent method has been experiment (20% of the papers; 

e.g., [PS14] [PS15][PS18][PS34]), followed by field study (15.7% e.g., 

[PS42][PS46][PS67]), action research (15.7%; e.g., [PS60] [PS62][PS17]), and case 
study (10%; e.g., [PS7][PS16] [PS50]). Survey (7.1%; e.g., [PS21][PS43]) has been 

the least frequent method. Two papers presented evaluations with more than one 

empirical method [PS30][PS66]. 
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Fig. 3.  Number of papers applying each empirical method 

 

3.8 RQ8: Authors and Institutions 
 

Among all the institutions that have published some paper on traceability at the RE 

conference, the University of Kentucky (9 papers) have the highest number of papers, 

followed by the University of Toronto (7 papers), DePaul University (6 papers), 

Johannes Kepler University (4 papers), and City University London (4 papers). 

In relation to the origin of the authors, the largest number of contributions comes 

from academia (70%). Practitioners have also published papers at the RE conference 

on their own (14.2%) and in collaboration with academia (15.8%). 

When analysing the countries, USA (37 papers), UK (12 papers), Canada (11 

papers), and Germany (9 papers) have led production. Other 10 countries have 

contributed to traceability research at the RE conference. 

4 Discussion 
 

This section discusses how traceability research at the RE conference has evolved, 

how the results of our study relate to those reported in other secondary studies, and 

what aspects should be addressed by future research. 

Although we would have liked to present a more detailed discussion, this has not 

been possible due to page limitations. 

4.1 Traceability Research Evolution at the RE Conference 
 

We performed a comparative analysis between all the editions and the last six editions 

(from 2007) on different aspects in order to understand how traceability research has 

evolved at the RE conference over its 20 years. 
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A total of 32 papers were published in the last six editions, which is almost 46% of 

all the papers published. This indicates that traceability research has gained more 

attention at the RE conference in the near past. We identified that in the last six years 

there was no paper at the conference in the context of new approaches for maintaining 

traceability. This might mean that this topic has lost relevance, or that its associated 

challenges have already been tackled in previous research. Out of the 13 papers on 

traceability automation, 10 have been published since 2007. This shows that more and 

more effort is being spent on the topic.  

We discovered that the challenge related to assessing the traceability maintained 

emerged during the last five years. This might indicate that interest in traceability 

quality is growing. Tool features specifically targeted at model management were first 

published in 2007, what suggests an increasing interest in model-driven engineering 

as a new framework for traceability. 

With regards to the empirical validation, 72% of the experiments identified were 

conducted in the last six years. This indicates a strong focus on provision of evidence 

about the contributions made, as well as the maturity that traceability research is 

achieving. 

Finally, we identified that seven papers published in the last six years were a result 

of industry-academia collaboration, whereas five had been published earlier. This 

suggests that there exists an increasing interest in innovation and technology transfer 

in the area of traceability. 

Table I shows what we have regarded as the main highlights related to traceability 

in each conference edition (“Ed.” column), along with the number of PSs identified at 

each edition (“PS” column). No PS was identified in the 2001 edition. It is interesting 

to see the importance of empirical evaluation and tool support since the beginning of 

the conference, how some editions have strongly focused on some topics, or that the 

three most productive institutions did not published any paper until 2003. Most of the 

publications were identified in the recent past (last seven years), showing that 

traceability is gaining more attention at RE. 
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4.2 Comparison with other Secondary Studies 
 

As mentioned above, secondary studies related to our study can be found in the 

literature. We use their results to compare them with those reported in this paper and 

to evaluate how the RE conference has contributed to the development and progress 

of the traceability area. Review of other secondary studies also allows us to compare 

the maturity of traceability research at the RE conference with the maturity of other 

software engineering fields and RE areas. 

In general, the results presented in Section 3 coincide with those reported in other 

secondary studies that analysed: 

x Traceability motivation (related to RQ1; [22][24][28]) 

x Traceability challenges (related to RQ2 and RQ3; [17][21] [23][27][28][29]) 

x Traceability approaches (related to RQ3 and RQ5; [1][9] [27][28][29][PS25])  

x Tool features for traceability (related to RQ4; [1][9][15] [25][26][27][28]) 

x Requirements interdependencies, types of traces, and types of artefacts traced 

(related to RQ6; [6][8][22][26][28]) 

x Empirical evaluation in traceability research (related to RQ7; [26][27][28]) 

Therefore, it can be argued that traceability research at the RE conference provides 

an excellent overview of the area and that it has significantly contributed to its 

progress. It is also true that a reason for the coincidence of results could be that 

traceability research at the RE conference served as input for other secondary studies. 

Even in this case, this shows the relevance and contribution of traceability research at 

RE. 

One aspect that has not been extensively addressed at the RE conference and that 

other researchers have started to focus on is model-driven traceability [1][9][25][29]. 

The minor presence of this aspect at the conference might be a result of its focus on 

requirements instead of, for instance, model-driven development approaches and tools 

in general. 

The ratio of empirical studies is also higher in the results reported in this paper than 

in, for instance, [27]. A reason could be that we have considered the most recent 

traceability research (until 2012), which, as discussed above, has significantly 

matured in relation to empirical validation in the latest editions of the conference. 
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TABLE I. Highlights Regarding Traceability at the Conference 

Ed. PS Highlights 

1993 2 First RE edition. Traceability research started to be published.  

1994 2 All the papers published so far at RE had applied empirical methods. Pre-requirements traceability 
was acknowledged as essential. 

1995 5 Traceability started to be addressed in emerging topics such as goal-oriented RE. City University 
London published its first paper 

1996 3 All the papers presented tool support this year.  

1997 1 The first case study was published. 

1998 1 A tool for distributed development was presented.  

1999 1 Action research was the most frequent empirical method at RE so far. 

2000 1 DOORS was extended for better traceability support. 

2002 2 Change management was the main topic this year. The first paper applying several empirical 
methods was presented (survey and case study). 

2003 6 The first paper evaluating information retrieval techniques was presented. Practitioners were 
authors of 66% of the papers of the edition. The University of Kentucky published its first paper. 

2004 3 All the papers of the edition presented some tool with features for automated traceability. DePaul 
University published its first paper.  

2005 6 Lack of knowledge and understanding was the most addressed challenge in the edition. The 
University of Toronto published its first paper.  

2006 5 The Poirot tool was presented. 

2007 5 Combination of information retrieval techniques and the first model management tool with 
traceability support were presented. Johannes Kepler University published its first paper. 

2008 5 80% of the papers of the edition had authors from different continents. All the papers studied post-
requirements traceability. 

2009 5 The most recent survey was published. A paper applied action research and experiment. 

2010 7 Edition with the highest number of papers. All of them applied some empirical method, and five of 
them action research or case study. 

2011 4 Experiment becomes the most frequent empirical method. It was suggested to analyse traceability 
practices in other disciplines. 

2012 6 A roadmap for future research was proposed. 

 

The frequency in the use of empirical methods also shows that traceability research 

at the RE conference is more mature than the overall research in other RE areas (e.g., 

requirements specification [5]), and much more than other software engineering 

disciplines (e.g., safety assurance and certification [19]). Nonetheless, we consider 

that presentation of validation results can be improved. For example, more details 

should be provided about the studies design to increase rigour [12]. A reason for this 

weakness might be the page limitations at RE. 

Past studies (published before 2007; [1][3][6][20][26] [28][PS21]) discussed 

challenges and areas for future research, such as pre-requirement traceability, conflict 

analysis, requirements reuse, automated traceability, trace verification, and tailoring 
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of approaches. We consider that, directly or indirectly, these challenges have been 

partially or completely tackled at the conference. 

Finally, a demographic analysis of RE publications was presented in [7]. When 

comparing the results with this paper, they are similar. USA, UK, Canada, Germany, 

the University of Toronto, and City University London are highly ranked in both 

studies. The study considered publications until 2008. This might be a reason as to 

why the rest of most productive institutions on traceability at RE do not appear in the 

study. 

4.3 Aspects for Further Research 
 

Several recent papers have discussed future research in the traceability area 

[2][13][25][29][PS25]. We aim to complement them by focusing on a set of selected 

areas, based on our discussion in the two previous subsections and on our own current 

research (e.g., [19]). Such research is mainly focused on V&V of business-critical 

systems (e.g., systems computing taxes) and on safety-critical systems (e.g., systems 

in the automotive, avionics, and railway domain), and conducted in close 

collaboration with industry. 

Traceability visualization. One interesting area is visualization of how 

requirements are realized, for instance, by a test case for complex systems 

maintaining vast amounts of data. A high-level visualization can reveal requirements 

holes or gaps in a database or a test set in general. New ways of visualization could be 

feature and classification tree models. 

Consideration of more artefacts. Research has strongly focused on requirements 

traceability, but many other artefacts and traces exist in development projects, 

especially in the context of safety-critical systems [19]. It has to be studied how 

requirements traceability research could be adopted or adapted to a wider spectrum of 

artefact types. 

Traces semantics for impact analysis. Related to the previous aspect, we think 

that more research on trace semantics for impact analysis is necessary. Practitioners 

will benefit on more guidance about how to deal with changes and what actions to 

perform, beyond only being aware of the artefacts potentially affected by a change. 
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Advanced empirical evaluation. Although this area has been recurrently 

mentioned in the literature, there is some specific issues that we consider not to have 

been discussed enough. Firstly, it is necessary to perform more dynamic validation 

[10], especially of automated traceability. Secondly, it will be important to replicate 

empirical studies in order to create a larger body of evidence. Approaches should also 

be compared more commonly, but very few studies have addressed comparison (e.g., 

regarding trace creation [PS14] and visualization [16]). Finally, it has been shown that 

case study and survey have been the empirical methods least frequently used at the 

RE conference. Since they allow researchers to analyse industrial perspectives and 

experiences, we think that more research must apply these two methods. 

Advanced tool support. For adoption in industry, automated traceability must be 

available or integrated with commercial tools. It is also important to study the 

confidence that can be placed in automated traceability (e.g., how to qualify 

automated traceability tools for use in the development of safety-critical systems). 

5 Conclusion 
 

This paper has presented the results of a literature review on traceability at the RE 

conference. The review has allowed us to provide new insights into the traceability 

research published at the conference, its focus, its maturity, its evolution, and its 

contribution to the traceability area. 

The results indicate that traceability research at the conference has greatly focused 

on post-requirements traceability. The challenges most frequently addressed have 

been lack of knowledge and understanding about traceability, showing satisfaction of 

requirements, and maintaining traceability when requirements evolve. Most of the 

contributions have been technical, including a wide range of tool features and usually 

in the context of information systems. 

Although traceability between requirements and between requirements and other 

artefacts have been studied, specific traces of the latter type have been most 

frequently reported. A high percentage of papers have applied empirical methods, and 

North America has led research production. 

Traceability research at the conference has positively evolved. There is an 

increasing interest in automated traceability, model traceability, traceability quality, 
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experimentation, and academia-industry collaboration. We think that the evolution 

shows the growth of the area in terms of maturity and interest in technology transfer. 

When comparing the results of the review with those reported in other secondary 

studies, it can be argued that traceability research at the RE conference has provided a 

very good picture of the advances in the area and has significantly contributed to its 

progress. It has also shown a high degree of maturity, although need for more rigour 

might be claimed. Challenges acknowledged in the literature and based on insights 

from practice have been regularly tackled. 

With regard to the areas for further research, we consider that traceability 

visualization, impact analysis, and tool qualification must be studied in more depth. 

We also think that it is necessary to focus on the opinion and experiences of 

practitioners different to the researchers, conduct dynamic validation, replicate 

studies, and compare approaches. We plan to research on these areas in the future. 
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Abstract 

Safety evidence plays an important role in gaining confidence in the safe operation of 

a system in a given context. For a large system, it is necessary to provide information 

about thousands of artefacts that might be used as evidence and about the 

relationships among themselves and also with other safety assurance assets. Past 

research has only addressed some needs of traceability in safety-critical systems and 

thus has not provided a complete picture of safety evidence traceability. Lack of 

knowledge and awareness of these needs can result in poor evidence management and 

lead to certification risks. This paper aims to provide a broad overview of safety 

evidence traceability needs for practice and its associated challenges. We also propose 

a safety evidence traceability model, which has been validated with data from real-

world critical systems. We discuss the motivation and challenges for safety evidence 

traceability, and present the various traces that need to be captured and maintained. 

This information can help researchers to shape future research based on industry 

needs and can help practitioners to gain a deeper understanding and a wider 

knowledge of safety evidence traceability, thereby facilitating safety assurance and 

certification. 
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1 Introduction 
 
Critical systems in many domains are subject to a rigorous assessment or assurance 

process through which the system is deemed safe for a particular context. Such 

assessment process is usually based on the fulfilment of the requirements of some 

safety standard. To comply with a standard, system suppliers have to gather and 

present evidence information supporting their claims about system safety. We define 

safety evidence as “artefacts that contribute to developing confidence in the safe 

operation of a system in a given environment” [[1]]. Some generic examples of safety 

evidence are test results, system specifications, and personnel competence. Such 

artefacts are used to support claims about system safety, and to show compliance with 

a standard.  

For a realistically large system, a system supplier needs to collect and manage a 

large quantity of safety evidence throughout the analysis, development, verification, 

maintenance, operation, and evolution of a system. The system supplier must also 

capture and maintain traces between pieces of evidence information and also from 

and to evidence and other safety assurance assets (claims, arguments, etc.) in order to 

be able to demonstrate system safety.  

In software engineering, traceability can be defined as the degree to which a 

relationship can be established between two or more products of the development 

process (aka artefacts), especially products having a predecessor-successor or master-

subordinate relationship to one another [[2]]. With the above definition in mind, we 

define safety evidence traceability as “the degree to which a relationship can be 

established to and from artefacts that are used as safety evidence”. 

Lack of knowledge and understanding of safety evidence traceability needs can 

result in improper evidence management, which may indirectly result in certification 

risks [[3]]. A system supplier might not be able to demonstrate system safety if the 

evidence is not well managed and traced. Consequently, a third party certification 

authority would not gain enough confidence in the safe operation of the system.  

Although traceability for safety-critical systems and more concretely safety 

evidence traceability have been addressed in past research, no study has yet provided 

a broad and complete picture of safety evidence traceability needs. Most of the 



155 
 
 
 

 
 
 
 
 

research has only focused on the relationships between the artefacts used as evidence 

(e.g., [[4]]). The studies that have explicitly or implicitly studied other aspects of 

safety evidence traceability have not paid much attention to many necessary 

relationships for evidence traceability. For example, works that have dealt with the 

relationship between safety evidence and the argument that justifies evidence validity 

for a claim (e.g., [[5]]) have usually not paid attention to other traces such as to 

artefact versions.  

This paper aims to present an in-depth analysis of safety evidence traceability 

needs and its challenges that would be helpful for both researchers and practitioners. 

Based on others’ past work, on our knowledge about the state of the art and practice 

(e.g., [[6]][[1]]), and on own experience in safety assurance and certification projects, 

we discuss the motivation for safety evidence traceability and its challenges. We also 

present the traces that must be created and maintained from and to evidence 

information. As a result, we have created a Safety Evidence Traceability Information 

Model for safety evidence - SafeTIM. 

The results presented in this paper are part of the on-going work in OPENCOSS 

(www.opencoss-project.eu), a large-scale European research project on safety 

assurance and certification in the automotive, avionics, and railway domains. Beyond 

the usefulness of the results for the project, we consider that the contribution of the 

paper is twofold. Firstly, the problem analysis presented and SafeTIM can help 

researchers to better understand safety evidence traceability needs in industry and thus 

to identify aspects that might require further study. Secondly, practitioners can benefit 

by gaining awareness of important aspects related to safety evidence traceability 

whose management can be essential for safety assurance and certification, thereby 

improving project management and reducing cost. 

The rest of the paper is organised as follows. Section 2 presents the background of 

the paper. Section 3 discusses the motivation for safety evidence traceability. Section 

4 describes the safety evidence traces, and presents SafeTIM and its validation. 

Section 5 compares SafeTIM with other models and discusses the challenges for 

safety evidence traceability. Finally, Section 6 presents our conclusions. 
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2 Background 
 

This section introduces a common certification framework that is being developed in 

the OPENCOSS project and reviews related work. 

2.1 Common Certification Framework 
 

The main technical objectives of OPENCOSS are to (1) devise a common 

certification framework for railway, avionics, and automotive industries, and (2) 

establish an open-source safety certification infrastructure.  

The common certification framework will consist of several, linked metamodels, 

each aimed at modelling different aspects of compliance [[7]]: (1) the safety standards 

followed; (2) project-specific aspects such as the actual process executed, the artefacts 

managed, and the argumentation used to justify the key decisions made; (3) the terms 

used in different safety standards and projects, and; (4) mappings between different 

standards and projects, in order to support cross-standard/domain certification.  

Some of these models have been already published (for e.g., [[7]]), while others are 

accessible only for the project members. However, SafeTIM corresponds to a 

fragment of the large framework. The model presented in this paper contains the set 

of fundamental concepts and relationships for safety evidence. It must be noted that 

more information might be necessary in a safety assurance and certification project 

for other purposes (e.g., for assessment of process-based compliance). We believe that 

SafeTIM is an underlying model that lies behind the common certification framework 

and needs to be explicitly modelled to deal specifically with safety evidence 

traceability.  

2.2 Related Work 
 

Traceability has been an important research topic in software engineering during the 

last two decades. Despite the acknowledged higher importance of traceability for 

safety-critical systems [[8]], literature reviews [[9]][[10]] have shown that the ratio of 

papers on the subject is low. 
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Publications presenting and discussing the motivation (e.g. [[11]]), challenges 

(e.g., [[12]]), and open issues (e.g., [[13]]) for traceability are available in the 

literature. Studies on traces (e.g., [[14]]) and types of traces (e.g., [[15]]) can also be 

found, mainly in relation to traceability to and from requirements. Past work have also 

focused on strategic traceability needs and challenges specific to safety-critical 

projects [[8]]. 

What differentiates this paper from most of the past research on traceability is its 

focus on safety evidence. The number of publications addressing safety evidence 

traceability in isolation is limited, and there are few studies that discuss the needs and 

motivation of such traces [[16]][[17]]. For example, the literature on safety evidence 

traceability needs for evidence reuse is very limited. Given its importance for cost 

reduction in the development and assurance of new safety critical systems, we 

considered that it is an area that needs to be further investigated. Furthermore, these 

pieces of work have a very narrow scope (e.g., specific to a domain or safety 

standard) and do not provide a complete overview of the motivation and challenges 

regarding evidence traceability.  

Most of the existing studies on traceability for safety-critical systems have focused on 

traceability between the artefacts resulting from their analysis and development, such 

as requirements and hazards [[18]], requirements and components [[16]], 

requirements and design [[19]], or requirements and code [[17]]. These artefacts and 

the traces between them can themselves be used as safety evidence.  Models including 

a larger number of artefacts to trace have also been proposed [[4]][[20]]. Some papers 

have focused on traceability for specific safety standards (e.g., DO-178B [[21]] and 

ISO26262 [[22]]) or have modelled entities and relationships that abstract concepts 

common to different safety standards [[7]]. However these studies have not dealt with 

some specific traces to and from safety evidence that will be discussed in Section 4.1. 

With regard to safety evidence as an element of an assurance or safety case, the traces 

most frequently studied are with arguments and claims (e.g., [[23]]).  

Some recent works have broadened the scope of safety evidence traceability. SACM 

(Structured Assurance Case Metamodel; [[30]]) includes an evidence metamodel that 

specifies relationships between evidence items and between evidence items and other 

assurance assets. The link between evidence and the process from which it results is 
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addressed in [[5]]. An evidence-related conceptual model for IEC61508 with 

relationships beyond those between artefacts used as evidence [[25]] and a generic 

evidence model for safety cases [[26]] have also been proposed. Although these 

works have provided valuable insights, they still lack details about safety evidence 

traceability and their results do not meet all the needs presented in the next section 

(e.g., the purpose of the traces beyond safety assurance and certification). 

Despite the limitations identified in the past research and the fact that no single study 

that has yet provided enough insights into safety evidence traceability in specific, our 

review of related work has helped us to better understand safety evidence traceability. 

As a result, we aimed to build and present in this paper SafeTIM - a holistic safety 

evidence traceability information model that synthesises traces indicated in the past 

work on evidence traceability and also deal with aspects that have not addressed in 

depth yet (e.g., evidence reuse). 

3 Motivation for Safety Evidence Traceability 
 

This section presents what we regard as the main reasons for safety evidence 

traceability: safety assurance, compliance with safety standards, change impact 

analysis, evidence reuse, and project management. Although some authors [[11]] have 

suggested that safety assurance and compliance with safety standards are the main 

reasons for traceability in safety-critical systems, empirical evidence indicates that 

other motivations exist too [[6]].  

Some of these motivations such as safety assurance and compliance with safety 

standards are specific to safety evidence or for safety-critical systems, while the 

others might be motivated from generic traceability needs. Nonetheless, these generic 

traceability needs are especially important for safety critical systems because of their 

rigorous and stringent certification context and the high costs associated to them. 

It must be noted that the aspects discussed below are not exclusively independent, but 

rather related to one another (e.g., evidence reuse and change impact analysis). This 

also applies to the challenges discussed in Section 5.2.  

M1: Safety assurance. A fundamental criterion for any safety-critical system, 

regardless of having to comply with some specific safety standard, is to ensure that its 

hazards have been avoided or mitigated. This allows gaining confidence in the overall 
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safety of the system. Maintaining traceability of the evidence information involved is 

essential for this purpose so as to show that hazard mitigations have been properly 

developed and validated. For example, safety requirements can be specified from 

hazard identification and for their mitigation, and their satisfaction can be later 

verified with techniques such as formal methods. 

M2: Compliance with safety standards. In domains such as avionics and railway, 

safety-critical systems must comply with safety standards for certification purposes. 

Therefore, system suppliers have to show fulfilment of the requirements of the 

standards. Traceability can be a means for this activity. In addition, system suppliers 

might have to explicitly provide traceability specifications as a part of the information 

that constitutes evidence of compliance [[6]]. Indeed, some standards mandate this 

information (e.g., DO-178C [[27]]). 

M3: Change impact analysis. Changes in a safety-critical system and thus in its 

safety evidence are practically inevitable [[28]]. Practitioners must ensure that such 

changes in the system will not have any undesired effect in system safety and in the 

body of safety evidence. Therefore, such changes have to be managed adequately. For 

example, it is necessary to assess how a change in a piece of evidence might affect 

others [[6]]. Safety evidence traceability is necessary to perform such an impact 

analysis in order to identify the potential consequences of a change or to estimate 

what needs to be modified to accomplish a change. 

M4: Evidence reuse. Reuse of a safety-critical component (or system) and thus of 

its evidence is important in industry [[6]], mainly in order to increase the return on 

investment in component development and to decrease system cost. However, it must 

be ensured that evidence reuse is adequate [[28]], or that a change in a reused piece of 

evidence is propagated to other uses when considered necessary. Maintaining safety 

evidence traceability supports evidence reuse and the execution of the associated 

required activities.  

M5. Project management. Project management information such as that related to 

cost, effort, or degree of compliance is essential to make informed decisions during 

safety-critical system lifecycle. These decisions can be hard to make without adequate 

safety evidence traceability. For example, it allows the estimation of the cost of a 
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possible change, and helps practitioners decide whether the change should be 

implemented or not. 

4 Safety Evidence Traces 
 

This section introduces the various traces necessary to create and maintain for safety 

evidence traceability. We represent these traces graphically in SafeTIM, the 

traceability information model for safety evidence that we propose.  

4.1 Traces to Create and Maintain 
 

Based on (1) the analysis of the motivation for safety evidence traceability in the 

previous section, (2) the traces that we have identified in previous work, and (3) our 

knowledge and experience, we present the set of traces that we regard as necessary for 

safety evidence. Nonetheless, we acknowledge that, depending on their purpose, some 

practitioners might not need all of the traces for a specific project, or would require 

other specific traces that are not mentioned below. The overall motivation that drives 

each trace is mentioned in brackets. 

Between artefacts (M1, M2, M3 & M5). Traces must be created between the 

artefacts managed during system lifecycle such as a requirements specification and 

test cases. For those artefacts used as safety evidence, the traces between them can 

result in a chain of evidence [[27]]: a series of related pieces of safety evidence. 

However, traces could also be maintained to and from artefacts for purposes different 

to safety assurance or compliance [[6]]. For example, one might need to trace 

artefacts for change impact analysis. Traces between artefacts can also be used for 

project management. For example, requirements that have not been tested can be 

determined. 

Between safety evidence and claims (M1-M5). Safety evidence is inherently 

targeted at supporting claims about system safety and thus at gaining confidence in it. 

When evidence changes, the confidence in the related claims can vary. Confidence in 

safety evidence can also vary if a claim changes. Traceability between evidence and 

claims support evidence reuse when similar or the same claims are made, for instance, 

in different projects. Analysis of the claims for which safety evidence exists is also 
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part of project management. When a claim refers to requirements of a safety standard, 

the related evidence aims to show compliance. 

Between safety evidence and arguments (M1-M5). Safety evidence alone might 

not be sufficient to gain confidence in a claim [[26]], and a justification might be 

necessary. Such a justification can take the form of an argument [[23]], which can 

clarify and substantiate claims based on safety evidence. When safety evidence 

changes, an argument might be affected, and likewise evidence might have to be 

revalidated when an argument changes. 

Between artefacts and reference artefacts (M2 & M5). Safety standards usually 

prescribe types of artefacts (i.e., reference artefacts) that have to be produced to show 

compliance. Practitioners must show how the concrete artefacts produced in a project 

materialise the reference artefacts. For example, DO-178C requires the creation of a 

reference artefact called Software Verification Results. Such a type could be 

materialised in a project by means of, for instance, a specific review (of requirements, 

code, etc.).  

Between pieces of safety evidence in relation to a claim (M1 & M3). Safety 

evidence traced to a claim could not only help gain confidence in its satisfaction, but 

could also make one lose confidence in the claim [[30]]. For example, a review could 

be used as a piece of evidence to support a claim about requirements accuracy, but 

other pieces of evidence (e.g., reviewer competence) could be used to show that not 

enough confidence exists in the accuracy. A relationship between two pieces of 

evidence can be created in order to specify that one supports or challenges the other in 

relation to a same claim. 

Between versions of an artefact (M1 & M2). An artefact can be modified, 

making a new version of a previous one. Maintenance of traces between the versions 

of an artefact can be necessary for safety assurance and even mandated by a safety 

standard. For example, it might be necessary that the versions of two related artefacts 

are consistent (e.g., because of temporal constraints), and configuration management 

practices can be required [[6]]. 

Between (re)uses of an artefact (M3 & M4). An artefact used in a project (e.g., 

as evidence) can be reused to support different claims in the same or in a different 

project. Maintaining traces between these uses is necessary mainly for change impact 
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analysis.  Modification of an artefact in some of its uses might affect the others. For 

example, a new fault could be identified in a component used in one project and the 

same component might have been used in different projects. This trace would help to 

identify all the projects in which the component has been used and would allow the 

system supplier to change the required artefacts accordingly. It is also especially 

important to keep these traces when the artefacts reused are duplicated. 

Between artefacts and activities (M2, M3 & M5). Artefacts are the result of the 

execution of some activity [[25]]. For example, test results can be produced in some 

validation activity. It is necessary to trace artefacts and activities so that practitioners 

can (1) identify the activities that might have to be re-executed due to artefact 

modification, and (2) show that they have executed the activities mandated in a 

standard. At the same time, this trace can also act as a measure to keep track of 

activities that have not yet been executed in a project. 

Between artefacts and techniques used to create them (M1, M2 & M5). For 

safety assurance, an essential aspect of the artefacts managed in a project is to know 

how the artefacts have been created. More concretely, it is necessary to know the 

means (i.e., the techniques) used. Safety standards sometimes specify the techniques 

that should or must be used to create some artefacts. In many regulatory contexts, 

system suppliers are not completely free to use a given technique unless they justify 

the suitability of their selection. 

Between artefacts/pieces of evidence and provenance (M1, M3 & M5). Traces 

between artefacts and the information about their management (who created it, when 

it was created, artefact evaluations, etc.) can be very important for safety assurance 

[[30]]. This information can also help practitioners to decide on who should deal with 

changes in an artefact. Pieces of evidence can also have provenance information (e.g., 

who approved it). 

4.2 SafeTIM: A Traceability Information Model for Safety 
Evidence 
 

Based on the traces identified, we propose a traceability information model for safety 

evidence called SafeTIM. The model is shown in Fig. 1 in the form of a class 
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diagram. The importance of explicitly creating a traceability information model for 

safety critical projects has already been highlighted in past research [[8]]. 

The definition of each class is based on past work. Every class has a unique 

identification attribute (ID) for implementation purposes [[4]][[8]]. SafeTIM classes 

are defined as follows. 

x Artefact: Individual, identifiable units of data managed (used, modified, and/or 

produced) throughout system lifecycle [[8]][[30]].  

x Piece of Evidence: The use of an artefact as evidence for a claim [[30]]. 

x Claim: Propositions being asserted in relation to system safety (or other safety-

related system properties) [[30]][[29]]. 

x Artefact/Evidence Provenance: Characteristics of artefacts (or pieces of 

evidence) that correspond to information related to their lifecycle and the 

responsibility for their management [[30]].  

x Project: An individual or collaborative enterprise [[29]] for system assurance 

or certification and in which artefacts are managed [[30]].  

x Version: A particular form of an artefact differing in certain respects from an 

earlier form or other forms [[30]][[29]]. 

x Argument: A body of information (or reasons [[29]]) presented with the 

intention to establish one or more claims about system safety through the 

presentation of related supporting claims, pieces of evidence, and contextual 

information [[30]]. In essence, an argument aims to justify the validity of a 

piece of evidence for a claim.  

x Participant: A party involved in the management of an artefact or piece of 

evidence [[29]]. 

x Artefact Relationship: This class represents the existence of a relationship and 

thus of a trace between two artefacts [[30]][[12]]. A relationship can be 

recorded in an artefact if the relationship itself is used as evidence (e.g., DO-

178C explicitly requests the provision traceability information). Examples of 

types of relationships between artefacts (e.g., with regard to the content, 

abstraction, or evolution of an artefact) can be found in [[30]][[12]][[14]]. 
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x Evidence Relationship: This class represents the existence of a relationship 

and thus of a trace between two pieces of evidence in relation to the confidence 

in the validity of one of the pieces according to the other [[30]][[30]][[12]]. 

x Reference Artefact: Types of unit of data that a safety standard prescribes to be 

created and maintained during system lifecycle. Reference artefacts are 

materialised in assurance projects by means of (concrete) artefacts [[30]]. This 

means that these artefacts have the same or a similar structure (syntax) and/or 

purpose (semantics) [[4]]. 

 

 
Fig. 1. SafeTIM – A Safety Evidence Traceability Information Model 

 

x Activity: A unit of work that requires, modifies and/or produces artefacts [[30]] 

and corresponds to something being performed in system lifecycle [[29]]. 

Activities can be defined at different degrees of granularity (process, phase, 

task, etc.). 

x Technique: A specific procedure through which a particular way of creating an 

artefact is accomplished [[29]].  

There are also three enumerations in SafeTIM. 

x Event Type: This enumeration corresponds to types of events that can occur in 

the lifecycle of an artefact or piece of evidence [[30]][[29]]. Its literals are: 

� Creation: When an artefact or piece of evidence is brought into existence. 

ID: String
name: String
description: String
status: StatusType
location: String

Artefact

ID: String
name: String
description: String

Claim

ID: String
impact: ConfidenceImpactType
staus: String

PieceOfEvidence
ID: String
impact: ConfidenceImpactType

EvidenceRelationship

ID: String
name: String
description: String

Argument

ID: String
name: String
description: String

Activity
ID: String
name: String
description: String
aim: String

Technique
ID: String
name: String
description: String
status: StatusType
location: String

Version

ID: String
name: String
description: String
role: String
phone: String
email: String

Participant

ID: String
type: EventType
description: String
timeStamp: Date

EvidenceProvenanceID: String
type: EventType
description: String
timeStamp: Date

ArtefactProvenance

ID: String
name: String
description: String

ReferenceArtefact

ID: String
name: String
description: String

ArtefactRelationship

ID: String
name: String
description: String

Project

creation
modification
evaluation
approval
revocation

<<enumeration>>
EventType

confirmation
support
challenge
refutation

<<enumeration>>
ConfidenceImpactType

toValidate
valid
approved
revoked

<<enumeration>>
StatusType

1..*

0..*
0..*

0..* 0..*

0..* 0..*
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0..*

1
1

1
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� Modification: When a change is made in some characteristic of an artefact 

or piece of evidence.  

� Evaluation: When an element is assessed or evaluated. 

� Approval: When an element is accepted as satisfactory or as valid. 

� Revocation: When an element is cancelled or withdrawn. 

x Status Type: This enumeration corresponds to the status of an artefact or piece 

of evidence, for instance, after a change in some related information. Its 

literals are: 

� To Validate: The validity of the artefact or piece of evidence has to be determined. 

� Valid: The artefact or piece of evidence is regarded as adequate for safety 

assurance and/or certification, but it still has to be approved. 

� Approved: The artefact or piece of evidence has been evaluated as valid, and not 

further evaluation is necessary unless some change takes place.  

� Revoked: the artefact or piece of evidence has been cancelled, withdrawn or 

revoked. 

x Confidence Impact Type: This enumeration corresponds to the types of 

confidence in the validity of one evidence element as a result of the existence 

of another evidence element. Its literals are: 

� Confirmation: The validity of an evidence element is confirmed or established 

because of the existence of another evidence element. 

� Support: The validity of an evidence element is supported or provided by the 

existence of another evidence element. 

� Challenge: The validity of an evidence element is challenged or disputed by the 

existence of another evidence element. 

� Refutation: The validity of an evidence element is proven to be wrong because of 

the existence of another evidence element.  

4.3 Model Validation  
 

We developed SafeTIM with close reference to the results obtained from two large 

previous studies: a systematic literature review (on 216 publication) on the state of the 

art [[1]] and a survey (with 52 participants) on the state of the practice [[6]] 
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concerning safety evidence management. In addition, most of the authors of this paper 

have extensive experience in safety assurance and certification in industry. Although 

the creation of the model based on our own knowledge and experience could be 

regarded as an implicit validation, we have performed further explicit validation. 

The validation presented in this paper corresponds to the review of documentation 

(and artefacts) from real safety assurance and certification projects. These reviews 

were aimed to identify information in the documentation that map to the structure of 

SafeTIM. This way, we could explicitly validate that SafeTIM concepts and 

relationship have been used in real projects.  

For the validation, we reviewed the following documentations: 

� A synopsis of several safety studies and system specifications (e.g., safety 

requirements) of a sub-system targeted at complying with ISO26262 [[31]] in the 

automotive domain. 

� The system safety case from a railway project that was certified against 

CENELEC standards [[32]]. 

� The system safety case, the safety plan, two sub-system safety cases, two hazard 

logs, several safety studies (e.g., the preliminary hazard analysis), several system 

specifications (e.g., requirements and design specifications), several V&V 

(verification and validation) plan reports (e.g., test procedures), several V&V 

results reports (e.g., testing results), and several safety certificates (which 

correspond to the approval for executing some activity) from another railway 

project that was also certified against CENELEC standards. 

We provide the following information about the documentation reviewed in order 

to show the size of the projects. For the sub-system of the automotive domain, the 

safety studies had a number of hazards that were mitigated and traced back to around 

50 specific safety requirements. For the first railway project, the safety case consisted 

of almost 200 pages. For the second railway project, the safety plan consisted of over 

35 pages. One of the hazard logs contained over 500 entries and over 2,500 traces 

from safety requirements to other six different types of artefacts. A typical example of 

the type of the railway projects has around 10000 requirements. More specific details 

cannot be provided for confidentiality reasons. 

The main findings from reviewing these projects are as follows: 
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� All the classes and relationships of SafeTIM could be identified in several 

artefacts. 

� In some cases, SafeTIM information was not explicit in the artefacts. For 

example, the safety cases did not explicitly contain information regarding 

arguments. However, arguments for justifying the use of an artefact as evidence 

could be extracted from the safety cases. 

� We did not find any examples of counter-evidence (i.e., confidence impact 

corresponding to Challenge or Refutation). The reason could be that the 

documentation we reviewed corresponded to the final artefacts used to show 

system safety for the projects. However, we believe that practitioners should 

consider counter-evidence for their claims for reasons such as avoiding 

confirmation bias [[33]]. We neither found artefacts or pieces of evidence that 

were revoked, probably for the same reason. 

� The companies had their own defined event types, but they can be mapped to 

those proposed in SafeTIM. 

It must also be noted that the terminology used in SafeTIM is not exactly the same 

as the terminology used in some domains or safety standards. For example, the 

concepts of work product in ISO26262 or data item in DO-178C correspond to 

Artefact in SafeTIM. 

In addition to the above documentation, we have also reviewed examples of safety 

evidence information in related work (e.g., [[26]]) and in OPENCOSS deliverables 

(e.g., [[34]]) to validate SafeTIM. We have also checked different safety standards 

(e.g., [[27]][[31]][[32]]). 

Fig. 2 shows an illustration of the use of SafeTIM based on the information of one 

of the railway projects. The figure corresponds to an instance of SafeTIM. The 

information presented in the figure is generic and corresponds to the sanitised version 

of real data for publication purposes due to intellectual property constraints. 

Nonetheless, we believe that the illustration is sufficient to show one example of how 

the elements and relationships of SafeTIM correspond to the information of a real 

safety assurance and certification project. 

In the example, the Artefact safety plan has a relationship to the Claim made about 

the description of the methods used to ensure that the safety goals are met. The 
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artefact therefore is used as evidence for the particular claim with a confidence impact 

type Support. The safety plan is produced as a result of the Activity specification of 

the safety plan. The safety plan is used as input in the Activity preliminary hazard 

analysis. Apart from the activity, specific Techniques such as failure mode and effect 

analysis are employed in the project to give create artefacts. The model also shows 

some relationships between several artefacts. For example, a specific Artefact namely 

hazard log entry is part of the hazard log. The structure of the hazard log is defined in 

the safety plan. Since the example illustrates the information reviewed from one 

railway project, all the artefacts are managed by the same Project. Every artefact has 

Provenance information such as who created it and when, who owns it, and what is 

the role of the person involved along with contact details. Some artefact had versions 

in this example, as shown in the figure.  

 

 
Fig. 2. Instance of SafeTIM concepts and relationships from a railway project 

 

5 Discussion 
 

In this section, we compare SafeTIM with other similar models. We also discuss the 

various challenges of safety evidence traceability and its application.  
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5.1 Comparison with Other Models 
 

An important difference between SafeTIM and other evidence models (e.g., [[30]]) is 

the explicit distinction between artefacts and their use as evidence. In our notion, a 

piece of evidence cannot exist on its own. An artefact only represents information 

used, modified, or produced in some activity. An artefact can be used as evidence 

when associated to a claim. Furthermore, an artefact can be used as evidence for 

several claims. As a result, emergent evidence properties arise that do not exist in an 

artefact per se. Such properties depend on a claim. For example, an artefact can 

support some claims and challenge others. The need of defining new concepts in a 

conceptual model in such cases has been acknowledged in the literature (e.g., [[30]]).  

When compared to the models reviewed in Section 2.2, SafeTIM can be regarded as a 

combination of some models. For example, SafeTIM includes process-related and 

artefact-related information as in [[25]], and evidence-specific information as in 

[[26]].  On the other hand, some models (e.g., [[4]][[25]]) correspond to instances of 

SafeTIM. This is logical given the fact that these models are specific to some projects 

or safety standards and SafeTIM provides a more abstract picture. In this sense, we 

have benefited from the past work while trying to mitigate and address possible gaps 

and limitations. One of such limitation, and as explained above, is the need for 

differentiating artefacts and pieces of evidence in the model. 

One aspect that must be noted in SafeTIM is that it only includes direct 

relationships to and from safety evidence (i.e., to and from the Artefact and Piece of 

Evidence classes). More relationships can be maintained to and from the other classes, 

and thus indirect relationships with evidence can exist. For example, an activity in a 

project can correspond to the materialisation of a reference activity of a safety 

standard. Likewise, relationships can be established between Activity and Technique 

in order to specify the techniques used to perform some activity. In addition, more 

classes can be included for modelling the possible attributes of an Artefact (e.g., the 

result of the execution of a test case, which could be passed or failed) to extend 

SafeTIM.  

Although SafeTIM tries to provide a global picture, we understand and 

acknowledge that it cannot be regarded as a fully finished model. Firstly, and as we 
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have mentioned, it only deals with the direct relationships to and from evidence. 

Secondly, the model will be integrated in a common certification framework (Section 

2.1). This framework will consist of more concepts and relationships. Thirdly, the 

model has only been validated in a static way [[35]]. We plan to conduct case studies 

to analyse how practitioners can benefit from using SafeTIM. Finally, tool support 

must be developed to facilitate the adoption of SafeTIM in the industry. 

Last but not least, and as acknowledged by several authors (e.g., [[4]][[36]][[37]]), 

defining a traceability information model at the earliest is essential so that traceability 

activities succeed in industry. Therefore, we believe that SafeTIM can definitely 

enable and improve safety evidence traceability practice. 

5.2 Challenges for Safety Evidence Traceability 
 

We regard the following list as the major challenges for safety evidence traceability in 

practice nowadays. Some of these challenges are specific to safety evidence, while 

others are generic challenges to traceability that has significant effect on safety-

critical systems.  

Vast amount of artefacts and evidence to trace. Management of vast amounts of 

data has always been a challenge for information systems [[30]], but it becomes even 

more demanding in the safety-critical domain due to strict regulatory compliance and 

the vast amount of evidence to create, maintain and trace. For example, we identified 

a set of 49 basic, generic types of safety evidence from the literature [[1]], which can 

correspond to over 100 types for some standards (e.g., [[31]]). In addition to the 

challenges inherent to traceability, practitioners can have problems to ensure the 

consistency of evidence traces. Guidance and tool support are necessary.  

Artefacts and evidence can be located in many different locations. Building a 

critical-system in parts simultaneously in different locations around the world can 

cause problems in traceability since artefacts used as evidence are in locations 

different to where the final certification documentation (e.g., a safety case) is 

developed. This causes problems, such as the coordination of work among distributed 

development teams and difficulties to ensure that the results are consistent and will 

not pose any certification risk. 
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Artefacts and evidence are created with and stored in different tools. System 

suppliers usually have a tool-chain for development, and seamless integration of these 

tools for safety evidence collection can be difficult. Evidence combination can also be 

hindered because of the heterogeneity in the formats of the artefacts [[30]]. 

Confidence in the traces maintained. One of the main challenges that both 

system suppliers and certifiers face is in gaining confidence in the traces maintained. 

Providing traces to and from safety evidence are far from enough, as practitioners 

must aim to be sure that the traces presented are consistent and correct [[8]].  

High effort and cost. Although better traceability practices can reduce 

development effort and costs [[9]], reality is that it is still a time-consuming activity. 

As a result, practitioners can end up only dealing with a limited set of traces, usually 

those mandatory for compliance. However, this might pose certification risks later, or 

make change management very expensive. Again, adequate guidance and tool support 

are very important to face this challenge. 

Need for purpose, value-based traceability. In relation to the previous challenge, 

it is essential that the need for and purpose of safety evidence traceability is clear to 

those involved in the activity [[8]]. Otherwise, traceability might not be managed as 

well as it should be, or its importance might be underestimated. Practitioners must 

define and be aware of the value of tracing beyond the scope of a single project. For 

example, adequate safety evidence traceability can facilitate system reuse and change 

impact analysis in the future, and thus reduce costs. 

Some of the above challenges such as the vast amount of artefacts and evidence to 

trace, artefacts and evidence located in many different locations, and artefacts are 

created with and stored in different tools can be tackled by employing a good 

traceability strategy such as the one proposed in this paper.  

6 Conclusion 
 

This paper has presented an analysis of safety evidence traceability based on our 

knowledge of the state of the art and practice on safety evidence management. The 

paper presents what we consider as the major motivations that drive the need for 

evidence traceability. The paper also identifies the traces that need to be created and 

maintained between safety evidence information items and between evidence and 
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other assurance assets such as claims. As a result of this analysis, we have proposed 

SafeTIM, a traceability information model for safety evidence.  

SafeTIM provides the set of fundamental concepts and relationships necessary to 

enact evidence traceability in real industrial settings. In addition to making a clear 

distinction between the artefacts managed during system lifecycle and their use as 

evidence for a claim, SafeTIM tries to provide a global picture of evidence 

traceability. We have validated the model with documentation from three different 

real safety assurance and certification projects. The validation showed that all the 

classes and relationships of SafeTIM were present in the documentation. In some 

cases, the presence of the classes and relationships was implicit. 

The paper has also compared SafeTIM with other related models and presented 

what we regard as the major challenges for evidence traceability. In general, we 

consider that new guidance and tool support can significantly facilitate evidence 

traceability in industry. 

As future work, we plan to extend SafeTIM within the context of the common 

certification framework to be developed in OPENCOSS, and further validate and 

evaluate the model in industrial case studies. We also aim to find solutions to some of 

the challenges presented in the paper.  
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Abstract:  

Expert judgement plays an important role in the assessment of safety of a system. In 

spite of its importance, we currently know little about how experts make their 

decisions concerning the acceptability of safety evidence. We also know little about 

the criteria that contribute to the expert´s decisions and consistency of decisions. The 

goal of this study is to contribute towards more knowledge on expert judgements by 

examining how experts use and understand three quality criteria of evidence: 

completeness, sufficiency and overall confidence. We interviewed seven experts on 

how they assess evidence based on these criteria. A synthesis of the interview 

responses was then discussed in a focus group consisting of 19 experts. The results 

suggest that: (i) Different experts sometimes understood the same evidence criteria 

differently, (ii) The evidence assessment process varied substantially from expert to 

expert, (iii) Important safety assessments were frequently based on subjective 

evaluations, and (iv) The rationale and uncertainties involved were not always made 

explicit. We identified a set of generic factors that frequently influence the expert’s 

decision on the acceptance of the evidence. Better knowledge concerning how experts 

assess safety evidence may contribute to the development of more systematic 

assessment processes and tools. 
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1 Introduction 
 

Failures in safety-critical systems have the potential to cause death or injury to people 

and harm to the environment [1]. Such systems are typically subject to safety 

certification, involving some form of assessment activity. The goal of this process is 

to provide a formal assurance that a system will function in an acceptably safe manner 

in its intended operating environment [2]. Assuring acceptable safety of a system 

relies on building sufficient confidence in the safe operation of the system in its 

operating context. For assuring safety, the system will often have to satisfy 

requirements set by safety standards such as IEC61508 [3] for a broad class of 

programmable electronic systems, DO-178C [4] for avionics, the CENELEC 

standards (e.g., [5]) for railway, and ISO26262 [6] for the automotive sector. 

In order to achieve a satisfactory level of confidence in the fulfilment of the safety 

requirements, evidence has to be collected [7]. Evidence for safety certification and 

assurance can be defined as  “information or artefacts that contribute to developing 

confidence in the safe operation of a system” [8]. Some generic examples of types of 

safety evidence, among several others, are test results, system specifications, and 

personnel competence. Different ways to assess safety evidence are reported in [9, 

10]. 

System safety assessment, and as part of that safety evidence assessment, can be 

classified broadly in three categories: rule-based, probabilistic and expert judgment-

based [11]. These categories are not necessarily independent of each other and may 

overlap, e.g., the probabilistic safety assessment may be influenced or even based on 

expert judgment. The objective of a rule-based safety assessment is to assess the 

degree of compliance of the system to the established rules e.g., safety standards. The 

objective of a probabilistic safety assessment (PSA) is to check if the probabilities of 

hazards are below required safety limits. The limits are often set by safety standards 

or obtained from operational experience. In some cases the process of assessing safety 

cannot be fully based on explicit evaluation steps or rules and requires expert 

judgment.  

Recent studies have shown that determining the confidence in the safety of a 

system as a whole, and, as a part of that process, confidence in individual pieces of 
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safety evidence is challenging for both industry [10] and academia [8]. One of the 

challenges might be in formulating the rules and critical probability levels so that they 

can be objectively assessed. In the case of assuring safety-critical software systems, 

the required levels of reliability may be so high that there are no practical methods 

available for objectively evaluating whether the system achieves the required level of 

reliability or not [12, 13]. The assessor or the safety engineer may have to judge a 

wealth of evidence regarding the specification of the system, details of the design, the 

quality assurance steps taken, and the vast results of testing performed to ensure 

overall safety. This evidence may have to be assessed based on a number of criteria, 

such as adequacy, sufficiency, completeness, and trustworthiness in the context of 

use. In addition, the evidence alone is frequently not sufficient to demonstrate 

compliance to a safety standard or to develop confidence in the safe operation of a 

system. In a large-scale critical system, it is common to draw confidence in the safety 

of the system through the process of constructing and presenting an assurance or 

safety case, i.e., through “a structured argument, supported by a body of evidence, 

that provides a compelling, comprehensible and valid case that a system is safe for a 

given application in a given environment” [14]. The assessor also has to analyse the 

validity of the argumentation connecting the evidence to the final conclusion 

regarding safety. All of the above tasks may require judgments from skilled experts. 

The strong reliance of judgment-based processes implies that expert judgment may be 

considered as a de facto method for assessing safety of a system. In a recent survey, 

we identified that expert judgment with recorded rationale has been reported as the 

most frequent approach to evaluate safety evidence [10].  

While expert judgment may be very good, it can also be erroneous [15] and 

inconsistent [16], i.e., perceptions and judgments of safety of the same system may 

vary between experts and even for the same expert on different occasions. One way to 

evaluate and improve expert judgments and decisions is to evaluate the processes 

used, the factors they consider and to analyse to what extent they are systematic. 

Unfortunately, current literature on safety assurance and certification lacks in-depth 

understanding of how experts gain confidence in system safety and safety evidence 

[9]. Only, a few studies have dealt with human judgment in safety assessment and 

provide ways for confidence specification (e.g. [17, 18]). Other studies have 
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attempted to define various criteria on which evidence may be assessed (e.g. [19, 20]). 

These studies provide a set of criteria based on the authors’ knowledge and expertise 

in their domain, but may not be representative of real world assessment in industry. 

We believe that more knowledge concerning how practitioners assess and accept 

evidence may be useful to better support and improve expert judgment in safety 

assessment contexts.  

An improvement of this type of knowledge is the main goal of this paper. For this 

purpose, we conducted in-depth interviews with seven safety experts from different 

domains. We focussed the interviews on how they (as experts) assess safety evidence 

with respect to three quality criteria of evidence commonly found in literature: 

completeness of evidence, sufficiency of evidence and overall confidence in evidence. 

We used the interviews to examine if the understanding of these three criteria differs 

between the experts, or perhaps even differs for the same expert for different context, 

and how the experts’ formulate overall confidence in the evidence. We used the 

interviews to identify factors or properties of the evidence that may influence the 

experts’ judgements regarding the assessment criteria. The results of the interview 

study were later discussed in a focus group consisting of a panel of 19 safety experts 

and summarized as a list of factors that frequently influence the expert’s decision on 

the acceptance of the safety evidence. Our previously reported large-scale systematic 

literature review on safety evidence characterisation, structuring, see [9], suggests that 

the current study 3  is the first attempt to represent the state-of-practice on safety 

evidence assessment from the perspectives of the experts involved.  

The remaining part of the paper is organised as follows: Section 2 discusses related 

work, Section 3 describes the research method employed and threats to validity of the 

study, Section 4 presents the factors that influence the evidence assessment process of 

the safety experts, Section 5 discusses the results, and Section 6 concludes and 

describes future work.  

 

 

                                                           
3 The study presented in this paper is conducted as part of OPENCOSS (http://opencoss-project.eu), a large-scale European 

Union research project on safety certification in the railway, avionics and automotive domains. 
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2 Related work 
 

Human judgment, including confidence judgment, has been the subject of much 

research [21, 22]. The research provides insights into the processes and information 

that are used to produce high quality judgment, and the context in which judgment 

processes can be flawed [23, 24]. In spite of the importance of expert judgment in 

system safety assessment, we were not able to identify much research on this topic. 

The studies and other work identified, of relevance to our paper, are briefly 

summarized in this section. 

A taxonomy of issues related to the use of expert judgement in probabilistic safety 

assessment is reported in [25]. The authors classify issues surrounding the expert 

judgement process into two broad categories (a) elicitation, and (b) the use of expert 

judgements. The authors conclude that perhaps the most important drawback of the 

reliance on expert judgment stems from the lack of adequate understanding and 

treatment of expert biases. Ways to elicit and combine expert knowledge in 

probabilistic risk assessment are documented in [26, 27]. These papers provide an 

overview on how to make expert judgment systematic, explicit and documentable so 

as to be better reviewed by others. They also iterate the importance of making 

decisions based on the quality of evidence rather than unjustified opinions. Some 

authors have focussed on improving expert judgement in the safety and reliability 

context [28, 29]. These studies highlight the importance of documenting expert 

judgement in an explicit manner. The studies highlight key areas of weaknesses of 

expert judgment and provide recommendations based on experience with practical 

application.  

Several researchers have proposed to represent expert knowledge in the form of 

Bayesian Belief Networks (BBN) for assessment of dependability and safety [30-34]. 

These BBN models have provided various factors for the assessment of safety. 

Although plausible, BBN´s can be difficult to use in practice [10]. BBN models have 

less capacity to scale to large-scale systems and their completeness is always a 

weakness. Another major weakness is their heavy reliance on the (potentially 

complex) configuration of probability tables, which in turn rely on the availability of 

prior probability information. A huge amount of effort is required to generate the 
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probability tables and model the assessment in BBN. Furthermore, their reliance on 

the prior probability information makes it difficult to capture uncertainties and 

ignorance in the judgement. Ways to assess the conformance of a system to the safety 

requirements with the help of assurance cases and safety cases is reported in [35]. The 

authors argue that explicit and structured arguments called conformance arguments 

can clarify and substantiate claims of conformance to software assurance standards 

and thereby facilitate greater confidence and improve the predictability and 

repeatability of compliance assessment outcomes. In line with the above work, [36] 

focuses on factors that influence the confidence of a regulator or assessor on the 

acceptance of safety cases.  They detail some possible factors such as experience, 

domain knowledge, etc. that contribute to building confidence and also acknowledge 

that there might be other factors that influence the expert´s decision. The authors 

claim that information uncertainty and inadequate understanding can affect the 

confidence in safety cases. Other work, such as [20], discuss properties of software 

evidence, drawn from the author´s experience working in the domain. The author 

details two types of properties of evidence: (i) Evidence that can be objectively 

audited, and, (ii) Evidence that depends on expert judgement. The author emphasises 

that understanding the properties of the evidence before the development and 

assurance process ensures that suitable evidence is collected for conformance. This 

will help in avoiding any dispute with regulators or independent assessors.  

The use of argumentation for assessing the confidence in the evidence by modelling 

the evidence and establishing rigorous arguments to support the evidence is 

recommended in [37]. In this paper the authors introduce the concept of evidence 

assertions that are factual information concerning an item of evidence and do not 

require support from further arguments or evidence. The authors discuss properties of 

evidence, such as trustworthiness and appropriateness, towards which assertions are 

made. Along the same line, the approach proposed in [38] allows one to establish 

confidence in a system´s software through software safety arguments based on 

categorisation of evidence independent of the development process. The author 

proposes a novel approach for considering and explicitly describing safety case 

assurance that expresses the level of assurance for the arguments employed. The 

majority of the work in this area of establishing confidence through safety cases has 
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attempted to combine the strengths of safety cases and BBNs, with its scaling 

limitations discussed earlier in this paper, to allow for efficient assessment of 

confidence through formalism [17, 39-41].  

Special working groups, such as the Software Systems Engineering Initiative 

(SSEI) and Object Management Group (OMG), have provided processes and models 

of confidence, trustworthiness and sufficiency of safety evidence. A systematic 

evidence selection process based on the capability of the evidence types in terms of its 

intent, coverage and trustworthiness is presented in [42]. The report categorises safety 

evidence into four broad categories (Testing, Analysis, Review and Field experience) 

and discusses how evidence in these categories should be assessed to justify their 

sufficiency. OMG´s SACM [43] presents a broader view of all the various elements 

that the safety evidence is connected to through an assurance case meta-model. The 

SACM Evidence Metamodel defines a catalogue of elements for constructing and 

interchanging precise statements related to evidence in support of various assurance 

efforts. Although the SACM Evidence Metamodel provides the basis for logical 

design of tools for storing, managing, cross-referencing, evaluating, and reporting of 

evidence during assurance efforts, it does not provide knowledge on the expert 

judgement process of evidence assessment.  

In summary, much of the previous work has helped us understand the process of 

establishing confidence in the safety of a system and the confidence in individual 

pieces of evidence. However, only a small subset of the previous work has examined 

the safety criteria used in real-world safety assessment process. Most studies only 

provide frameworks on how to specify confidence in safety assessment, without 

providing practical guidance on the process of how to gain this confidence. Work that 

attempts to define safety criteria, such as trustworthiness, appropriateness, 

consistency, sufficiency, completeness, relevance, validity, and suitability, tend to 

provide a set of criteria for evidence assessment based only on the authors’ 

knowledge and expertise in their domain. They do not addresses how experts arrive at 

safety decisions and what influences their judgement. Moreover, the existing 

knowledge may not be representative of real world safety assessment in industry.  

The importance of expert judgment in safety evidence assessment, together with the 

lack of in-depth research on it, has been a major motivation for our study. More 
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insight on how practitioners assess and accept evidence is useful in order to better 

understand and improve expert judgment and decision-making in safety assessment 

contexts. 

3 Research methodology 
 

Qualitative research methods are useful when the purpose is to explore an area of 

interest and to obtain an overview of a complex area [44]. Qualitative research 

methods are often preferred when the aim of the study is to improve the 

understanding of a particular phenomenon, from different perspectives, because such 

methods allow exploring and investigating the social, cultural and psychological 

factors in the context and focus on gaining in-depth knowledge. Characteristics of 

qualitative research methods do consequently fit our overall goal i.e., to better 

understand expert judgment processes in safety assessment. 

A commonly used qualitative research method is phenomenological enquiry [45]. 

In this method, the researchers, in order to understand the true phenomena under 

study, try to withdraw from any preconceived ideas about the research question being 

studied. In this way, the participant’s experiences are explored in a less judgmental 

and less biased way than many other methods. With this as a basis, to enquire on the 

phenomenon of evidence assessment, we designed a semi-structured interview (see 

Section 3.2) which was later followed-up by a focus group discussion (see Section 

3.3). A semi-structured interview as opposed to a structured interview allows the 

flexibility of in-depth discussion on the phenomenon with the introduction of new 

ideas and queries during the interview process based on what the interviewees 

comment. A focus group interview capitalises on communication between the 

participants in order to generate data and richer understanding of the studied 

phenomena. This allows participants to ask each other questions, exchange anecdotes, 

and comment on experiences and perspectives.  

As argued earlier, the literature includes many criteria to assess the quality of 

evidence, but has failed to provide an understanding of how these criteria are 

understood and used by the safety experts. When we attempted to understand the 

meaning of these criteria for evidence assessment during the literature analysis of this 

study, it was evident that they differ from one another and that there is no unified 
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understanding. For example, completeness of safety evidence in [46] is related to 

meeting all the requirements from standards, i.e., to be compliant with standards, 

whereas completeness (also referred to as comprehensiveness) of the evidence in [20], 

is judged with respect to an objective definition of coverage defined by the process 

for creation of the evidence.  

The lack of a unified understanding of the commonly used evidence criteria 

motivated this study’s focus on the three criteria: Completeness of the evidence, 

sufficiency of the evidence and overall confidence in the evidence. We wanted to 

better understand the expert’s interpretations and assessment processes, including the 

extent to which experts regard the criteria as synonyms, e.g. to what extent 

completeness of the evidence in practice would be the same as the sufficiency of the 

evidence. This is important in helping to understand the expert judgement process 

since it will provide an overview of the potentially distinct roles of the first two 

criteria namely completeness and sufficiency, in gaining overall confidence in the 

evidence. 

3.1 Research Questions 
 

We formulated the following research questions (RQs) 

RQ1. To what extent do experts use evidence assessment criteria to judge 
evidence quality? 

This questions aims at identifying to what extent safety experts assess the quality of 

evidence based on predefined criteria. The study focuses on the on the following three 

sub-RQ: 

x RQ1.1. What does completeness of the evidence mean to the safety experts 
in terms of evidence assessment? 

x RQ1.2. What does sufficiency of the evidence mean to the safety experts in 
terms of evidence assessment? 

x RQ.1.3. Is there a difference between the interpretation of completeness of 
the evidence and sufficiency of the evidence? 

The aim of this RQ is to see if the two criteria have distinct roles in drawing 

conclusions regarding the evidence. This will allow us to verify if the criteria refers 
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to different phenomena in practice and if the distinction between them contribute 

towards establishing overall confidence in the evidence.  

RQ2. How do experts establish an overall assessment of confidence in evidence?  
The study focuses on the following sub-RQ: 

x RQ2.1. Which factors influence the expert’s judgement when assessing the 

overall confidence in the evidence? 
A better understanding of these factors would allow us to understand the 

expert judgement process clearer and potentially help making the expert 

judgement process more systematic and consistent. 

RQ3. What do the experts believe will help them in improving their expert 
judgement-based safety assessment? 

The answer to this RQ may allow future research efforts to focus on solving 

practical industrial challenges associated to expert judgement in safety assessment 

contexts. 

3.2 Interview Study (Part 1) 
 

The first part of the investigation to answer the above RQs was a set of semi-

structured interviews. The following sections detail the planning, data collection and 

analysis of the interviews. 

 

3.2.1 Planning 
 

An interview instrument with focus on completeness, sufficiency and overall 

confidence in the evidence, henceforth collectively referred to as the tri-assessment 

criteria, was designed. The questions were designed with discussion as the main focus 

and were open ended. The openness of the questionnaire allowed us to question 

further as to how experts assess the criteria and the specific factors that they consider 

during assessment. The questions were divided into four parts, one part for each 

criterion and one part for questions about future improvements: 

x Completeness – This part contained questions that focused on what the term 

completeness meant to the expert. Open-ended questions such as how experts 

determine completeness, what factors do they consider to determine its 
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satisfaction, and how are these factors applied were asked. More detailed 

questions and discussions on specific evidence types, e.g., a discussion on how 

completeness of a fault tree analysis result is determined, were added when 

desirable. 

x Sufficiency – This part started with questions on whether the experts considered 

sufficiency to be different from completeness and if so, how it differed. Open-

ended questions were asked about how experts judge the sufficiency of the 

evidence, what factors they consider in the process and how are they applied. 

Based on the responses, the discussion focused on specific evidence types. 

x Confidence – The third part of the interview concerned how experts establish 

overall confidence in the evidence. We asked open-ended questions about specific 

factors that influence the confidence in the evidence both positively and 

negatively. Discussion focused on the origin of these factors, how they are applied 

(e.g., whether they were applied systematically or not) and how confidence is 

recorded. When required, specific evidence types were discussed more in detail.  

x Future Improvements – The final part of the questionnaire focused on future 

improvements that the experts would like to see in order to improve expert 

judgement in safety assessment. 

The experts were asked to provide an example from their experience in cases where 

further clarification was required. As a concluding remark to each interview, the 

interviewees were asked if there were any important topics or questions that were not 

covered. This allowed us to validate that the questionnaire covered the important 

topics of interest in the scope of the study.  

We tested the instrument through a pilot interview. Some questions were clarified 

but none significantly changed. The structure of the interview and the time required to 

conduct the interview were tested and improved before the main interviews.  

The experts were chosen as a convenience sample, i.e., with expert’s part of the 

OPENCOSS project consortium. The OPENCOSS consortium is made up of 17 

partners from nine different European countries: Spain (1 partner), France (5 

partners), Italy (3 partners), The Netherlands (1 partner), Poland (1 partner), The 

United Kingdom (1 partner), Norway (2 partner), Germany (1 partner) and Belgium 

(1 partner). The consortium consists of research organisations, system or component 
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manufactures, software development and tool developers, software quality 

consultancies, and certification bodies. For this study, we only contacted system or 

component manufactures and certification bodies as they are directly involved in 

either collecting or assessing safety evidence for safety certification and assurance 

purposes. A set of experts within OPENCOSS project was initially contacted by e-

mail with a brief outline of the scope of the study. We received positive response 

from seven interested safety experts. The experts who were willing to participate in 

the study spanned three domains - avionics, railway and automotive. In spite of being 

a convenience sample, we think that the sample represent a typical set of safety 

assessment experts with a varied domain and background. TABLE 1 presents an 

outline of the background information of each expert. 
 

TABLE 1. Background Information about the Experts 
 

Expert Organization’s Role Country Expert’s Role Operation 
Domain 

Experience in Safety 
Related Activities 

A System/Component Manufacturer France Safety Assurance 
Manager Railways 10-11 Years 

B System/Component Manufacturer France Safety Assurance 
Manager Railways 8-9 Years 

C Software Development tool 
Developer and Consulting Belgium CEO/CTO Multi domain 9-10 years 

D Certification Body Italy Safety Assessor Railways 4-5 years 
E Certification Body Italy Safety Assessor Railways More than 20 years 
F Certification Body UK Safety Assessor Avionics 10 Years 

G Software Design and Process 
Consultants Italy Safety Expert Automotive More than 15 years 

 
3.2.2 Data Collection 
 

All the interviews were conducted either via Skype ® (http://www.skype.com/en/) or 

via phone. The same questions were asked to all the experts, but the order of the 

questions varied depending on the interviewee’s response to previous questions. In 

some cases additional questions (that were not initially in the questionnaire) were 

asked to follow up on the response until all areas of interest were covered. The first 

author conducted all the interviews. All the interviews varied from 90 to 120 minutes. 

The interviews were recorded and extensive notes were taken during the interview in 

order to gather all the required information. The discussion and replies that related 

directly to the research questions were transcribed in full. 

 

 

http://www.skype.com/en/
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3.2.3 Analysis 
 

The content analysis of the interview recordings was performed by creating a mind 

map [47]. Mind maps gather and structure information. The use of mind maps for 

transcribing interviews is not a new idea in qualitative research [48, 49]. Using mind 

maps for qualitative interviews integrate activities related to both transcribing and 

analysing. Moreover mind maps may improve the understanding of the collected data 

by providing a visual means for people to share perspectives and ideas. The first 

author originally constructed the mind map while listening to the interview recording 

and referred to the notes taken during the interview. The following steps were taken to 

create the mind map: 

Step 1 – The mind map started with a single node in the centre called Evidence 

assessment. We then created a node for each question (lets call this question nodes) 

by referring to a keyword in the question (e.g., evidence completeness, evidence 

sufficiency, overall confidence, etc.). Each of the question nodes was directly 

connected to the centre node via a branch.  

Step 2 – The first author listened to one interview recording at a time. We created a 

response node based on a keyword from the expert’s response for a particular 

question and connected it to the appropriate question node. Some interesting quotes 

were also created as nodes. Once the first recording was finished and an initial mind 

map was created, we reused the same mind map for the next recording and added 

additional nodes. In cases where we identified similar or common responses for a 

particular question node, we simply marked the number of occurrences of that 

particular response along side the node created for it. For example, responses 

regarding the competency of the person creating the evidence were mentioned several 

times in relation to the confidence in the evidence. For each occurrence of this factor, 

we marked a number by the side of the competency node.  

Step 3 – Once the entire initial mind map was created after listening to all the 

interview recordings, the first author analysed the map. Multiple occurrences and 

duplications of a factor were removed. We did not start grouping different response 

nodes at this stage. This was performed after the focus group meeting. 
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The final mind map contained five question nodes, and two to 14 response nodes 

with factors and quotes.  

3.3 Focus Group Meeting (Part 2) 
 

The results from the interview study (Part 1) were later discussed in a focus group 

consisting of safety experts made from various domains and countries. The following 

section details the planning, data collection and the final data analysis to merge the 

two parts.  

 
3.3.1 Planning 
 

The aim of the focus group meeting was to assess the generality of the results 

obtained in the interviews. The interview part of the study consisted of a population of 

only seven experts, and, the focus group discussion consisting of different industrial 

experts from various domains and countries was consequently useful to validate 

results and obtain feedbacks from a larger audience. None of the interview 

participants were part of the focus group members, ensuring independence in the 

initial results formulated. A 19-member panel of industrial experts from three 

domains (Avionics, Railways and Automotive) constituted the focus group. The 

experts worked predominantly in the safety-engineering sector and were from several 

different countries providing a more global validation of the interview results. 

TABLE 2 presents an overview of the background information of the focus group 

panel. 

 

3.3.2 Data Collection 
 

The focus group meeting started with a brainstorming session where the experts 

discussed the various factors considered when assessing safety evidence. The focus 

group was later presented the mind map for review and the four parts of the interview 

study were discussed individually. The session was handled by one of the authors (the 

second author). Notes taken during the meeting were used as an input to the final 

analysis of the data.  
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TABLE 2. Background information about focus group panel 
 

Member Organization Country Organization’s Role Operation Domain 
1 EADS/Eurocopter France System/Component Manufacturer Avionics 
2 ERA Europe Regulatory Agency Railway 
3 Eclipse Europe Open Source Ecosystem Multi domain 
4 EADS/IW UK & Germany System/Component Manufacturer Aerospace 
5 Flanders Drive Belgium Consulting Automotive 

6 SafeTrans Germany Competence Cluster on Safety Critical 
System Transport Multi domain 

7 CAF Spain System/Component Manufacturer Railway 
8 NASA USA Research Avionics & Aerospace 
9 Verocel USA Consulting Aerospace 
10 AIST Japan Research Multi domain 
11 BAE Systems UK System/Component Manufacturer Avionics 
12 Airbus France System/Component Manufacturer Avionics 
13 Thales Railway Austria System/Component Manufacturer Railway 
14 TUV Rheinland Germany Assessment & Certification Railway 

15 Deutsche Bahn (DB-Netz) Germany Railway Operator & Infrastructure 
Management Railway 

16 RFI Italy Railway Infrastructure Management Railway 
17 Ricardo UK Consulting Multi domain 
18 Volvo Sweden System/Component Manufacturer Automotive 
19 Renault France System/Component Manufacturer Automotive 

 

3.3.3 Final Analysis 
 

During the final analysis, the mind map was reanalysed with the notes from the focus 

group discussions. The following two steps were followed: 

Step 1 – The first author looked for patterns in the experts’ responses and grouped 

related response nodes. The group names were chosen based on common 

characteristics shared by the response node. For example, response nodes such as 

competency, personal relationship and experience were grouped under 

personnel/teams group as they all refer to the people involved in the evidence 

creation. The response nodes formed what we describe as the factors that influence 

the experts’ judgments on safety assessment. 

Step 2 – After grouping the nodes, the final mind map was analysed and reviewed 

by the other authors to improve validity. Some group names were brought up for 

discussion and changed when better names were identified.  

The final mind map consisted of six groups and 11 factors influencing the decision 

of safety evidence assessment based on their completeness, sufficiency and 

confidence were identified. 

1.1. Threats to Validity  

A general threat to validity in interview studies is concerned with the factual 

accuracy of the phenomenon under study, i.e. making sure that what is seen or heard 
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is not a distorted version of what was meant by the person interviewed [50]. To 

mitigate this threat, all the interviews were audio recorded with the expert’s consent 

and later transcribing parts of the recording. For additional validity, the interviewer 

took extensive notes and collected information during the interview process. The 

quality of the interview study relies heavily on the conduct of the investigator [44]. 

The first author acquired practice and experience in conducting interviews by 

conducting a pilot study early in the process. The first author also has experience 

conducting similar qualitative research studies. In order to further minimize this 

threat, the third author was part of one interview as an observer so that two different 

researchers were involved during the interview process. To mitigate any threat that is 

concerned with interpretation of the phenomenon that is being studied [50], the 

interview results were discussed with the experts themselves to see if any 

misinterpretation of their opinions had occurred and the coding results were checked 

and commented by the authors independently. To mitigate the threat concerned with 

evaluation of the researcher´s concepts and the theorized relationships among the 

concepts in the context of the phenomena [50], we consulted the expert´s after the 

formulation of the results. Evaluating the truthfulness of the results with a large focus 

group with experts adds further strength to the results. To mitigate the threat of low 

generalizability of the conclusions, we chose experts with varied backgrounds, 

domains, experiences and countries. 

4 Results 
 

In this section, we first present the results related to the interpretation and 

implementation of the tri-assessment criteria (completeness, sufficiency and overall 

confidence) separately and then present and discuss the common factors that influence 

the expert´s judgement on the tri-assessment criteria. We present excerpts from the 

interview recording that we believe are interesting and informative wherever required. 

The results of the focus group discussion helped us to analyse the mind map and 

create groups. As mentioned earlier, the primary reason to present the interview 

results to a large and varied focus group was to validate the results of the interview 

study with a larger population of experts. As a whole, the focus group acknowledged 

that the results are representative of the state of the practice in safety assessment. The 
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focus group members also pointed out that although most of the factors looked 

obvious, they are often not explicitly stated in practice or in research reports. The 

experts did not disagree to any finding from the interview. One of the expert in the 

focus group said, “the results are too honest”. The focus group discussion did not 

result in adding or removing any common factors associated with the tri-assessment 

criteria.  

4.1 The Tri-Assessment Criteria (RQ1) 
 

Five of the seven experts (A, B, C, F and G) mentioned that they do not have a 

documented explicit criterion for evidence assessment and acceptance. They also 

mentioned that the three criteria used in this study are seemed relevant to their 

practice of evidence assessment. An interesting observation was that the system 

suppliers (A, B, C and G) responded that they do not follow an explicit or document 

process for evidence assessment and the tri-assessment criteria are loosely applied and 

non-explicit in their context. Expert G stated, “What I have seen done is that they get 

a bunch of experts in the same room together and they work it out and try to decide. If 

they feel like they have done everything that they could, then they say, its complete, 

sufficient and confident. It may not be right”. However, the safety assessors (D, E and 

F) responded that they believe that the tri-assessment criteria are and must be applied 

strictly in their organisation. Sometimes this may be done at a higher level of 

abstraction for assessing evidence, e.g., not for particular evidence types but in 

general to all evidence. Expert E responded that, “I always try to apply them [the tri-

assessment criteria] strictly, but there is a grey area between your assessment and the 

final statement which is compliant to SIL 4  4 requirements … and that is your 

responsibility as an assessor. When you have said it is complete, sufficient or 

confident … that it is on your own risk ... because your career is in danger if anything 

happens to that product or anyone goes inspecting what you have done and it results 

that you were not accurate enough… as an assessor you are out of the game”. This 

shows the variance among safety expert groups on how safety assessment is carried 

out in practice. The results indicate the lack of a common framework or agreement for 
                                                           
4 Safety Integrity Level (SIL) is defined as a relative level of risk-reduction provided by a safety function, or to specify a 

target level of risk reduction. According to IEC 61508 standard, four SIL levels are defined, with SIL 4 being the most 
dependable and SIL 1 being the least. 
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safety assessment and in specific to evidence assessment among the system suppliers 

and safety assessors. 

 

4.1.1 Completeness of the Evidence (RQ1.1) 
 

According to all of the experts, completeness means that the evidence covers all the 

expected items that are defined by the evidence creation process. Six out of seven 

experts (A, B, D, E, F and G) mentioned that assessment of evidence completeness 

could be either quantitative (all the required evidence is collected) or qualitative (the 

evidence covers all the defined requirements). Quantitative completeness is present 

when all required pieces of evidence is collected, but does not say anything about 

whether the evidence are satisfactory to meet the safety requirements. Qualitative 

completeness is present when all the requirements of the evidence defined during the 

evidence creation process are satisfactorily met. To explain further, a response of 

Expert A is as follows, “Consider the installation of a piece of signalling equipment 

on 20 tramways… To verify the quantitative completeness, there must be 20 separate 

installation reports for each installation in each tramway… to verify the qualitative 

completeness, the report must identify the serial number of the installed equipment, 

identify the number of the vehicle it was installed in, and a checklist containing all the 

verification and assessment that was performed on the installation”. All the six 

experts mentioned that assessment of quantitative completeness of the evidence is 

easier than the assessment of qualitative completeness. The same six experts also 

mentioned that assessing qualitative completeness of the evidence depends much on 

the nature of the evidence type. When discussed further with a specific type of 

evidence as an example, Expert G mentioned the process of checking the 

completeness of a Failure Mode Effect Analysis (FMEA) for an automotive project. 

In this case, there was a team of assessors questioning the personnel involved in the 

creation of the FMEA and performed a walkthrough on all of the components. The 

team measured the quantitative completeness by explicitly identifying and verifying if 

all the components were covered by the FMEA. The qualitative completeness 

however was assessed in a non-explicit manner. For example, the evidence regarding 

the failure rate calculation followed an explicit process but identifying the failure 
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modes of the component was judgement-based and was not supported by an explicit 

process. Expert C mentioned that evidence is hardly complete (both quantitatively and 

qualitatively) at all times due to system evolution, requiring the evidence to be 

updated accordingly. All the experts added that they use a checklist for assessing the 

completeness of the evidence. They also mentioned that there is no guarantee that the 

checklist is itself complete. Three experts (A, B and G - who were all system 

suppliers) mentioned that qualitative completeness assessments are to some extent ad-

hoc even when explicit checklists are used and that there is no uniform way in how 

completeness is assessed. Expert G said, “At least in the automotive industry, I 

haven't seen evidence that assessors have an uniformly effective way of judging 

completeness”. All the three safety assessors (D, E and F) said that they follow a 

systematic and explicitly documented process based largely on safety standards when 

performing completeness assessments. As an example of their assessment being based 

on an explicitly documented process, Expert E said, “So, if I check the compliance (of 

a system/component) to EN50128 talking about software, I report that I checked 

existence of some activities on some software modules… I quote the software 

modules, the documents, each and everything I have done… so there is a great 

transparency and great traceability”. 

 

4.1.2 Sufficiency of the Evidence (RQ1.2 & 1.3) 
 

The experts regarded sufficiency (also referred to as adequacy by the experts) as a 

measure of satisfaction of the evidence to meet its intended need or purpose. Experts 

A, B, C and G acknowledged that there is a difference between the evidence being 

complete and being sufficient. Expert B explained that complete might mean that 

there is a good coverage of the evidence presented for a particular purpose, but not 

necessarily the appropriate evidence for supporting the particular claim, whereas 

sufficiency says it is indeed enough to prove the argument made. Expert C pointed out 

that completeness is a hypothetical criterion, i.e., it can be never met, whereas 

sufficiency is a subjective criterion, i.e., it could be met but its satisfaction may vary 

from person to person. The Expert C also added that sufficiency is normally 

compared with numbers found in safety standards. He mentioned, “Standards give 
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you some numbers… You have to reduce the residual risk to certain level depending 

on the SIL... But I have my doubts about statistical reasoning since they forget the law 

of Murphy5”. 

Experts D and E (safety assessors from the railway domain) said that completeness 

and sufficiency are synonymous from an assessor’s point of view. The assessors 

might not be explicitly assessing the evidence based on these two criteria. The criteria 

are acknowledged among assessors as a means to assess evidence without the need for 

it to be formulated and be explicit. Most of the experts, mainly representative of the 

system suppliers, mentioned that assessing the sufficiency of the evidence is highly 

subjective. One expert (G) in the automotive domain mentioned, “I am seeing a huge 

variation among assessors. Some apply the sufficiency criterion consistently, while 

some do what ever comes to their mind”. Another expert (E) said, “I do confirm that 

there is a huge number of opinions (regarding assessment of sufficiency) at least in 

the railway domain among different assessors from different companies and 

countries”. On further discussion, the expert mentioned that there are many internal 

reviews in his organization that helps in consolidating different perspectives and 

arrive at an agreeable decision. 

A common response among the experts was that sufficiency is connected to 

whether the evidence was good enough in connection to the safety claim made. One 

of the responses in regards to this given by expert F was, “Without a claim, 

completeness can stand, but without a claim, sufficiency can make no sense”. 

 
4.1.3 Overall Confidence in the Evidence (RQ2) 
 

According to the experts, the level of confidence is a measure of trust or faith in that 

the complete set of evidence (both quantitatively and qualitatively) is sufficient for its 

intended purposes. Experts mentioned that overall confidence is normally acquired or 

built on the completeness and sufficiency assessments. Two out of seven experts 

(expert C and E) mentioned that sometimes confidence might be considered as a 

qualitative criterion. The other experts mentioned confidence could be quantified 

                                                           
5 Murphy's law is an epigram that is typically stated as: “Anything that can go wrong will go wrong”. 
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most times. All the experts mentioned a number of properties such as the people 

involved, schedule of delivery, working context, peer reviewed documents, 

independence among teams, transparency in the process followed, that make them 

gain more or less confidence in the evidence being assessed. Expert A, from the 

railway domain, stated that his confidence in the evidence is normally reduced if he 

identifies an error or if the submitted evidence is “sloppy”. All the experts said that 

apart from the factors associated to the process of evidence creation, people-related 

factors such as experience, motivation, domain knowledge and human feelings play a 

vital role in gaining or lose confidence in the evidence. Expert G from the automotive 

domain said, “I have a gut feeling (about confidence)… I have to see something that 

is working [to gain confidence]. Completeness is ok with papers and discussion. 

Sufficiency is ok with clear arguments and papers that are on the table, but [not 

enough] to gain confidence. We don’t normally start talking about confidence unless 

we start seeing something happen – real tests on working items… at least in the 

automobile industry”.  

All the experts stated that confidence is the most challenging criteria to measure 

with regards to evidence and none of the experts had a systematic process for 

assessing whether they could have satisfactory confidence in the evidence or not. Five 

out of seven (expert A, B, C, F and G) experts added that often the rationale behind 

their confidence judgement is not recorded. 

All the experts mentioned different factors that allow them to gain or lose 

confidence in the evidence and that the importance of the different factors is 

dependent on the context in which the evidence is used and the type of evidence. All 

the experts said that most of these factors come from experience and expertise 

working in the domain and very little is said in the safety standards regarding 

confidence assessment. The experts pointed out that gaining confidence is a process 

based on many factors. We discuss several of these factors in Section 4.2. 
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4.2 Common Factors Observed for the Tri-Assessment 
Criteria (RQ2.1) 
 

Sections 4.2.1 to 4.2.5 provide a list of common factors that we found influenced the 

experts´ assessments when dealing with the tri-assessment criteria. The factors were 

identified in the interviews and the focus group discussions using the process outlined 

in Sections 3.2 and 3.3. We extracted the factors that were mentioned by at least two 

experts during the interview and grouped them. Some experts used different terms for 

the same factors. We have analysed all the responses and tried to find good terms for 

each factor and groups of factors. It must be noted that some of the factors are 

interrelated or address similar issues (e.g., experience or competence, underlying 

process or personnel involved in the evidence creation process) Figure 1 presents an 

influence graph, i.e., a directed acyclic net showing all the factors that influence the 

evidence assessment (centre node denoted by darker shade of grey). The influence 

graph is built based on the final mind map (Section 3.3.3). Each of the 11 factors 

presented above are denoted as a white node and the six groups are denoted as light 

grey shaded nodes. Each arrow represents the direction of influence.  

 

 
Figure 1. Influence graph of safety evidence assessment process. 
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4.2.1 Processes and Techniques used to Generate Evidence 
 

We identified a group of factors associated with the processes and/or techniques 

employed to generate the safety evidence information. These pre-defined 

processes/techniques varied from organization and domains.  

4.2.1.1 Historical Knowledge about the Processes/Techniques  
 

All the experts mentioned that the knowledge acquired from a previous instance 

where a particular technique was used to create or verify evidence is often considered 

when assessing the evidence. Knowledge particularly about the problems encountered 

while using the processes/techniques and the performance of the processes/techniques 

on previous occasions influenced expert’s confidence when assessing the evidence. 

When the success rate of a process/technique for similar situations was low, the 

experts said that they would ask for additional evidence regarding the thoroughness of 

the process/technique employed. Four experts (D, E, F and G) mentioned that the 

knowledge regarding the past use of the process teaches them to focus on particular 

areas of concern that they need to pay more attention to. Expert D from the railway 

domain said, “We examine areas that we know were the problem areas before… so 

we examine areas that we have been personally bitten by in previous episodes”. 

 

4.2.1.2 Peer Reviews 
 

Another factor that was frequently mentioned in relation to the tri-assessment criteria 

was peer review. Six out of seven experts (all experts except C) mentioned this factor 

in their response. Peer review can be described as the evaluation of work by others 

working in the same field as the producer(s) of the work. The system suppliers and 

the safety assessors mentioned that all the evidence that is being offered to support the 

goal of safety certification goes through a number of peer review steps. Experts A and 

B mentioned every development or verification artefact associated to a system goes 

through at least three individual peer reviews. The experts mentioned that other teams 

within the same project carry out such reviews. Expert A mentioned: “We plan, do, 

verify, test, validate, integrate and review, review and review”. Expert F from the 

avionics domain mentioned that even though they have a peer review process in place 
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in their organisation, he often tends to ask opinions from other colleagues. He said, 

“It is common to ask for help from others to see if it makes sense for them. For this to 

happen you need to know the limitations of yourself. A lot of people don't know their 

limitations.”  

 

4.2.1.3 Tool Qualification 
 

Five experts (A, B, E, F and G) mentioned that they gain confidence in the evidence 

based on the tools that were used to create and verify the evidence.  The tools can be 

any system or software development and verification tools. Three experts (C, E and F) 

mentioned that standards such as DO-178C [4] used in the avionics domains have pre-

defined qualification criteria which allows developers and assessors to qualify tool or 

a toolset to be used. The evidence produced by qualified tool is normally considered 

trustworthy than the evidence produced by an unqualified tool. Two experts (A and 

G) also mentioned that historical performance of the tool is also considered at times.  

 

4.2.1.4 Independence  
 

All the experts mentioned that independence in the creation and verification of the 

evidence as a key factor for gaining confidence in the evidence. Independence is 

defined in DO-178C [4] as the "separation of responsibilities, which ensures the 

accomplishment of objective evaluation”. Independence in process/technique is 

achieved when the verification and validation process is performed by person(s) other 

than the ones involved in the development process. Standards such as DO-178C 

require the separation of responsibility to be explicitly documented for compliance 

purposes. 

 

4.2.2 Personnel and Team(s) Involved in the Process  
 

We noticed a number of responses that were exclusive to the personnel and/or team(s) 

involved in the evidence creation process/technique. All the experts emphasised the 

importance of factors related to people involved in the evidence creation process. The 

following factors were identified in relation to the tri-assessment criteria.  
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4.2.2.1 Historical Knowledge about the Personnel/Teams 
 

Similar to the historical knowledge of the process being used to create the evidence, 

experts stated that the knowledge of the previous performance of the personnel/team 

involved in the process is a confidence-influencing factor, both positively and 

negatively. Five out of seven experts (A, B, C, F and G) mentioned that they gain 

higher confidence in the evidence provided by a personnel/team who had a better 

track record of providing quality evidence. Three experts (A, B and G) mentioned that 

their confidence level is higher when they know the personnel/team responsible for 

the evidence from the past before evaluating the evidence. Expert G from the 

automotive domain mentioned “I often gain confidence when I am working with a 

team that I know in the past have done successful projects before evaluating the 

evidence”. 

Three experts (A, B and G) mentioned that they gain confidence in the evidence 

from a personal relationship with the personnel/team involved. A personal 

relationship could be established from working together in the past as discussed above 

or could be established during the safety assessment process. When questioned 

further, expert A mentioned that certain characteristics of the personnel/teams such as 

prompt and confident answers when questioned about some evidence, pave the way 

for such a relationship. Expert G from the automotive domain provided an example 

from a past project where he built relationships with certain people to gain confidence 

in their evidence. He said, “there are teams working on hardware and software (in 

relation to the project he gave as an example). I have a certain amount of confidence 

in the hardware guys since I have worked with them, while I have less confidence on 

the software guys. So I have to work a lot harder with the software guys to gain 

confidence in the evidence provided”. 

  

4.2.2.2 Competency  
 

All the experts mentioned that characteristics of the personnel/teams such as the 

competency, skills, qualifications, domain knowledge and past performance in 

creating the particular type of evidence enable them to judge the proficiency of the 
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person and therefore the evidence provided by them. Expert G from the automotive 

domain provided an example of the importance of the credibility of the 

personnel/teams providing the evidence. He said, “I suppose in some sense... to some 

degree the person provides part of the argument”. Expert F from the avionics domain 

said, “Greater the provenance, lesser the review... you don't do a 100% audit”.  

 

4.2.2.3 Experience  
 

All the seven experts mentioned that experience of the personnel/teams play a key 

role in the assessment of evidence. We identified that experts related to experience 

both in terms of the time (i.e., number of years) and type (i.e., related closely to 

domain knowledge and expertise). Expert F from the avionics domain made the 

following comment highlighting the importance of the experience in terms of time, 

“My boss has done this job for 30 something years and if he says, “This is how I do it 

and its a good way”… I will take it”. Experts also added that apart from the 

personnel’s/teams’ experience in creating or verifying the evidence, the experience 

(both time and type) of the assessors who assess evidence quality additionally plays a 

vital role. Two experts (F and G) stated that apart from having a minimum amount of 

years experience in creating or verifying the evidence, the type of experience is also 

very important. They mentioned that in some situations even when they have 

immense experience, the assessment could be ad-hoc due to the lack of expertise or 

competency. In such cases, they sometimes use trial and error method to assess 

evidence quality. One of the experts (F) stated, “you do not understand a lot of things 

that you are looking at as evidence – it’s not my area of expertise. I have to take a 

shot, unless there are really glaring mistakes”. 

 

4.2.3 Evidence Characteristics 
 

We identified factors related to specific characteristics of the safety evidence being 

assessed that enabled the experts to gain or loose confidence in its use. The following 

are the factors associated with the evidence. 
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4.2.3.1 Historical Knowledge about the Evidence  
 

Four experts (A, B, E and F) mentioned that they gain confidence in the evidence 

when they know that it has been used in the past in some project for a similar purpose. 

The four experts also mentioned that the knowledge about the past use does not 

always give them more confidence in the evidence since they have to ascertain the 

validity of the evidence in the new context, its asserted role and strength with regards 

to the new claim and arguments.  

 

4.2.3.2 Role and Strength of Arguments and Claims 
 

All the experts mentioned that the assessment of evidence includes factors associated 

to its role in the argumentation leading to a safety claim. The experts mentioned two 

factors as especially important: (1) The asserted role of the evidence in the 

argumentation, and (2) The strength of the evidence to provide the asserted role in the 

argumentation to sufficiently satisfy the claim. The confidence in the evidence 

increases if the evidence cited to support a claim is appropriate and contributes 

sufficiently to its intended purpose. A claim, according to the discussion can be 

summarised as the propositions being asserted in relation to system safety (or other 

safety-related system properties). An argumentation can be summarised as evidence 

and supporting claims (or reasons) logically connected with the intention to establish 

one or more claims about system safety for a given context. The experts mentioned 

that the evidence associated with the safety claim is checked for its (1) relevance to 

the context in which the evidence is cited, (2) appropriateness in performing the 

intended purpose, and (3) precision or accuracy of the data provided as evidence. 

Experts mentioned that in practice they used either an inductive approach (induce the 

claim from the evidence available) or a deductive approach (deduce the evidence that 

supports the claim) when examining the relationship between claims, arguments and 

evidence. An assessor from the avionics domain mentioned, “Traditionally you do 

two things: One is look at the evidence and come up with claims and arguments from 

that. The danger with that is, all you are doing is saying that it (the claim) is good 

enough because we have the evidence … or … second, from a claims and arguments 
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perspective, ignoring what the evidence is … and try to match it (claims). The trouble 

here is coming up with a perfect claim and argument is always biased since you know 

what the evidence is. That’s the way we try to …  identify the gaps when the two don’t 

overlap”.  

 

4.2.4 Checklists 
 

Some experts (which?) told that they used checklists for assessing the satisfaction of 

the tri-assessment criteria.  

 

4.2.4.1 Safety Standard Based Checklist 
 

Four experts (A, B, C and G) responded that they normally have a checklist that is 

derived from the requirements of a safety standard. They added that the use of 

checklists is the most common way to assess evidence. The experts D, E and F who 

are all assessors pointed out that standards normally do not provide information on 

how to assess the evidence and only provide information on the kinds of evidence that 

must be collected. An example provided by expert E from the railway domain was, 

“The CENELEC standards don’t tell a lot about how to assess the things but how to 

perform the activities. From that you have to deduce and assess that the activities 

were performed following those recommendations.  In the end it’s the assessors 

responsibility to say that based on these set of checks (referring to the checklist 

obtained from the standard requirements) I get to the conclusion that the system is 

developed in accordance to the requirements”.  

 

4.2.4.2 Experience Based Checklist 
 

The experience-based type of checklist could be company or person specific. The 

person specific may to some extent not even be documented. Four experts (A, B, F 

and G) mentioned that they sometimes use this person specific checklist. Expert G 

from the automotive domain stated, “The checklist doesn't always come from a 

standard… It (checklist items) often comes from years of industrial experience”. The 



205 
 
 
 

 
 
 
 
 

expert added, “Sometimes they (the checklist items) are in my head”. Expert’s D, E 

and F, all of who are safety assessors, mentioned that their organisation provide a 

custom company specific checklist. These company specific documented checklists 

are prepared based on the organization’s experience in the domain. Due to 

confidentiality reasons, the experts did not disclose the checklist items. 

 

4.2.5 Safety Culture 
 

Three experts (A, B, and G) conveyed that they highlighted the importance of safety 

culture of the organisation as an influencing factor while assessing evidence. Safety 

culture was understood as the ways in which safety is managed and thought about in 

the workplace, and reflects the attitudes, beliefs, perceptions and values that 

employees share in relation to safety. Expert B from the railway domain mentioned 

that safety culture does not only relate to the safety engineer or the department but 

also to the entire organisation including the design and development teams. The 

experts acknowledged that different organisation have different levels of safety 

culture, which is developed over a period of time from the experience and knowledge 

of working in a particular domain. The experts said that safety culture could be 

developed and improved by following best practices in industry regarding 

development and verification. These include timeliness and punctuality, promptness, 

a well developed schedule, peer review, configuration management, etc. They stated 

that following best practices not only improves the quality of the product being 

developed, but also helps in creating a safety culture in the organisation.  

 

4.2.6 Emotions and Intuitions  
 

Four out of seven experts (A, B, F and G) stated that emotions and intuitions 

sometimes play a role when assessing safety evidence. They elaborated that this 

normally depends on their mood and setting of the environment. Responses such as 

“gut feeling”, “feeling good”, and “ as a safety engineer, have I got a warm feeling” 

were obtained when we asked about the human feelings. In relation to human 

feelings, one expert (G) said the following when discussing how completeness of the 



206 
 
 
 

 
 
 
 
 

evidence is performed, “I go through to see if they have done a systematic thing and I 

must admit it, I basically I just see if it looks right in my head” 

Emotions such as guilt, mood and responses related to “human ego” were also often 

observed in the responses. Expert A from the railway domain said, “If you have to 

understand judgement, you have to understand human ego. Everything is done to 

avoid being trapped, to avoid being found wrong in the future … to be found to be 

lacking”.  

4.3 Improvements (RQ3)  
 

With respect to future improvements in assessment, all experts expressed their 

opinion on bringing about changes in the current assessment process to make them 

more systematic. Following are the improvement suggestions mentioned by the 

experts: 

x Improvements in current safety standards - One suggested improvement 

mentioned by all the experts was to bring about changes in the current safety 

standards. The experts mentioned that standards must not only suggest best 

practices for system development but must also include details about how to 

perform safety assessment (including evidence assessment). In addition, all the 

experts mentioned that every safety standard should include assessment checklists 

that state clearly and definitively the different criteria that need to be considered 

during assessment. Three experts (A, D and E) suggested that standards must 

include domain specific checklists. Five experts (A, B, D, E and G) mentioned 

that safety standards should include a property checklist for each type of evidence 

that is required for compliance. They mentioned that this would greatly improve 

assessment in general by making it more systematic and repeatable.  

x Transparency in the assessment process - Three experts (A, F and G) mentioned 

that the current assessment process lacks transparency often resulting in 

miscommunication between system suppliers and safety assessors.  The experts 

mentioned that transparent assessment processes would enable a better 

communication channel between the parties involved and thereby reducing effort, 

time and cost. 
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x Platform for knowledge sharing – Two experts (D and E) from the railway 

domain mentioned that they would welcome and appreciate a platform or group 

where the assessors from all around the world would be able to share and 

communicate their experience and challenges associated to the assessment 

process. The experts pointed out an example of such a working group named the 

NB-RAIL (Notified Body Interoperability), which is a group of notified bodies6 

that allows discussion of any matter relating to the application of the procedures 

for assessing conformity in the Railway domain [51]. 

x Automation - One of the experts (A) from the railways domain mentioned that 

automation of checking the satisfaction of assessment criteria and necessary tool 

support would be a major step towards improvement. The expert also added that 

this might not be easy to achieve, but that this would be the way forward. He said, 

“The system enforces different assessment criteria... anytime a criteria can be 

stated it can be modelled on a computer (referring to a model of confidence for 

assessment)... Core content cannot be modelled, but all the other aspects about 

confidence can be modelled... and this (model) will be helpful”.  

x Formal argumentation - One expert (B) mentioned that the use of formal 

argumentation [52, 53] would enable experts to establish more confidence in the 

evidence being presented and future research must enable this.  

x Longevity and training of personnel/team(s) – One expert (A) mentioned that 

there must be improvements in the longevity of the teams in an organization and 

better training for assessment. He said, “the subcontractors who work for me do 

all the grunt work... after working with me for about 2 years or so, they (the 

subcontractors) have to change activity... So my experienced staffs are 

continuously being replaced by inexperienced staff… Well we can say one 

solution for this is training”.  

5 Discussion  
 

The analysis of the results of this study indicates that important safety and evidence 

assessments were based on subjective evaluation. With relation to RQ1 (Section 3.1), 

                                                           
6 A Notified Body, in the European Union, is an organization that has been accredited by a Member State to assess whether a 

product meets certain preordained standards. 
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the results indicate a large variance in assessment practice among experts and that 

different experts sometimes understand the same safety evidence criteria differently 

depending on the system, the project, and the domain. Some results indicate the clear 

distinction of how these criteria are understood differently by different expert groups. 

For example, while some experts, mainly the safety assessors, stated that they do not 

distinguish between completeness and sufficiency when assessing evidence, other 

experts, mainly the system supplier experts, indicated that the criteria are different. 

Although the two different groups viewed the criteria different, all the experts 

mentioned common factors that influence their assessment. This indicates that the two 

criteria are in fact understood to be the same in practice with the need for a clear and 

explicit definition. Further study with more experts attempting to understand their 

perception of the criteria may be needed to ground the finding.  

Attempting to find answers to RQ2, our results show the non-explicit nature of 

much of the evidence assessment process in industry, especially concerned with how 

experts gain confidence in the evidence. We observed when questioning the experts 

on their practice of evidence assessment that in many cases important assessment 

rationales were often non-explicit and based on tacit knowledge. For example, the 

different factors influencing the criteria’s satisfaction were not made explicit in the 

assessment process. Although the criteria could be understood by different expert 

groups without the need to be expressed by common definitions, such subjective 

interpretations and evaluations may have a negative effect on the final assessment. It 

is important to make the confidence factors related to the evidence explicit in the 

assessment process so as to justify why there is sufficient confidence in the evidence 

used. The lack of documenting confidence factors explicitly may lead to higher 

reliance on expert judgement and human related factors that may not always be 

reliable. Making the factors that provide confidence explicit can help both expert 

groups. For system developers, making the confidence factors in the evidence explicit 

may help them towards constructing clearer arguments for assessment (e.g., building 

better safety cases). For assessors, the explicitly defined confidence factors would 

help them focus on other aspects that are weakly supported.  

In relation to factors influencing the expert’s judgement to assess overall 

confidence (RQ2.1), we observed that different evidence types have different set of 
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factors that influenced the satisfaction of the tri-assessment criteria. Not all the factors 

identified were applicable to all evidence types and the different factors were not 

independent of each other. Some factors have more influence on the assessment of an 

evidence type than others. For example, when questions were asked about assessing 

the confidence in the evidence such as fault tree analysis, we observed that factors 

such as competency and experience of the personnel/team involved in the creation of 

the evidence had more influence in either gaining or losing confidence than for 

example the tools used for the purpose. This indicates that experts weigh each of the 

factors depending on the context of use. We also observed that the questions 

associated with each factor to assess its satisfaction varied from one evidence type to 

another, with no single universally accepted list of questions per evidence type. 

Responses from experts indicate that these evidence-type specific questions are often 

obtained from experience working in a domain (Section 4.2.4.2) and are not 

documented. Each of these questions also seems to have individual weights that were 

implicitly allotted by the experts.  

The responses from the safety experts emphasizes in particular two improvement 

needs: (1) an explicit evidence type-specific checklist that details the various items 

under scrutiny associated to the specific evidence type, and (2) a framework that 

assists experts to make final assessment decisions by explicitly managing the weights 

on the various factors influencing assessment and the associated questions. Future 

research should be focused towards these two needs.  

When answering questions related to the different factors, experts in this study 

exhibited two systems of thinking, commonly referred to as the dual process theory 

[54]. 

System 1 Thinking: Thinking that makes use of cognitive processes that are 

unconscious, which make it difficult to have insight into the judgment process, and 

consequently difficult to retrace and defend. The thinking process is fast and the 

cognitive consistency may be low. System 1 thinking is sometimes termed intuition, 

and is frequently the processes the experts refer to (or at least a large component of) 

when talking about “expert judgment”. In safety assessment we may call the type of 

confidence derived from this type of thinking as Confidence in safety as a feeling. 
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System 2 Thinking: A system of thinking that makes use of cognitive processes that 

is conscious or deliberate, which make the steps possible to retrace and analyse. The 

thinking process is slow, but the cognitive consistency may be higher than for System 

1 thinking. System 2 thinking is sometimes termed “analysis”, and is the type of 

thinking experts use when they can trace the steps taken to produce a judgment. In 

safety assessment we may call the type of confidence derived from this type of 

thinking as Confidence in safety from analysis”. 

There is extensive evidence from other domains, see for example [55], showing that 

experts use both systems of thinking when making judgments and decisions. During 

the interview process, when the experts were questioned about the meaning of the tri-

assessment criteria and the factors that influenced their judgment of the criteria, the 

experts gave responses that suggested that they used both systems of thinking as well. 

For example, when questioning how experts judge the completeness of evidence, 

some mentioned that it is a gut feeling and said “I know it when I see it”, which 

indicates System 1 thinking. When we questioned the experts on the specific details of 

the factors for different evidence types and how they influence their decision, we 

observed that experts were describing the steps of an explicit analysis, which indicates 

System 2 thinking. For example, when questioning the experts about the specific 

factors that influences their judgment for a specific evidence type such as Verification 

and Validation Results, we observed that experts described a series of steps to 

determine their acceptance based on the people involved, tools used, etc. There is 

evidence that shows that the two systems of thinking may sometimes interact and 

even compete with one another [56]. Experts might even believe that they use only 

analysis when in reality they use intuition to a large extent [57]. One-way to minimise 

this effect of interaction between the two modes of thinking is to make the assessment 

process and the steps involved more explicit. The current practice could benefit from 

an evidence assessment framework that details explicitly the various reasons for 

gaining confidence in the evidence being assessed. Such a framework could enable 

experts to deliberately detail the mental analysis/steps and question each reason for 

gaining confidence individually making the assessment and the rationale more 

reliable. 
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In relation to the current practice of assessment, as noted from the responses, there 

seems to be a lack of a systematic and explicit reasoning about uncertainties involved 

in the decision-making process. It was noted in the responses that experts sometimes 

were not 100% confident on the assessment due to the lack of experience, domain 

knowledge, information regarding the evidence sources, etc. The lack of certainty 

may be due to doubt or ignorance of certain information related to the assessment. 

Work described in [58, 59] have detailed ways to construct safety arguments that 

facilitate the explicit identification of such uncertainties, making them easier to reason 

about, and therefore justify. Any identified residual uncertainty in demonstrating the 

safety can be considered to be an assurance deficit [58]. In order to produce a 

sufficiently compelling safety argument, all identified assurance deficits associated to 

the evidence must be satisfactorily addressed. For expert judgement to be more 

reliable when assessing evidence with uncertainty, we believe that current practice 

may benefit from a framework that enables assessors to identify and manage the 

uncertainty associated to the safety evidence, and provide justifications that the 

impact of the uncertainty on the claimed safety of the system is acceptable.  

Gaining better knowledge about evidence assessment criteria and factors 

influencing expert´s decisions may be useful to support and better facilitate expert 

judgement. In addition, through our study, we also identified certain factors such as 

human emotions and intuition that needs to be minimised during assessment as they 

may result in biases in the final assessment decision. An explicit knowledge regarding 

the factors is therefore valuable to practitioners to evaluate the factor’s effect on the 

assessment and take precautionary measures if needed. For practitioners, the 

knowledge creates awareness about the information that might influence an assessor´s 

acceptance decision (both positively and negatively) regarding the evidence. Having a 

certain level of knowledge about these factors would allow system suppliers to know 

beforehand the information that a third party assessor might need to gain confidence 

and thus to know that it must be recorded and argued better. This could indirectly 

reduce costs and time associated with certification. Moreover, the knowledge 

regarding factors that might introduce effects such as overconfidence or confirmation 

bias during assessment would ideally help experts to improve their judgments and 

make assessment more credible. This may also help practitioners to identify early 
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issues that might lead to certification risks [60]. For researchers, based on the results 

of the suggested improvements (RQ3), this study shows the need for more research 

effort towards making evidence assessment more systematic and explicit. 

 Towards this regard, we plan to use the results of this study to develop a novel 

evidence assessment framework that quantified confidence and uncertainties 

associated to the evidence. The framework would allow experts involved in evidence 

assessment to (1) explicitly elicit the specific factors that influence confidence in 

specific evidence types under assessment, (2) question each of the factor individually 

in order to document the rationale behind the overall assessment, (3) allocate weights 

to both factors and questions individually in the order of their influence on the overall 

confidence, (4) identify any assurance deficit associated to the evidence and explicitly 

tackle them, (5) explicitly justify that the impact of the assurance deficit is acceptable, 

and (6) enable assessors to explicitly document any ignorance or in the assessment 

process. We intend to develop a safety argument pattern based on the factors 

identified that may allow practitioners to justify explicitly the reason for having 

confidence in the particular evidence and its argument. For this purpose, we would 

use the concept of assured safety argument [59], which allows building a separate 

confidence argument that justifies the sufficiency of confidence in the evidence used. 

We also intend to build required tool support for the framework that supports the 

above-mentioned goals. Such a framework and tool support, in our opinion will make 

expert judgement in safety assessment more reliable and repeatable.  

6 Summary and Future Work 
 

Safety certification and assessment is a compulsory activity in many domains for 

most safety-critical systems. Human experts play a major role in deciding if the 

evidence submitted for the purpose of safety assessment and certification is complete, 

and sufficient in providing enough confidence regarding the safety of the system. Past 

work on safety assessment lacks, as far as we know, analysis and guidance on the 

factors that influence the acceptance decision of safety evidence. Furthermore, we 

find no previous study that has attempted to document the state of the practice in the 

evidence assessment process, or attempted to provide the perspective of the safety 

experts. Motivated by this gap, the work described in this paper has investigated the 
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state of the practice on evidence assessment and the factors that influence an expert’s 

judgment in safety evidence assessment.   

We conducted semi-structured interviews with experts from different domains and 

asked them regarding their perspectives on three commonly found assessment criteria 

in literature – completeness, sufficiency and overall confidence. We further 

investigated the specific factors that influence the expert’s decision regarding the 

satisfaction of these criteria. We presented and discussed the results of the interview 

study with a 19-member focus group to help validate the truthfulness of the interview 

results.  

Through this study, we identified several factors that influence expert decisions 

concerning the three-assessment criteria. The results of the study show the large 

variance among safety experts in how evidence assessment and acceptance is 

currently performed. The results indicate that the understanding of the safety evidence 

assessment criteria varies substantially from expert to expert and that important safety 

assessments are frequently based on subjective evaluations. The results also suggest 

that there is a need for evidence type-specific assessment guide that details what type 

of factors influence the particular evidence type and what questions needs to be asked 

in regards to it. Overall results of the study indicate a need for a more systematic 

approach towards evidence assessment that explicitly details the reason for having 

confidence in the evidence.  

The interview-based study is a first attempt in a larger and on-going research effort 

aimed at improving and supporting evidence assessment in safety certification and 

assessment. In the future, as a second step, we would like to build an evidence 

assessment framework based on the factors identified in this study. The framework 

would allow experts to follow a systematic process by explicitly recording their 

rationale behind the judgment and allows experts to incorporate uncertainties during 

assessment. We would also like to develop an evidence type-specific assessment 

guide in the future. 
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Abstract 

Safety cases present the arguments and evidence that can be used to justify the 

acceptable safety of a system. Many secondary factors such as the tools and technique 

used to create the evidence, and the experience of the evidence creator, can affect the 

assessor’s confidence in the evidence cited by a safety case. One means of reasoning 

about the confidence established in the evidence is to present an explicit confidence 

argument that corroborates the reason for having confidence on the evidence. In this 

paper, we propose a novel approach to automatically construct these confidence 

arguments through asking assessors to provide individual judgements concerning the 

trustworthiness of evidence and the appropriateness of its use in supporting the case. 

These judgements can be supported by further evidence, simply asserted, or expressed 

with stated uncertainty. The proposed approach enables these judgements to be 

presented within the context of an overall argument of confidence, and a quantified 

aggregate of the overall confidence to be derived. The approach is based on 

Evidential Reasoning – a decision-theoretical technique for reasoning about 

uncertainty and evidence. Our approach enables assessors to clearly present complex 

reasoning concerning evidence whilst making any doubt or uncertainty explicit. The 

proposed approach is supported by a prototype tool (EviCA) and is evaluated using 

the Technology Acceptance Model.  
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1 Introduction 
 

Goal-based system safety standards such as DS 00-56 (MoD 2004a) often require the 

construction and provision of a safety case. A safety case is defined as “a structured 

argument, supported by a body of evidence, that provides a compelling, 

comprehensible and valid case that a system is safe for a given application in a given 

environment” [1]. A structured safety argument explains how the available body of 

evidence supports the overall claim of acceptable safety. 

Inevitably, both argument and supporting evidence are typically imperfect. Often it 

is left to the human assessor to decide if the presented evidence is sufficient to support 

the safety claims made in the case. A survey on the state of the practice of evidence 

management suggests that expert judgement is the most commonly used technique to 

assess safety evidence [31]. Determining the type or amount of evidence required to 

satisfy a claim can be difficult. Both the developer and the assessor may be uncertain 

about attributes of the evidence that is provided. The higher the uncertainty on the 

sufficiency of the evidence to support a claim, the lower the confidence in the overall 

safety case provided.  

There are a number of secondary factors that may influence the assessor’s 

confidence in the evidence provided. Our previous work towards understanding how 

safety experts assess safety evidence shows that the assessment process varies 

substantially from expert to expert, and that important safety assessments are 

frequently based on subjective evaluations [4]. The results indicated that experienced 

experts often initially form overall opinions (beliefs) regarding the completeness and 

appropriateness of the evidence in a given scenario. On further questioning, we 

identified that these subjective beliefs were based on many factors related to the 

process of the evidence creation, the techniques used, the people involved and certain 

characteristics of the evidence itself. The study allowed us to identify a set of such 

generic secondary factors related to the evidence under assessment that frequently 

influenced the expert’s decision on the acceptance of the evidence.  

In current practice, such reasons for establishing confidence in the evidence remain 

implicit in the assessment process. Moreover, the uncertainties associated to the 

different reasons for having confidence and thereby on the appropriateness and 
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trustworthiness of the evidence is also implicit. For example, software testing 

evidence may not be sufficient to support a claim about system safety due to a number 

of reasons like the use of a faulty test oracle or the tester inadvertently testing a 

different version of the system. The knowledge gaps that prohibit perfect (100%) 

confidence in a safety argument can be described as ‘assurance deficits’. In order to 

gain complete confidence in the evidence, these uncertainties must be identified and 

managed explicitly. 

One approach of reasoning about the confidence established in the safety evidence 

is to build an explicit secondary confidence argument [2]. The role of the confidence 

argument is to explicitly detail the various reasons for having confidence in the 

evidence. There may be uncertainties associated with aspects of the evidence 

provided. The use of a secondary confidence argument may be beneficial for both the 

developer and the assessor. For system developers, making explicit the different 

factors that provide confidence in the evidence can help in producing stronger safety 

cases. For assessors, an explicit confidence argument can help focus on aspects that 

are weakly supported. 

In this paper, we propose a novel approach to automatically construct confidence 

arguments for the evidence cited in the primary argument and quantify confidence 

using Evidential Reasoning (ER) [3]. The theory behind ER is concerned with the 

challenge of taking expert ́s subjective beliefs and combining them to form an 

aggregate, so that all of the individual confidence factors related to the evidence are 

taken into account. This paper makes the following specific contributions: 

x We build upon our previous work [4] and analysing various evidence-type 

specific assessment checklists to propose a confidence argument pattern that 

explicitly details the various reasons for having confidence in a particular 

atomic piece of evidence.  

x We present a technique, based upon ER [3], by which the low-level 

confidence information (on individual factors) can be propagated to a 

macroscopic safety claim, encompassing the appropriateness and 

trustworthiness of the evidence. This (1) explicitly details the reason for 

having confidence in the evidence, (2) captures any uncertainties associated 
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with the evidence assessment, and (3) presents the confidence at each level 

both quantitatively and visually.  

x We present an implementation of the approach named EviCA (Evidence 

Confidence Assessor), an Eclipse-plugin that allows users to build primary 

arguments and assess safety evidence associated to the claim. The tool 

automatically builds and presents a confidence argument structure for the 

evidence and quantifies the uncertainties and confidence value.  

x We provide a user-evaluation of the proposed approach and its tool support, 

using the Technology Acceptance Model [5].  

 

The remainder of the paper is organized as follows. Section 2 presents the 

background. Section 3 describes the proposed approach including the confidence 

argument. Section 4 presents the tool support and its features. Section 5 presents the 

evaluation method and its results. Section 6 presents related work and finally, Section 

7 concludes the paper and presents future directions. Appendix C presents the 

questionnaire used to evaluate the technology and the tool support. 

2 Background 
 

This section provides a brief overview of the relevant background information 

required to understand our proposed approach. 

2.1 Safety Cases 
 

The definition of a safety case provided by (MoD 2004a) and presented in the 

previous section highlights that both argument and evidence are crucial elements of 

the safety case that must go hand-in-hand. An argument without supporting evidence 

is unfounded, and therefore unconvincing. Evidence without argument is unexplained 

– i.e. it can be unclear whether (or how) safety claims have been substantiated. An 

explicit argument is required in order to communicate the relationship between the 

evidence and safety objectives. The Goal Structuring Notation (GSN) [25] - a 

graphical argumentation notation - explicitly represents the individual elements of any 

safety argument (requirements, claims, evidence and context) and (perhaps more 
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significantly) the relationships that exist between these elements (i.e. how individual 

requirements are supported by specific claims, how claims are supported by evidence 

and the assumed context that is defined for the argument). When the elements of the 

GSN are linked together in a network they are described as a ‘goal structure’. The 

principal purpose of any goal structure is to show how goals (claims about the 

system) are successively broken down into sub-goals until a point is reached where 

claims can be supported by direct reference to available evidence (solutions). As part 

of this decomposition using the GSN, it is also possible to make clear the argument 

strategies adopted (e.g. adopting a quantitative or qualitative approach), the rationale 

for the approach and the context in which goals are stated (e.g. the system scope or 

the assumed operational role). 

Hawkins et al. [2] proposes that the arguments within safety cases can be usefully 

defined in terms of two separate but interrelated arguments:  

 

x A safety (or technical risk) argument that documents the arguments and 

evidence used to establish direct claims of system safety  

x An accompanying confidence argument that justifies the sufficiency of 

confidence in this safety argument.  

 

The technical risk argument must decompose the overall claim of acceptable safety 

into arguments that justify the acceptability of the risk posed by identified system 

hazards. For each hazard, the argument states what ‘adequately’ addressed means for 

that hazard and then identifies the evidence supporting the conclusion. This structure 

explains the purpose of each piece of evidence. A confidence argument records the 

justification for confidence in a safety argument. There will be uncertainties 

associated with aspects of the safety argument or supporting evidence. The role of the 

confidence argument is to explicitly address both the positive factors that establish 

confidence and these uncertainties. These uncertainties can be termed assurance 

deficits.  This paper focuses on the creation and use of confidence arguments 

concerning the evidence that is cited in any technical risk argument. Each time 

evidence is referenced as a solution (i.e. evidence) in the technical risk argument, an 

assertion is being made that the evidence being put forward is sufficient to support the 
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claim. The assurance of the solution depends upon the confidence that the evidence is 

appropriate to support the claim, and the evidence is trustworthy.  

GSN can be used to record both the technical risk argument and the accompanying 

confidence argument.  Common structures in safety case arguments can be reused 

through their documentation as ‘Safety Case Patterns’.  Annex A to Part 1 of the GSN 

Standard [25] describes extensions to GSN that enable the description of reusable, 

generic, argument structures.   

2.2 Evidential Reasoning 
 

As mentioned previously, the assessment of complex systems usually has to be 

decomposed in to various sub-claims of safety. The supplier might not always have 

sufficient evidence to produce arguments in which they can be 100% confident. In the 

worst case, they might not have any evidence at all (for example there might be no 

test-logs), rendering them incapable of drawing any justifiable conclusions about 

particular aspects of the system. 

Evidential Reasoning (ER) [3] provides a technique to assimilate assessment based 

on various sub-claims into a single, coherent assessment. ER considers a hierarchy of 

`attributes’ by which some system is to be assessed. Each attribute (e.g. 

personnel/team) can be subdivided into a set 𝐸  of lower-level sub-attributes 

{𝑒1,⋯ , 𝑒𝑛} (e.g. competence and domain knowledge). Each sub-attribute 𝑒𝑖 can also 

be given a weight 𝑤𝑖 representing the relative importance, such that ∑ 𝑤𝑖 = 1𝑛
𝑖=1  (by 

default the weight is evenly distributed across all attributes as 1 𝑛⁄ ). 

A human expert assesses each of the lowest-level attributes by providing the 

subjective belief they have on the satisfaction of the attribute. The belief is provided 

as a distribution over a Likert-scale consisting of 𝑔 grades 𝐻 =< 𝐻1,⋯ , 𝐻𝑔 > (i.e. if 

𝑔 = 5, 𝐻1 and 𝐻5 might correspond to “very poor” and “excellent” respectively). The 

distribution of probability is referred to as ‘Belief Function’ – a term will be adopted 

throughout the paper. The fact that a belief-function is a distribution makes it possible 

to accommodate uncertainty. So, instead of stating categorically that their assessment 

(e.g. of the competency of a team) is “excellent”, they might choose to suggest that 

they have a confidence of 50% for “excellent”, and 50% for “good”.  
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Formally, the expert´s confidence that a particular attribute 𝑒𝑖 achieves a grade 𝐻𝑛 

is denoted 𝛽𝑛,𝑖 . For a given attribute, ∑ 𝛽𝑛,𝑖 ≤ 1𝑛
𝑖=1 . Thus, an expert´s complete 

assessment of attribute 𝑒𝑖  (encompassing all possible grades) can be expressed as the 

distribution: 

𝑆(𝑒𝑖) = {(𝐻𝑛, 𝛽𝑛,𝑖), 𝑛 = 1,⋯ , 𝑔} 

A key feature of ER is that, alongside uncertainty, it is also possible to capture 

complete ignorance on the part of the assessor. If they, for example, do not know 

anything about the development team, they are not forced to provide any assessment 

at all. The beliefs in 𝛽𝑛,𝑖 do not have to sum up to 1 for a given attribute (as would be 

expected with conventional Bayesian probabilities). The sum of beliefs ∑ 𝛽𝑛,𝑖𝑛
𝑖=1  can 

be interpreted as their overall confidence of the assessment, where a sum of 1 

amounts to total confidence, and a sum of 0 amounts to total ignorance (no 

confidence). 

Given a hierarchy of attributes, where the lowest-level attributes are associated 

with distributions corresponding to the assessments as presented above, ER presents a 

technique to assimilate them. Distributions of `beliefs’ are propagated up from lower-

level nodes to higher-level nodes, and are combined with the distributions from their 

sibling nodes to produce a representative macroscopic assessment. 

Crucially, this process of propagation from basic attributes to aggregated result 𝑦 

obeys certain desirable axioms that ensure the following [3]: 

1. 𝑦 must not be assessed to a grade 𝐻𝑛 if none of its basic attributes is assessed to a 

grade 𝐻𝑛. 

2. 𝑦  should be precisely assessed to a grade 𝐻𝑛  if all of its basic attributes are 

precisely assessed to a grade 𝐻𝑛. 

3. If all of the basic attributes are completely assessed to a subset of evaluation 

grades then 𝑦 should be assessed to the same subset of grades. 

If an assessment of any basic attribute is incomplete, then the assessment for 𝑦 

should also be incomplete to a certain degree. 
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3 Proposed Approach 
 

The approach proposed in this paper automatically builds a confidence argument that 

explicates and justifies the confidence in the cited evidence by explicitly detailing the 

various confidence factors associated to the evidence. To explain how the approach 

works we consider a running example in the following section. 

Let us consider a primary argument that claims (PG1), “All Hazards related to 

System X have been identified and recorded”. The claim is supported by the citing the 

evidence (AS1) hazard log as an asserted solution. When evidence is cited in a safety 

case it is typically asserted that the evidence presented is sufficient to support a claim. 

The truth of this assertion depends on the appropriateness and trustworthiness of this 

evidence (in this case the hazard log). A secondary confidence argument provides the 

explicit justification for having sufficient confidence in the evidence. To indicate the 

assertion in the safety argument that the confidence argument is associated with, the 

confidence argument is tied to an Assurance Claim Point (ACP). An ACP is indicated 

in GSN with a named black rectangle on the relevant link. A confidence argument is 

developed for each ACP. Figure 1.a shows the primary argument depicted in GSN 

with ACP1 between the goal and the solution. 

There are many secondary factors that contribute to the confidence in the evidence 

and any uncertainty that might exist in demonstrating sufficient confidence must be 

identified and acknowledged. The confidence argument relies on various factors that 

were involved in the creation of the evidence (e.g., the process/techniques used, the 

personnel/teams involved, the tools used, etc.) and the role of the evidence in the 

particular argument. Through systematic analysis of the practice of evidence 

assessment (via surveys and interviews with safety experts), we identified a number 

of such factors that influence confidence in the evidence [4].  

We exploit this knowledge in our approach to propose a confidence argument 

pattern that enables the abstract notion of overall confidence to be broken down into 

two constituent properties namely trustworthiness and appropriateness. We then 

further break the factors into sub-factors and allow quantifying the relative weights 

that each factor plays in providing the overall confidence. Figure 1.b shows a skeleton 

of the confidence argument that details some of the factors (above dashed line) that 
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may be considered to demonstrate sufficient confidence in the hazard log (the original 

confidence argument structure is explained in the next section). As noted in Figure 1, 

trustworthiness of the hazard log is broken into the process employed to create the 

hazard log, the personnel who carried out the activity and the tools used to create the 

log. The personnel factor is further broken into his/her competence and the guarantee 

of independence (e.g., the personnel who verified the log was independent of the 

creator of the log). Similarly, the appropriateness of the hazard log to the claim PG1 is 

decomposed into the intent of the hazard log and the asserted role it plays in the 

argument. The relative (hypothetical) weight that each factor plays is denoted on the 

edge. 

 

 
Figure 1.a. ACP relating to asserted solution (hazard log); 1.b. Confidence factors associated to the hazard log (above dashed 

line), manual subjective assessment (below dashed line). 
 

This break-down into individual confidence-factors (detailed in Section 3.1) 

enables us to gauge the assessor’s subjective impression with respect to each factor, 

via a series of questions. One way of reasoning the confidence factors is through 

evidence-type specific checklists. A previous survey on the state of the practice of 

evidence management shows that evidence assessment is predominantly carried out 

with the help of checklists [31]. In addition, interviews with experts also indicate that 

checklist based assessments are common practice in industry [4]. Our approach 

allows the use of type-specific evidence assessment checklists as a basis for collecting 

belief functions that represent subjective assessments for the lowest level factors in 

the confidence argument skeleton (shown in Figure 1.b, below dashed line).  
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The subsequent process of confidence quantification is discussed in Section 3.2. 

The ER approach incorporates uncertainties stated as part of the answer to a particular 

question i.e., if there is a certain amount of uncertainty or ignorance about a particular 

question relating to a factor, it can still be included in the form of belief functions. 

The ER algorithm combines the lower-level belief functions for each question related 

to the factor, and propagates the belief functions up to the parent factor. This 

automatic propagation happens till the top most parent factor is reached yielding a 

general belief function. The end result is a confidence argument structure that 

graphically depicts the various confidence factors associated to the evidence with a 

quantified confidence value based on lower-level subjective assessments at each 

claim level.  

3.1 Confidence Argument Pattern 
 

The confidence argument pattern is represented using the GSN pattern extensions 

[23]. Details about GSN pattern extensions can be found in [24][25]. To build the 

confidence argument pattern we followed four steps. The first step consisted of 

determining the criteria that should be considered for confidence assessment. We 

identified such criteria from the results of the interview study presented in [4], in 

which domain experts indicated the information that made them gain confidence in 

safety evidence. The criteria are defined later in this section. As a second step, we 

specified an initial structure (based on the results of step 1) for the argument pattern 

structured according to two main criteria for assessing confidence in safety evidence: 

trustworthiness and appropriateness. Each criterion was broken down into 

subsequent specific factors that affected their confidence. All of the authors reviewed 

the confidence argument pattern and discussed its structure and content. This resulted 

in an initial version of the pattern. To improve the pattern´s coverage of factors 

influencing assessor’s confidence, we analysed 16 checklists from the aerospace, 

avionics, railway and defence domains. Most of the checklists (13 out of 16) are in the 

public domain7. As a result, we identified three factors (Bound Qualification, Scope 

for Document format and Expected Structure of the Evidence Type) that had not been 

                                                           
7 Public checklists have been collected and shared at 

https://drive.google.com/a/simula.no/folderview?id=0B42RvDI04vjnbzgtM0RXRFJqZWs&usp=drive_web 
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included in the initial pattern. Finally, we modified the argument pattern based on the 

outcome from the validation step. Again, all the authors reviewed and discussed the 

pattern.  

We acknowledge that the completeness of the confidence argument pattern for all 

types of evidence cannot be guaranteed. We built the pattern based on a small subset 

of checklists that are used in practice and a relatively narrow range of domains. 

Nonetheless, our evaluation (Section 5) suggests that the presented structure covers 

all major areas of concern relating to evidence confidence assessment. To 

accommodate situations where the criteria are incomplete, our approach and tool 

support allows users to add new factors and criteria to the existing proposed pattern. 

We provide means and guidance to do this (described in Section 5). 

Figure 2 shows our proposed confidence argument pattern expressed in GSN. The 

structure is broken into seven different parts for explanation purposes. Relating to the 

running example, the top most goal (G1) of the pattern describes that there is 

sufficient overall confidence in the evidence used as asserted solution (hazard log). 

Confidence can be defined using GSN context element (Con1) as a measure of the 

belief that the evidence cited for a particular claim is trusted for its integrity and it is 

appropriate for its intended purposes. However, assessment of a qualitative statement 

such “sufficient confidence” with regards to the evidence assertion is complex. 

Confidence is a quantifiable entity that relates to the probable truth of a claim. In our 

approach we encode the quantified confidence value calculated through the ER 

approach with a more assessable qualitative tag. Assuming that confidence can be 

quantified from a scale of 0-100%, we use the following scale to rate confidence: 0-

20% Very Low Confidence, 20-40% Low Confidence, 40-60% Medium Confidence, 

60-80% High Confidence, and 80 -100% Very High Confidence. The overall 

confidence claim is achieved by decomposing it into trustworthiness (G2) of the 

evidence and appropriateness (G3) of the evidence.  
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Figure 2. Overall confidence argument pattern for the asserted solution 

 
The trustworthiness of the asserted solution (hazard log) often relates to freedom 

from flaw. In the legal domain, integrity of evidence is used to refer to its soundness 

or quality. In systems engineering domain, trustworthiness of the evidence often 

related to the processes used to generate the evidence [33]. In the pattern, we define 

trustworthiness (Con2) as the property of the evidence to provide trust or belief that 

evidence can be assured to be as specified. We decompose trustworthiness of the 

asserted solution as shown in Figure 3 into Personnel, Process/Techniques, Tool 

Integrity, Content Compliance, and Evidence Past. The pattern also allows users to 

define their own trustworthiness factors as denoted by the G8. 

Each of above factors are further decomposed into sub-factors as follows: 

x Personnel (G4) – Arguments regarding the personnel or the team(s) involved in 

the creation or verification of the asserted solution. As a strategy (S2), 

arguments can be made over each personnel factor that influences the overall 

confidence. There is a set of pre-defined factors (derived from previous study) 

in the pattern. In addition, as mentioned earlier, the pattern allows the addition 

of user-defined personnel factors (Con3). 

 

 
Figure 3. Trustworthiness argument pattern for the asserted solution 

 

We make use of the multiplicity element in GSN to denote different user-defined 

personnel factors. Figure 4 shows the personnel argument pattern. For each personnel 

G1: Overall Confidence

There is {Very Low/Low/Moderate/
High/Very High} confidence in the 

{asserted solution}

Con1
Confidence is the belief that 
the evidence is trusted for its 
integrity and it is appropriate 

for its intended purposes

G2: Trustworthiness

There is {Very Low/Low/
Moderate/High/Very High} 

confidence in the trustworthiness 
of the {asserted solution}

G3: Appropriateness

There is {Very Low/Low/
Moderate/High/Very High} 

confidence in the appropriatness 
of the {asserted solution}
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or team involved in the creation or verification of the asserted solution, we further 

decompose the arguments as: 

o Past Knowledge (G12) – the confidence that the personnel or team(s) involved 

have any past knowledge about the creation or verification of the asserted 

solution in similar context. The similar context of the past knowledge (e.g., 

project details) should be explicitly shown in the argument structure by using 

the context Con14. 

o Competency (G13) – the confidence that the personnel or team(s) involved in 

the creation of verification have the required skills, training and competency to 

produce the asserted solution. Any further evidence supporting this, e.g., 

developer resumes can be provided if available.  

o Independence (G14) – the confidence that the different personnel or team(s) 

involved in the creation of verification of the asserted solution is independent of 

each other. This is to ensure that the person creating the hazard log is not the 

same as the one verifying the log.  

o Domain Experience (G15) – the confidence that the personnel or team(s) 

involved in the creation or verification of the asserted solution has the required 

domain experience.  

o User-Defined Personnel Factors (G16) – user-defined factors related to 

personnel that are considered to have an effect on the overall confidence.  

  

 
Figure 4. Personnel argument pattern for the asserted solution 

 

x Processes/Techniques (G5) – Arguments regarding the different processes or 

techniques employed to create or verify the asserted solution. Similar to the 
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personnel (G4), arguments can be made over each pre-defined or user-defined 

processes factors (S3). Figure 5 shows the processes/techniques argument 

pattern. For each process or technique, we further decompose the arguments as: 

o Past Use (G17) – the confidence based on the past experience of using the 

same process or technique to create or verify the asserted solution.  

o Definition (G18) – the confidence that the process or technique has been 

clearly defined and the definitions have been followed. 

o Peer Review (G19) – the confidence that the various outcomes of applying 

the process or technique have been peer reviewed (e.g., the hazard log has 

been peer reviewed at least once).  

o User-Defined Processes/Techniques Factor (G20) – user-defined factors 

related to the process or technique that are considered to have an effect on 

the overall confidence.  

 

 
Figure 5. Processes/Techniques argument pattern for the asserted solution 

 

x Tool Integrity (G6) – Arguments regarding the integrity of the different tools 

used to create or verify the asserted solution. Arguments can be made over pre -

defined or user-defined factors (S4). Figure 6 shows the tool integrity argument 

pattern. The integrity of the tools used can be decomposed as: 

o Bound Qualification (G21) – the confidence that the specific usage of the 

different tools used for creation or verification of the evidence is within the 

constraints of its qualification, e.g., the tool used to record the hazard log was 
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used in the context of the appropriate process or that the tool was configured 

appropriately.   

o Standard Qualification (G22) – the confidence that the different tools were 

qualified in accordance to the safety standard used, e.g., DO-178C requires 

tools to be qualified when used as part of the software assurance process. The 

safety standard complied with should be made explicit in context Con15. 

o User-Defined Tool Factor (G23) - user-defined factors related to the tools that 

demonstrates sufficient integrity in its usage. 

 

 
Figure 6. Tool Integrity argument pattern for the asserted solution 

 

x Structural Compliance (S1) – Arguments regarding the structural integrity and 

structural compliance of the asserted solution. Figure 7 shows the content 

compliance argument pattern. The strategy is decomposed into two sub-goals: 

o Scope (G24) – the confidence that the asserted solution has been scoped and 

defined according to the required document format to demonstrate compliance 

with a specific safety standard, e.g. are all terms and acronyms defined in the 

hazard log. The safety standard conformed to must be made explicit (Con16). 

o Expected structure (G25) – the confidence that the asserted solution conforms 

to the expected structure for the particular evidence type, e.g., all identified 

hazards in the log must be presented in the order of their severity. The type of 

the evidence must be made explicit (Con 17). 
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o User-Defined Content Compliance Factor (G26) - user-defined factors related 

to the compliance of content required for the asserted solution. 

 

 
Figure 7. Content Compliance argument pattern for the asserted solution 

 

x Evidence of Past Use (G7) – The confidence obtained from the past use of the 

asserted solution in a similar context. The similar context (e.g. the associated 

claim) should be made explicit here via the context Con7. 

x User-Defined Trustworthiness Factor (G8) - user-defined factors other than the 

ones already defined in the pattern that relate to the trustworthiness of the 

asserted solution. Required claim description must be added to the pattern and 

further decomposition to be carried out of required.  

 

The appropriateness of the evidence (hazard log) relates to satisfaction of the claim 

(all hazards were identified). The appropriateness of the evidence can be defined as 

the property of the evidence to sufficiently satisfy the claim it was cited for. The type 

of evidence that is most appropriate can only be determined based on the nature of the 

claim and argument that the evidence is intended to support. Hence, we decompose 

the appropriateness of the asserted solution (Figure 8) as: 

x Asserted role (G9) – the confidence that the evidence type of the asserted 

solution is capable of providing the asserted role in the argument [26]. For 

example, the role of the hazard log is to identify hazardous functional failures 

that may occur in system X. The type of the evidence and the asserted role has 

to be made explicit using contexts Con 8 and Con 9 respectively. 
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x Intent (G10) – the confidence that the specific evidence satisfies the asserted 

role. For example, the intent of the hazard log to demonstrate that the system X 

does not contain errors that could manifest as hazards. The asserted role of the 

evidence has to be made explicit (Con10) 

x User-Defined Appropriateness Factor (G11) – user-defined factors other than the 

ones already defined in the pattern that relate to the appropriateness of the asserted 

solution. Required claim description must be added to the pattern and further 

decomposition to be carried out of required.  

 

 
Figure 8. Appropriateness argument pattern for the asserted solution 

 

Each of the lower level goals can be further decomposed if required. However in 

the current approach, we provide question prompts for each of the leaf claims. The 

process of collecting the individual belief functions for each of the lower-level claims 

and the confidence quantification is discussed in the following subsection. 

3.2 Confidence Quantification with ER 
 

The ER algorithm [3] provides a means to combine the individual lower-level belief 

functions for each factor into a coherent overall assessment. It uses depth-first 

traversal of a defined hierarchical structure. The following description will show how 

an example set of lower-level attribute assessments is combined using ER. Details 

regarding the algorithm and the processing can be found in [3][27]. 

Let us consider the example of the hazard log. In order to gain confidence in the 

evidence source, more specifically the trustworthiness of the hazard log, lets consider 

two factors related to the Personnel/Teams from the above argument pattern: 

Independence (I) and Competence (C). The Independence factor assesses the extent to 
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which there is sufficient level of independence among the personnel/teams that were 

involved in the creation of the hazard log. The Competence factor assesses the skill 

and proficiency of the personnel/teams who created the hazard log. Each of these two 

factors is further broken into two leaf-node attributes representing the two questions 

(𝑄). These lowest-level attributes form the basis for obtaining the assessor’s atomic 

assessments that are to be aggregated to a high-level assessment of hazard log. For 

this example, let’s consider some questions identified from the Railway Safety 

Commission checklist [32] that are used in practice to assess hazard logs. 

Independence: 

 

𝑞1. If independence is required, is the person doing the verification different than 
the one responsible for developing the hazard log? 

𝑞2. Is the manager to whom the team reports identified so that it can be confirmed 
that the requirements on independence are met? 

Competence: 

 

𝑞3. 
A Are there records of attendance / participation in hazard identification 
workshops / exercises of the personnel, that include the name, organisation and 
role? 

𝑞4. IIs there information on the competency of the personnel? 

 

For each question 𝑞 ∈ 𝑄, the assessment consists of two parts:  

1. The assessor’s agreement 𝑎 on the Likert scale 1 ≥ 𝑎 ≥ 5 where (for these 

questions) 1 represents Definitely not, 2 represents No, 3 represents Maybe, 4 

represents Yes and 5 represents Absolutely.  

2. The assessor’s confidence 0 ≥ 𝑐 ≥ 1, where 0 represents no confidence at all 

(total ignorance), and 1 represents total confidence. 

These answers are then used to construct a distribution 

𝑆(𝑞) = {(𝐻𝑛=𝑎, 𝑐), (𝐻𝑛≠𝑎, 0), 𝑛 = 1,⋯ ,5}. For example, the assessor might answer 

the questions (in the order listed above) as follows: (4, 0.8), (5, 1), (3, 0.5), (4, 0.8). In 

other words, they agree with a certainty of 80% that the person doing the verification 

is different from the one responsible for developing the documents, they strongly 

agree with a certainty of 100% that the manager to whom the team reports is 

identified, etc. The resulting distributions then look as follows: [0,0,0,0.8,0] , 

[0,0,0,0,1],  [0,0,0.5,0,0],  [0,0,0,0.8,0]. 

These distributions then form the lowest-level attributes for the ER algorithm to 

aggregate. To begin with, the algorithm combines the two leaf-node attributes for 

Independence ([0,0,0,0.8,0], [0,0,0,0,1]), setting the weights for each attribute to 0.5 
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(1/[number of attributes]). This results in the aggregate distribution for Independence 

[0,0,0,0.364,0.545] (the doubt is quantified explicitly as 1 − (0.364 + 0.545) =
0.091 . Similarly, combining the answers for Competence ( [0,0,0.5,0,0] , and 

[0,0,0,0.8,0]) yields [0,0,0.231,0.462,0], with an explicit doubt of 0.308. Now, to 

compute the final assessment of the trustworthiness of the hazard log, ER combines 

the two scales computed for Independence and Competence again ([0,0,0,0.364,0.545] 

and [0,0,0.231,0.462,0]), to produce a final assessment of [0,0,0.099,0.452,0.281], 
with an explicit doubt of 0.168 (16.8%).  

This final distribution reflects the two confidence values: 

(1) The assessor’s confidence in evidence – To represent the assessor’s confidence in 

the trustworthiness of the hazard log, we treat the final distribution of the assessment 

as a five point Likert-scale: Very Low, Low, Medium, High and Very High. From the 

above final distribution, we obtain 9.9% of the mass is attributed to Medium 

confidence, 45.2% can be attributed to High confidence, and 28.1% can be attributed 

to Very High confidence. To best represent the assessor’s confidence, in our approach 

we use the median of the distribution. In the above distribution, the median is 0.099, 

which represents Medium in the Likert-scale.  

(2) The assessor’s confidence in their assessment– To represent the assessor’s 

confidence in their assessment of the trustworthiness, we quantify confidence from a 

scale of 0-100%, with intervals: 0-20% Very Low, 20-40% Low, 40-60% Medium, 60-

80% High, and 80 -100% Very High. In the above distribution the assessor has 9.9% 

confidence on the assessment of the trustworthiness of the hazard log, which 

represents Very Low confidence in the scale.  

To summarise, the final distribution indicates that (1) the assessor has Medium 

confidence in the trustworthiness of the hazard log, and (2) the assessor has Very Low 

confidence in the assessment of the trustworthiness of the hazard log. 

4 Tool Support 
 

In this section, we briefly describe the prototype tool named EviCA (Evidence 

Confidence Assessor), developed to support the proposed framework. Specifically, 
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EviCA allows users to: (1) create and edit safety arguments using GSN, (2) question 

the various reasons for having confidence in the used in primary argument, (3) 

automatically build confidence arguments based on a predefined GSN pattern that is 

customisable, and (4) calculate the confidence and the uncertainty at each level of the 

argument automatically.  

EviCA is written in Java programming language as a plug-in to the Eclipse IDE. It 

uses some utilities of the underlying Eclipse framework, notably the Graphical 

Editing Framework (GEF). We use Microsoft Excel as one of the means to import 

checklists for reasoning lowest-level factors. We also use Graphviz, an open source 

graph visualization software to visualize the individual belief functions the user 

provides and build a model of the confidence argument summarizing the belief 

functions. Figure 4 shows the technology stack used for EviCA 

 

Figure 9. Technology stack of EviCA tool 

4.1 Creating and Editing Safety Arguments 
 

Figure 10 shows a screenshot of a sample safety argument fragment described in 

GSN. The pallet to the right of the screen provides users with the various GSN 

elements (Goals, solutions, strategies, context, etc.) that they need to create a goal 

structured safety case. The properties of a selected item can be accessed at the bottom 

of the screen. The node description can be either edited in the properties window or 

can be edited directly in the canvas. All edits in the elements are reflected in real-

time. The nodes can be selected, resized, moved or deleted as required. The pane in 

the left of the window is a project explorer that displays the different projects and 

their associated safety case diagrams. The GSN editor developed as part of EviCA is 

EviCA*

Eclipse Framework (Plugin Development)

Graphical Editing Framework (GEF)

GSN Editor*

GraphVizMicrosoft Excel

ER Tool*
Technology Stack 

--------->

* Implemented in  EviCA
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the first of its type that allows users to create and manipulate confidence arguments. 

Users can click and drag Assertion Claim Points (ACP), between goals and solutions. 

An ACP is indicated by a black rectangle on the relevant link. Fig. 10 shows ACPs 

named ACP36 and ACP 37. 

 
Figure 10. Screenshot of EviCA’s GSN editor with sample GSN safety case fragment 

 

4.2 Confidence Argument Generator  
 

Double clicking on any ACP created between a goal and an asserted solution opens 

the Confidence Argument Generator wizard. This wizard is the means to create the 

confidence argument based on the various confidence factors. It initially has a 

predefined tree structure with a set of pre-defined confidence factors. These factors 

were identified through systematic examination of evidence assessment practices 

(Section 4.1). Right clicking on any parent factor allows users to edit the tree 

structure. Users can edit, add, delete and move factors if required. When adding a new 

child to a parent, the user can specify whether it is a goal or a strategy to correspond 

in the confidence argument pattern. The user can enter element description at this 

stage. All goal element descriptions need to have a mandatory placeholder “{0}” that 

will be replaced by the qualitative confidence tag (Section 4.1). Each element in the 

tree has a weight function. The user can define the weights for any factor in the tree. 

The sum of weights of any factor must not exceed 1. By default, the weights are 
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equally split among all the children depending on the number of children. Figure 11 

shows a screenshot of the edit window for factor Past Knowledge. Since Past 

Knowledge factor is a child (along with three other factors) of Personnel/team, the 

weight is equally split to all four factors (0.25) by default. 

 

Figure 11. Screenshot of confidence argument generator window and edit window for past knowledge factor 

4.3 Collecting Belief Functions 
 

The tool allows users to add individual questions to each of confidence factor in order 

to factor them into a safety case. There are two ways to add questions. Users can 

manually add one question at a time by right clicking the lowest child. This will bring 

up the Add Question window (Figure 12). The user can define the weight of each 

question the same way as the parent. The second way to add questions is with the help 

of Import Questions button. EviCA allows users to import a set of Microsoft Excel-

based checklist questions. In an Excel-based checklist, the rows represent the different 

checklist items and the columns represent the confidence factors. A checklist item can 

be mapped to a confidence factor by marking an X in Excel. EviCA then 
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automatically imports the marked questions into their appropriate factors in the 

Confidence Argument Generator dialog. This way EviCA allows users to import large 

sets of questions at once with ease. 

To obtain the belief function for each question, the user has to input two values: (1) 

an agreement grade and (2) a confidence value. By default, we use a five point Likert 

scale for the grade values ranging from Definitely not (0) to Absolutely (5) for all 

questions. However, the user can change the default scale by selecting from a list of 

pre-defined scales using the Import Grade button. The confidence on the answer can 

be entered using the slider that ranges from 0% to 100% confidence. The user can 

also provide additional evidence information (if required) as part of their answer for a 

particular question. The Attach Files button allows users to attach any additional 

evidence that might favour their rationale for choosing a particular answer. For 

example, when answering a question regarding the competency of the developer, 

additional evidence such as the CV of the developer can be provided. In addition, the 

user can justify their rationale behind a particular answer by providing further 

comments. Unanswered questions in the Confidence Argument Generator window are 

denoted by a � on the left side, while answered questions are denoted by a � (Figure 

12). 

 

Figure 12. Screenshot of confidence argument generator window and add question dialog 



244 
 
 
 

 
 
 
 
 

Once all the questions are answered, the user can click the Generate button to 

automatically build the confidence argument for the asserted solution with the 

confidence in the evidence and the assessment visually presented. Figure 13 shows 

the fragment of the confidence argument structure built by EviCA. The structure is 

editable by the user.  

 

Figure 13. Screenshot of final confidence argument fragment generated in EviCA 

To present the assessor’s confidence on the evidence, EviCA uses the placeholders 

“{0}” in the goal description to be automatically replaced with the calculated 

confidence value. Based on the lowest child´s belief masses, EviCA automatically 

propagates the confidence to the top-level goals using the ER algorithm. The weights 

of each branch are used in calculating the overall confidence. The answers to all the 

questions and the corresponding comments are summed and attached as solutions to 

corresponding parent goal. Any additional evidence provided in the question is also 

added as a solution to the corresponding parent goal.  

To present the assessor’s confidence in the assessment, EviCA uses a specific 

colour scheme for representing different levels of evidence. Figure 14.a shows the 

colour schema used by EviCA. Additionally, EviCA also provides individual bar 

charts of belief functions for each goal and solution node in the structure. Figure 14.b 
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shows the distribution of confidence values as individual bar chart for the overall 

confidence in the evidence. As seen in the figure, the values 1-5 correspond to the 

assessor’s confidence in the evidence (1 being Very Low and 5 being Very High). The 

height of a bar represents the assessor’s confidence in their assessment. An additional 

bar (in red) denotes the uncertainty or doubt inherent in the overall confidence. This is 

computed from those belief functions where the total sum of beliefs did not add up to 

1. 

 

Figure 14. a. Colour code used in EviCA to represent confidence in the assessment; 14.b. A bar chart presenting the 

individual belief function for overall confidence with explicit uncertainty (in red) 

5 Evaluation 
 

User acceptance is a critical success factor for any technology adaptation and has 

been a major area of research especially within Information systems (IS) [28]. In 

order to evaluate the acceptance of our proposed approach and tool support, we 

adopted the Technology Acceptance Model (TAM) [5]. TAM aims to “Provide an 

explanation of the determinants of computer acceptance that is general, capable of 

explaining user behaviour across a broad range of end-user computing technologies 

and user populations, while at the same time being both parsimonious and 

theoretically justified” [5]. TAM focuses on three main facets of user acceptance: 

x Perceived Ease of Use: “the degree to which a person believes that using a 

particular method would be free of effort” 

x Perceived Usefulness: “a person’s subjective probability that using a particular 

system would enhance his or her job performance” 
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x Intention to Use: “the extent to which a person intends to use a particular system” 

In this paper, we evaluated the proposed approach and the tool support based on 

the above three elements of TAM. The study targeted safety experts, mainly 

practitioners, who are directly involved in safety case development and safety 

evidence assessment for critical systems. We developed a short presentation of the 

proposed approach and a tool demo video8 showing the main features of EviCA. This 

allows us to mitigate some threats related to internal validity, e.g., threats related to 

possible bias in the way the technology were presented to each participant. At the end 

of the presentation, the participants were asked to fill a short questionnaire with 12 

questions. The questionnaire was divided into four parts. The first section contained a 

short description of the aim of the survey and five background questions. The second 

section consisted of three questions regarding the participants perceived usefulness of 

the approach. The third section consisted of three questions regarding the participants 

perceived ease of use of the approach and the tool support. And finally, the last 

section consisted of one question regarding the intention of use of the approach and 

any further comments regarding the proposed approach.  We used a five-point Likert 

Scale ranging from Strongly Agree to Strongly Disagree to collect answers for all 

questions. Additionally, we also allowed participants to mention any comments to 

each question with the help of ‘Others’ option. Other than section 1, the remaining 

sections of the questionnaire were randomised. The entire questionnaire is shown in 

Appendix B. The presentation and the survey questionnaire were sent via personal 

email invitations and subsequent remainders to some practitioners and safety experts 

we knew.  We also asked them to let other colleagues know about the survey. 

Additionally, the presentation and the survey were also posted on a social networking 

websites for people in professional occupations (http://www.linkedin.com). 

A total of 9 participants provided their feedback on the approach. All had more 

than 2 years of experience in safety certification/assurance/assessment related 

activities. All also indicated that, as part of their work they assess safety evidence 

information and/or develop/assess safety case documents. 

                                                           
8https://www.youtube.com/watch?v=f5d9kIuteqM 
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Relating to the perceived usefulness of the approach and the tool support, 67% (6 

out of 9) of the participants indicated that they agree that the ability to express 

ignorance or doubt in the approach is useful for the assessment of safety evidence. 

A similar number of responses (67%) indicated that the range of safety evidence 

assessment factors covered in the approach is adequate. For the final question in 

this section, 67% mentioned that they agree that the use of the approach will lead 

to more accurate safety evidence assessments. The % of responses for each of the 

three questions in the perceived usefulness of the approach is shown in Figure 15, 

16 and 17 respectively. 

 

Figure 15. The ability to express ignorance or doubt in the approach is useful for the assessment of safety evidence. 

 

Figure 16. The range of safety evidence assessment factors covered in the approach is adequate. 
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Figure 17. Use of the approach will lead to more accurate safety evidence assessments. 

 

Regarding the perceived ease of use of the approach and the tool support, 44% (4 

out of 9) of the participants indicated that it is easy to express any doubt or 

ignorance about a particular safety evidence assessment with the approach. When 

asked if it is easy to customise a safety evidence assessment in the tool, 33% (3 

out of 9) of the participants indicated that they strongly agree. The final question 

in this category asked the participants if it is easy to interpret the results produced 

by the approach. 56% (5 out of 9) of the participants indicated that they strongly 

agree. Figure 18, 19 and 20 shows the % of responses for each of the three 

questions in this section respectively. 

 

Figure 18. It is easy to express any doubt or ignorance about a particular safety evidence assessment with the approach. 
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Figure 19. It is easy to customize a safety evidence assessment in the tool. 

 

 

Figure 20. It is easy to interpret the results produced by the approach. 

Finally, one question was asked to the participants about the intention of use of 

the approach and tool support. 56% (5 out of 9) of the participants indicated that 

they agree that they would use the approach for safety evidence assessment tasks 

if it were made available to them within their organization. Figure 21 shows the % 

of responses for this question. 

 

Figure 21. I would use the approach for my safety evidence assessment tasks (if it were made available to me within my 

organization). 

In summary, the answers to the perceived usefulness, perceived ease of use and 

intention of use of the approach and tool support suggests that the approach was 

33% 33% 
22% 

11% 
0% 

0

20

40

60

80

100

Strongly
Agree

Agree Neither
Agree nor
Disagree

Disagree Strongly
Disagree

%
 o

f R
es

po
ns

es
 

56% 
44% 

0% 0% 0% 
0

20

40

60

80

100

Strongly
Agree

Agree Neither
Agree nor
Disagree

Disagree Strongly
Disagree

%
 o

f R
es

po
ns

es
 

22% 

56% 

11% 11% 
0% 

0

20

40

60

80

100

Strongly
Agree

Agree Neither Agree
nor Disagree

Disagree Strongly
Disagree

%
 o

f R
es

po
ns

es
 



250 
 
 
 

 
 
 
 
 

generally viewed as being easy to understand and use. The participants also indicated 

it would be advantageous to use the approach within their organizational context.  

6 Related Work 
 

A recent survey on the state-of-the-practice of evidence assessment shows that expert 

judgement is one the most commonly used technique for evidence assessment [31]. In 

spite of its high reliance, little has been studied about expert judgement in safety 

assessment context in general and more specifically in assessing safety evidence [34]. 

[9]. Our previous work attempted to understand how safety experts involved in the 

assessment process interpreted and understood three evidence assessment criteria - 

completeness, sufficiency and overall confidence [4]. Through this study, we 

identified several factors related to the evidence creation and verification process that 

influenced expert decisions concerning the acceptance of safety evidence. We also 

identified through the study that most of these factors were implicit in the assessment 

process.  

Safety case development and assessment has been of much interest in research over 

the past years. One method to construct safety argument using GSN is the Six Step 

method [6]. However, this method does not explicitly consider the confidence of the 

safety argument and the confidence in the safety evidence [7]. Other strands of work 

have provided the various criteria and factors that should be considered to determine 

the confidence in safety evidence and arguments [8]  

A new approach for creating clear safety cases was introduced in [2]. The approach 

suggests building a secondary confidence argument that explicitly states the reason 

for having confidence in the evidence cited. The paper argues that a confidence 

argument helps in explicitly reasoning about the confidence established in a primary 

safety argument. The paper acknowledges that there will be uncertainties associated 

with aspects of the safety argument or supporting evidence and the role of the 

confidence argument is to explicitly address those uncertainties and explain why there 

is sufficient confidence in the safety argument. The paper presents an indicative 

argument pattern for the confidence argument that is based upon the identification and 

management of assurance deficits (uncertainties). Combining this approach of a 
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secondary confidence argument with the various factors that influence the assessor’s 

confidence, we propose a more exhaustive pattern that covers the various reasons for 

having confidence in the evidence.  

Other attempts have been made to measure confidence in safety cases qualitatively 

[10][11]. One approach similar to the one proposed in this paper can be found in [12]. 

It uses common concerns associated to an argument and systematically builds 

confidence arguments based on them. The limitation of this approach, as 

acknowledged by the authors, is it only covers Trustworthiness factors. Other 

concerns related to, for example Appropriateness, are yet to be categorised. Past 

studies have detailed the notion of uncertainty in safety cases [13][14] and provided 

ways to handle them e.g., using Bayesian Belief Networks (BBN) [15][16]. Although 

plausible, BBN rely heavily on their probability tables, which in turn rely on the 

availability of prior probability information. This reliance upon the prior probability 

information, which is often complicated to obtain given the scarcity of priors, makes 

it difficult to provide a thorough assessment on confidence when the assessor is 

ignorant or doubtful. 

ER is an example of Dempster-Schäfer (DS) theory [17][18]. DS has been applied 

to a multitude of diverse `Multi-Criteria Decision Analysis problems’ such as 

environmental impact assessments [19], assessment of weapons systems capabilities 

[20], and safety analysis [21]. An approach based on trust cases to support and 

improve expert assessment of arguments is proposed in [22]. The approach is 

developed in connection with the Trust-IT methodology [29][30]. Similar to our 

proposed approach, the trust case approach is based on DS theory and it provides a 

way to issue assessments and their aggregation depending on the types of inference 

used in arguments. What differentiates our work from trust case based approach is the 

use of an explicit secondary argument structure for demonstrating the reason for 

having confidence in the evidence. DS theory and aggregated assessment alone may 

not be sufficient to demonstrate sufficient confidence in the assessment of the 

evidence or the argument. The approach proposed in this paper proposes a systematic 

confidence argument pattern that allows explicit presentation of the various factors 

that provide confidence in the evidence and aggregates the individual beliefs into a 
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final assessment. Through our approach, the final assessment can be broken down 

into lowest level reasons for having confidence, making any uncertainty explicit.  

7 Conclusions 
 

This paper has proposed a novel approach to automatically construct confidence 

arguments and quantify confidence using Evidential Reasoning. The approach enables 

safety experts to assess evidence by explicitly reasoning the various factors related to 

the evidence creation and verification process. The approach also allows experts to 

indicate their uncertainty or doubt related to the assessment. As part of our approach, 

we proposed a confidence argument pattern that details the various reasons for 

establishing confidence in the evidence. The confidence argument pattern 

decomposes the abstract notion of overall confidence in the evidence into lower level 

sub-claims regarding the trustworthiness and the appropriateness of the evidence. The 

proposed approach then enables experts to provide individual belief functions for the 

lowest-level claims by questioning each of the factors. With the help of the ER 

algorithm, we then propagate (aggregate) the belief functions to higher level claims, 

until it provides an aggregate belief function for an overall confidence claim with 

which explicitly captures any uncertainty in the expert´s judgement from the lower-

level confidence ratings. The final result of the approach is an explicit confidence 

argument structure that visually and quantitatively presents the confidence in the 

evidence assessed.  

As a proof of concept, the proposed approach has been developed into a prototype 

tool named EviCA (Evidence Confidence Assessor). The proposed approach and the 

tool support were evaluated using Technology Acceptance Model (TAM) by 

conducting a survey with safety experts who are directly involved in safety case 

development and evidence assessment.  A total of nine experts responded to questions 

relating to the perceived use of the approach, perceived usefulness of the approach 

and future intention to use the approach. The overall results of the evaluation suggest 

that the participants perceived the approach to be useful and easy to use. The results 

also indicate that participants would use the approach and tool support if it were 

available in their organizational context.  
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As future work, we would like to further extend the proposed confidence argument 

pattern by evaluating it with more checklists used in practice and with further safety 

experts. We would like to evaluate the approach and the tool support with a case 

study. We would also like to develop a classification of questions for each confidence 

factor in the pattern for different evidence type. Improving and updating the tool 

support would also be part of the on going and future work. 
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2 Glossary of Evidence Types 
 

We need to make the following clarifications to ensure a better understanding of the 
taxonomy and how it was built: 

� After finding information that could be regarded as evidence in the publications, 
we classified it in different categories.  

� From a (business) process perspective [5]: 
x The tasks related to building, maintaining and using a critical system are 

specified in the Activity Planning. 
x The roles that will execute the tasks are specified in the Activity Planning. 
x The skills and knowledge required (conditions) for task execution are 

specified in Personnel Competence. 
x The necessary inputs (which exist before the critical system is built) 

correspond to Tool Support and Reused Components Information. 
x The outputs (i.e., results) of the process correspond to Activity Records and 

Product Information. 
x The output of one task can be input for another. 

� Product Information also corresponds to Activity Records (i.e., product 
information shows the activities performed).  

� We found that Historical Service Data can refer both to a component that will be 
reused in a new system and to an existing system that aims to be (re-)certified 
after having been in operation. We have considered that the same techniques, 
artefacts, and information can be used for the evidence types defined for both 
cases (Reused Component Historical Service Data Specification and System 
Historical Service Data Specification). 

� The structure of Safety Analysis Results is based on the common explanation and 
relationships between accidents (aka mishaps), risks, and hazards (e.g., [9]). 

� ⎯ Many techniques for safety analysis can be used to specify several types of 
evidence. For example, FTA can be used for Hazard Cause Specification and Risk 
Analysis Results [9]. 

� The information regarding static analysis, inspections, and reviews indicated in 
the studies of the SLR has only been considered relevant if the publications 
indicated the element (i.e., artefact) under analysis (e.g., “source code static 
analysis”). 

� Test Cases Specification can refer to any type of Testing Results (e.g., unit test 
cases). These types have only been included in Testing Results to minimize the 
size of the taxonomy. 

� The structure of the child nodes of Testing Results is based on the testing types 
classification presented in [1].  

� There exist relationships and constraints between evidence types. For example, 
certain Testing Results are linked to the Requirements Specification. They are 
currently not specified in the taxonomy. 

� When specifying test cases and providing test results, a combination of target-
based testing, objective-based testing, and environment-based testing can be used 
(e.g., system-performance-operational testing). 

 
The following table presents a glossary to support the understanding of the Taxonomy 
(Figure 2) with information such as definition of each evidence type, information, 
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techniques, tools and artefacts extracted and classified accordingly from the primary 
studies. 

 
Acceptance Testing Results 
Definition: Results from the validation of the behaviour of a critical system against its customers’ requirements. 
The customers undertake or specify typical tasks to check that their requirements have been met [1]. 
Techniques: user evaluation in mock work environments. 
Accidents Specification 
Definition: Specification of the events that result in an outcome culminating in death, injury, damage, harm, 
and/or loss as a consequence of the occurrence of a hazard of a critical system [9]. 
Techniques: ETA; PHL; PHA; FMEA; FMECA; FMES; IHA; FMEDA. 
Activity Records 
Definition: Specification of the work performed to execute the activity planning of a critical system [9]. 
Artefacts: QA audit results; maintenance log; change requests report; system changes report; review checklists; 
quality management report; safety management report; technical safety report; risk management file; safety and 
engineering meeting minutes; design checklists; V&V effort report; configuration control records; QA activities 
report; quality control documents; safety criteria report; safety compliance assessment report; failure checklist; 
customer feedback reports; feasibility analysis; implementation track; integration report; quality management 
report; project execution report; hazard checklist; report on monitoring operator performance and periodic review 
of skills; structural coverage analysis review checklist; SAS. 
Information: testing team independence. 
Architecture Specification 
Definition: Description of the fundamental organisation of a critical system, embodied in its components, their 
relationships to each other and to the environment, and the principles guiding its design and evolution [15]. 
Technique: AADL. 
Artefacts: dependence diagram. 
Assumptions and Conditions Specification 
Definition: Description of the constraints on the working environment of a critical system for which it was 
designed [35]. 
Artefacts: assumptions about the environment where the code is executed; domain assumptions. 
Automated Static Analysis Results 
Definition: Results from an automatic process for evaluating a critical system based on its form, structure, content, 
or documentation [32].  
Techniques: code static analysis; fault model static analysis; control flow analysis; worst case execution time 
analysis; integrity analysis; cyclomatic complexity analysis; data coupling analysis; control coupling analysis. 
Communication Plan 
Definition: Description of the activities targeted at creating project-wide awareness and involvement in the 
development of a critical system [9]. 
Configuration Management Plan 

Definition: Description of how identification, change control, status accounting, audit, and interface of a 
critical system will be governed [5][4].  
Artefacts: SCMP; version management; change control procedures. 
Information: target platform. 
Design Specification 
Definition: Specification of the components, interfaces, and other internal characteristics of a critical system or 
component [5][32]. 
Techniques: ADDL; UML; SysML; SCADE. 
Artefacts: interface design; data structures; state machine. 
Information: safety assessment reliability prediction. 
Development Plan 
Definition: Description of how a critical system will be built. It includes information about the requirements, 
design, and implementation (coding and/or integration) phases [5]. 
Artefacts: SDP; test generation procedure; verification process. 
Information: development methodology; coding standards; coding guidelines; design rules; pair-programming; 
use of industry-standard state machine notations; metrics for function-code size; FFPA method; design technique; 
implementation technique. 
Development and V&V Staff Competence Specification 
Definition: Specification of the skills or knowledge that the parties involved in the development and V&V plans 
of a critical system need in order to carry out the activities assigned to them [35]. 
Artefacts: developer qualification; engineers CV. 
Information: staff experience; authority and training; tool training; software architects experience; experience, 
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authority, and training of verification engineers; reviewer competence. 
Functional Testing Results 
Definition: Results from the validation of whether or not the observed behaviour of a system conforms to its 
specification [1].  
Techniques: hazard directed testing. 
Hazards Causes Specification 
Definition: Specification of the factors that create the hazards of a critical system [9]. 
Techniques: FTA; FMEA; FMECA; anthropometric and workload assessment; Markov Analysis; HAZOP; causal 
analysis; SHARD; common failure analysis; common mode failure analysis; common mode analysis; root cause 
analysis; FMES; FPTC; FPTN; IHA; FFA; ECHA; HEP; HRA; FMEDA. 
Information: human error. 
Hazards Specification 
Definition: Specification of the conditions in a critical system that can become a unique, potential accident [9]. 
Techniques: PHL; PHA; SHA; HHA; FMEA; FMECA; FHA; Petri Nets; Markov Analysis; HAZOP; SHARD; 
HAZID; FMES; vulnerability analysis; IHA; ECHA; HEP; HRA FMEDA. 
Artefacts: hazard log. 
Hazards Mitigation Specification 
Definition: Specification of how to reduce hazard likelihood and hazard consequences when a hazard cannot be 
eliminated in a critical system [9]. 
Synonyms: hazard contingency specification, hazard barriers specification, and hazard protections specification. 
Techniques: PHA; SHA; FMECA; IHA; ECHA; diversity analysis; FMEDA; 
Historical Service Data Specification 
Definition: Specification of the dependability (often, reliability) of a component reused in a critical system based 
on past observation of the behaviour of the component [35]. 
Artefacts: field service experience; product service history; fault log; maintenance reports; studies and reviews of 
operation safety and environmental experience; maintenance records and surveys. 
Information: probability of failure on demand (from past behaviour); prior field reliability in similar applications; 
failure frequency; failure rate; MTTF; MTTR; MTBF. 
Inspection Results 
Definition: Results from the visual examination of system lifecycle work products of a critical system to detect 
errors, violations of development standards, and other problems [32]. 
Synonyms: audit (usually used to refer to inspections made by an independent party [32] 
Technique: functional configuration audit; physical configuration audit; inspection of safety requirements; code 
inspection; independent analysis of requirements and architecture specification; safety audit; independent 
assessment of tests. 
Artefacts: independent safety audit report.  
Integration Testing Results 
Definition: Results from the evaluation of the interaction between the components of a system [1]. 
Techniques: software integration testing; hardware integration testing; interfaces testing. 
Model Checking Results 
Definition: Results from the verification of the conformance of a critical system to a given specification by 
providing a formal guarantee. The critical system under verification is modelled as a state transition system, and 
the specifications are expressed as temporal logic formulae that express constraints over the system dynamics [5]. 
Techniques: CCS; CSP; LOTOS; temporal logic; Lustre; ASA; ClawZ; Uppaal; lambda calculus; schedulability 
analysis; Time Petri Nets. 
Tools: Uppaal 
Modification Procedures Plan 
Synonyms: maintenance procedures plan 
Definition: Description of the instructions as to what to do when performing a modification in a critical system in 
order to make corrections, enhancements, or adaptations to the validated system, ensuring that the required safety 
is sustained [35].  
Techniques, tools and artefacts: changes propagation; non-regression testing; maintenance plan; inspection 
procedures; repair time; change assessment. 
Non-operational Testing Results 
Definition: Results from evaluation of a critical system in an environment that does not correspond to but 
replicates its actual operational environment [1].  
Normal Range Testing Results 
Definition: Results from the verification of the behaviour of a system under normal operational conditions [13]. 
Techniques: Equivalence classes and input partitioning testing. 
Object Code 
Definition: Computer instructions and data definitions in a form output by an assembler or compiler [32]. 
Operation Procedures Plan 
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Definition: Description of the instructions and manuals necessary to ensure that the safety targets of a critical 
system are maintained during its use [35]. 
Artefacts: user manual; target staff description; installation procedure; operational staff support description; 
installation structure plan; training plan; incident registration procedures; performance monitoring plan; 
installation and operation facility procedures; evacuation procedures; description of the allocation of system 
functions between equipment and operators. 
Operational Testing Results 
Definition: Results from the evaluation of a critical system in its actual operating environment [1]. 
Operator Competence Specification 
Definition: Specification of the skills or knowledge that the parties involved in the operation procedures need in 
order to carry out the activities assigned to them [35]. 
Techniques, tools and artefacts: operational staff training needs specification; manning requirements 
specification. 
Information: operator competence; user experience. 
Performance Testing Results 
Definition: Results from the verification of the performance requirements (e.g., capacity and response time) of a 
critical system [1]. 
Synonyms: resource consumption analysis. 
Techniques: memory use analysis; timing analysis; memory partitioning analysis. 
Information: memory use. 
Project Risk Management Plan 
Definition: Description of the activity regarding the development and documentation of an organised and 
comprehensive strategy for identifying project risks. It includes establishing methods for mitigating and tracking 
risk [9]. 
Reliability Testing Results 
Definition: Results from the verification of fault-free behaviour in a critical system [1]. 
Synonyms: failure analysis 
Techniques: statistical testing; probabilistic testing. 
Requirements Specification 
Definition: Specification of the external conditions and capabilities that a critical system must meet and possess, 
respectively, in order to (1) allow a user to solve a problem or achieve an objective, or (2) satisfy a contract, 
standard, specification, or other formally imposed documents [5][32]. 
Artefacts: (specifications of) performance requirements; derived requirements; software safety requirements; 
software requirements; high-level requirements; low-level requirements; functional requirements; interface 
requirements; safety requirements; failure requirements; monitoring requirements; software requirements; 
MMEL/CDL. 
Reused Component Specification 
Definition: Specification of the characteristics of an existing system that is (re-) used to make up a critical system 
[32]. 
Artefacts: reused component requirements specification; reused component functions specification; fault pattern 
library; reused component reliability specification; product safety accreditation; OS/RTOS certification; supplier 
information; reused component safety case; reused component safety analysis results; equipment requirements 
specification. 
Reused Component Historical Service Data Specification 
Definition: Specification of the dependability (often, reliability) of a component reused in a critical system based 
on past observation of the behaviour [35].  
Artefacts: field service experience; product service history; fault log; maintenance reports; studies and reviews of 
operation safety and environmental experience; maintenance records and surveys. 
Information: probability of failure on demand (from past behaviour); prior field reliability in similar applications; 
failure frequency; failure rate; MTTF; MTTR; MTBF. 
Review Results 
Definition: Description of a process or meeting during which a system lifecycle work product or set of works 
products is presented to some interested party for comment or approval [32]. 
Synonyms: walkthrough (usually used to refer to a review led by a designer or programmer)  
Artefacts: (results from, usually reports of) source code walkthrough; independent audit review; source code 
review; design review. 
Risk Analysis Results 
Definition: Specification of the expected amount of danger when an identified hazard will be activated and thus 
become an accident in a critical system [9].  
Synonyms: risk assessment results 
Techniques: FTA; ETA; PHA; SHA; FMEA; FMECA; Markov Analysis; FMES; FPTC; FPTN; PHA; FMES; 
IHA; RASP; HRA. 
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Information: likelihood, severity. 
Project Risk Management Plan 
Definition: Description of the activity regarding the development and documentation of an organised and 
comprehensive strategy for identifying project risks. It includes establishing methods for mitigating risk and for 
tracking risk [9]. 
Robustness Testing Results 
Definition: Results from the verification of the behaviour of a critical system in the presence of faulty situations in 
its environment [1].  
Techniques: fault injection testing; SWIFI; EMFI. 
Safety Management Plan 
Definition: Description of the coordinated, comprehensive set of processes designed to direct and control 
resources to optimally manage the safety of an operational aspect of an organisation [9]. 
Simulation Results 
Definition: Results from the verification of a critical system by creating a model that behaves or operates like the 
system when provided with a set of controlled inputs [32]. 
Techniques: symbolic execution; emulation; hardware-in-loop testing; animation 
Tools: Matlab/Simulink; TargetLink; Stateflow. 
Source Code 
Definition: Computer instructions and data definitions expressed in a form suitable for input to an assembler, 
compiler, or other translator [32]. 
Artefacts: ADA code; C code; C++ code. 
Stress Testing Results 
Definition: Results from the verification of the behaviour of a critical system at the maximum design load, as well 
as beyond it [1]. 
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Paper 2 
Appendix B – Evidence Management Survey 
Questionnaire 

 
EVIDENCE MANAGEMENT FOR COMPLIANCE OF CRITICAL COMPUTER-
BASED SYSTEMS WITH SAFETY STANDARDS 

 
Introduction 

 
Most critical computer-based systems in domains such as avionics, railways, and 
automotive are subject to some form of safety assessment as a way to ensure that 
these systems do not pose undue risks to people, property, or the environment. The 
most common type of assessment is compliance with a safety standard. Examples of 
safety standards include IEC61508 for various types of systems, DO-178C for 
avionics, the CENELEC standards for railway, and ISO26262 for the automotive 
sector. 

 
Demonstration of compliance with a specific standard involves gathering and 

providing convincing evidence of system safety. BY EVIDENCE, WE REFER TO 
THE INFORMATION THAT CONTRIBUTES TO DEVELOPING CONFIDENCE 
IN THE SAFE OPERATION OF A SYSTEM AND THAT IS USED TO MEET 
THE REQUIREMENTS/OBJECTIVES OF A SAFETY STANDARD. Examples of 
types of evidence are hazard analysis results, testing results, and reviews. 

 
The aim of this survey is to gain insights into how practitioners manage evidence 

for demonstrating compliance of critical computer-based systems with safety 
standards. The survey has been designed as part of the work in OPENCOSS 
(http://www.opencoss-project.eu/), a European research project on safety assurance 
and certification of critical systems. Among the aspects to research in OPENCOSS, 
the survey focuses on the information that is provided as evidence, how evidence 
change is managed, how evidence is structured, how its adequacy is assessed, and the 
challenges that can be faced to provide evidence. 

 
The survey is targeted at PRACTITIONERS THAT DIRECTLY PARTICIPATE 

OR HAVE PARTICIPATED IN EVIDENCE MANAGEMENT FOR 
DEMONSTRATING COMPLIANCE OF CRITICAL COMPUTER-BASED 
SYSTEMS WITH SAFETY STANDARDS. The practitioners can correspond to 
people who have to provide evidence (e.g., an employee of a company that supplies 
components, such as a safety engineer or a tester), check others’ evidence (e.g., an 
independent safety assessor), or request evidence (e.g., a person that represents a 
certification authority).  

 
A questionnaire has been designed for completing the survey. Filling it is expected 

to take around 15 minutes. All the responses will be held confidential and anonymous.  
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Finally, if you are interested in the results of the survey, please contact Sunil Nair 
(sunil@simula.no) or Jose Luis de la Vara (jdelavara@simula.no). 

 
Thank you very much for your participation in the survey. 

 
Background Information 

 
IMPORTANT: Background information must be completed in relation to your 
participation in the demonstration of compliance of critical computer-based system 
with safety standards. 

 
1. What is the main application domain in which you are working regarding 
demonstration of compliance with safety standards? (IMPORTANT: ALL remaining 
questions must be answered in relation to the domain selected) 

- Aerospace 
- Automotive 
- Avionics 
- Defence 
- Machinery 
- Maritime 
- Medical 
- Nuclear 
- Off-highway equipment 
- Oil and gas 
- Railways 
- Robotics 
- Telecommunications 
- Trucks 
- Other - please specify: 
 

2. What are the safety standards for which you currently provide, check, or request 
evidence of compliance? 

 
3. What country do you mainly work in regarding demonstration of compliance with 
safety standards? 

- Australia 
- Austria 
- Belgium 
- Brazil 
- Canada 
- China 
- Finland 
- France 
- Germany 
- India 
- Italy 
- Japan 
- Netherlands 
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- Norway 
- Poland 
- Portugal 
- Russia 
- Spain 
- Sweden 
- UK 
- USA 
- Other - please specify: 
 

4. What is the main role of the organization for which you work in the development of 
critical computer-based systems? 

- Certification authority 
- Component/system supplier 
- Developer/manufacturer of final systems 
- Independent safety assessor 
- Regulation authority 
- Development tool vendor 
- Other - please specify: 
 

5. How long have you been involved in activities related to demonstration of 
compliance with safety standards? 

- Less than 1 year 
- Between 1 and 2 years 
- Between 2 and 5 years 
- Between 5 and 10 years 
- More than 10 years 
 

6. How many projects targeted at demonstrating compliance with safety standards 
have you participated in? 

- Less than 5 projects 
- Between 5 and 10 projects 
- More than 10 projects  
 

Page 3: Information Provided as Evidence (the page was randomized) 
 

REMINDER: please answer the questions in relation to the application domain 
selected previously. 

 
Safety evidence can be divided into process information (i.e., about the process 

followed to develop a critical system) and product information (i.e., about the 
characteristics of the system). Below, two figures show and classify different types of 
information (and artefacts) that might be used as process-based evidence and product-
based evidence, respectively, for demonstrating compliance with safety standards. 

 
On this page you will be asked about the information provided, checked, or 

requested as evidence. More specifically, you will be asked about the leaf nodes of 
the classifications. Please note that SOME TYPES OF INFORMATION CAN BE 
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REFERRED TO DIFFERENTLY in the application domain that you selected. You 
are kindly asked to read the definitions provided for each item carefully before 
deciding whether it applies to your domain or not. 

 
PROCESS-BASED EVIDENCE 

  
 

 
 
 

7. What process information (i.e., about the process followed to develop a critical 
system) do you provide, check, or request as evidence? 
- SYSTEM INCEPTION: specification of initial details about the characteristics of a 
system and how it will be created. 
- PROJECT MONITORING PLAN: description of how data about the actual progress 
of the activity planning of a system will be collected and compared with the baseline 
plans; e.g., meetings schedule and an organization chart. 
- SAFETY MANAGEMENT PLAN: description of the coordinated, comprehensive 
set of processes designed to direct and control resources to optimally manage the 
safety of an operational aspect of an organization; e.g., safety culture and safety 
management processes. 
- COMMUNICATION PLAN: description of the activities targeted at creating 
project-wide awareness and involvement in the development of a system; e.g., 
specification of the communication channels between service provider, device 
manufacturer, and regulation authorities. 
- PROJECT RISK MANAGEMENT PLAN: description of the activity regarding the 
development and documentation of an organized and comprehensive strategy for 
identifying project risks; it includes establishing methods for mitigating risk and 
tracking them; e.g., risk reduction methodology. 
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- CONFIGURATION MANAGEMENT PLAN: description of how identification, 
change control, status accounting, audit, and interface of a system will be governed; 
e.g., version management and change control procedures. 
- DEVELOPMENT PLAN: description of how a system will be built, which includes 
information about the requirements, design and implementation during coding and/or 
integration phases; e.g., development methodology and coding standards. 
- VERIFICATION AND VALIDATION PLAN: description of how and by whom the 
verification and validation activities for a system will be executed; e.g., verification 
environment specification and tests plan. 
- MODIFICATION PROCEDURES PLAN: description of the instructions about 
what to do when performing a modification in a system in order to make corrections, 
enhancements or adaptations to the validated system, ensuring that the required safety 
is sustained; e.g., change propagation and maintenance plan. 
- OPERATION PROCEDURES PLAN: description of the instructions and manuals 
necessary to ensure that safety is maintained during system use; e.g., user manual and 
installation procedure. 
- ACTIVITY RECORDS: artefacts collected during the execution of an activity 
planned for developing a system; e.g., maintenance log and review checklists. 
- TOOL SUPPORT SPECIFICATION: specification of the different tools that will be 
used in the system lifecycle plan; e.g., tool qualification report. 
- REUSED COMPONENTS SPECIFICATION: specification of the characteristics of 
an existing system that is (re)used to make up a system; e.g., reused component 
reliability specification and qualification documentation of a real-time operating 
system. 
- REUSED COMPONENTS HISTORICAL SERVICE DATA SPECIFICATION: 
specification of the dependability of a component reused in a system based on past 
observation of the behaviour; e.g., mean time between failures. 
- DEVELOPMENT AND V&V STAFF COMPETENCE: specification of the skills 
or knowledge that the parties involved in the development and V&V plans of a 
system need in order to perform the activities assigned to them; e.g., staff experience 
and tool training. 
- OPERATOR COMPETENCE: specification of the skills or knowledge that the 
parties involved in the operation procedures need in order to perform the activities 
assigned to them; e.g., operational staff training needs specification. 
I do not provide, check, or request process information as evidence 
- Other(s) – please specify: 
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PRODUCT-BASED EVIDENCE 
 

 
 
8. What product information (i.e., about the characteristics of the system) do you 
provide, check, or request as evidence? 
- RISK ANALYSIS/ASSESSMENT RESULTS: specification of the expected amount 
of danger when an identified hazard will be activated and thus become an accident in 
a system. 
- HAZARDS SPECIFICATION: specification of the conditions in a system that can 
become a unique, potential accident. 
- HAZARDS CAUSES SPECIFICATION: specification of the factors that create the 
hazards of a system. 
- HAZARDS MITIGATION SPECIFICATION: specification of how to reduce 
hazard likelihood and hazard consequences when a hazard cannot be eliminated in a 
system. 
- ACCIDENTS SPECIFICATION: specification of the conditions in a system that can 
become a unique, potential accident. 
- ASSUMPTION AND CONDITIONS SPECIFICATION: description of the 
constraints on the working environment of a system for which it was designed. 
- REQUIREMENTS SPECIFICATION: specification of the external conditions and 
capabilities that a system must meet and possess, respectively, in order to allow a user 
to solve a problem or achieve an objective, or to satisfy a contract, standard, or other 
formally imposed documents. 
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- ARCHITECTURE SPECIFICATION: description of the fundamental organization 
of a system, embodied in its components, their relationships to each other and to the 
environment, and the principles guiding its design and evolution. 
- DESIGN SPECIFICATION: specification of the components, interfaces, and other 
internal characteristics of a system or component. 
- TEST CASE SPECIFICATION: specification of the tests inputs, execution 
conditions, and predicted results for a system to be tested. 
- TEST RESULTS: results from the execution of test cases; they also indicate if the 
objectives and criteria of the tests have been met. 
- TRACEABILITY SPECIFICATION: specification of the relationship between two 
or more pieces of information related to the development - process or product 
information - of a system. 
- OBJECT CODE: computer instructions and data definitions in a form output by an 
assembler or compiler. 
Source code: computer instructions and data definitions expressed in a form suitable 
for input to an assembler, compiler, or other translator. 
- THEOREM PROVING RESULTS: results from the verification of a system by 
formally expressing its properties in a common language based on mathematical logic 
and using a theorem prover; a property can be shown to be a logical consequence of a 
set of axioms if it can be formally derived from the axioms with a set of deduction 
steps, which are instances of the set of inference rules that are allowed in the common 
language. 
- MODEL CHECKING RESULTS: results from the verification of the conformance 
of a system to a given specification by providing a formal guarantee; the system under 
verification is modelled as a state transition system, and the specifications are 
expressed as temporal logic formulae that express constraints over the system 
dynamics. 
- AUTOMATED STATIC ANALYSIS RESULTS: results from an automatic process 
for evaluating a critical system or component based on its form, structure, content, or 
documentation; e.g., static code analysis and cyclomatic complexity analysis. 
- INSPECTIONS/AUDITS: results from the visual examination of system lifecycle 
products of a system in order to detect errors, violations of development standards, 
and other problems; e.g., code inspection. 
- REVIEWS/WALKTHROUGHS: description of a process or meeting during which a 
work product or set of works products is presented to some interested party for 
comment or approval; e.g., design review. 
- SIMULATION RESULTS: Results from the verification of a critical system by 
creating a model that behaves or operates like the system when provided with a set of 
controlled inputs; e.g., emulation and results from Matlab/Simulink. 
- SYSTEM HISTORICAL SERVICE DATA SPECIFICATION: specification of the 
dependability of a system based on past observation of its behaviour; e.g., prior field 
reliability in similar applications. 
- I do not provide, check, or request process information as evidence. 
- Other(s) - please specify: 

 
9. What types of testing are included in the product information (i.e., about the 
characteristics of the system) that you provide, check, or request as evidence?  



288 
 
 
 

 
 
 
 
 

- NORMAL RANGE TESTING: results from the verification of the behaviour of a 
system under normal operational conditions; e.g., equivalence classes and input 
partitioning testing. 
- ACCEPTANCE TESTING: results from the validation of the behaviour of a system 
against the customers’ requirements. 
- FUNCTIONAL TESTING: results from the validation of whether or not the 
observed behaviour of a system conforms to its specification; e.g., hazard directed 
testing. 
- STRUCTURAL COVERAGE TESTING: results from the verification of the 
behaviour of a system by executing all or a percentage of the statements or blocks of 
statements in a program, or specified combinations of them, according to some 
criteria; e.g., MC/DC and branch coverage testing. 
- ROBUSTNESS TESTING: results from the verification of the behaviour of a 
system in the presence of faulty situations in its environment; e.g., fault injection 
testing. 
- RELIABILITY TESTING: results from the verification of fault-free behaviour in a 
system; e.g., statistical and probabilistic testing. 
- PERFORMANCE TESTING: results from the verification of the performance 
requirements of a system such as capacity and response time; e.g., timing and 
memory partitioning analysis. 
- STRESS TESTING: results from the verification of the behaviour of a system at the 
maximum design load, as well as beyond it; e.g., boundary value and exhaustive input 
testing. 
- NON-OPERATIONAL TESTING: results from evaluation of a system in an 
environment that does not correspond to but replicates its actual operational 
environment. 
- OPERATIONAL TESTING: results from the evaluation of a system in its actual 
operating environment. 
- UNIT/MODULE TESTING: results from the evaluation of the functioning in 
isolation of software pieces, which are separately testable; depending on the context, 
these could be the individual subprograms or a larger component made of tightly 
related units. 
- INTEGRATION TESTING: results from the evaluation of the interaction between 
system components. 
- SYSTEM TESTING: results from the evaluation of the behaviour of a whole 
system; external interfaces to other applications, utilities, devices, or the operating 
environment are also evaluated at this level. 
- I do not provide, check, or request testing information as evidence 
- Other(s) - please specify: 

 
Page 4: Evidence Change Management (the page was randomized) 
 
REMINDER: please answer the questions in relation to the application domain 
selected before. 

 
A characteristic of evidence for demonstrating compliance with safety standards is 

that it can evolve. That is, a set of evidence can change because of, for instance, some 
modification in a system or the need to provide new evidence in order to guarantee 
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system safety in a new context. This can affect single, isolated pieces of evidence as 
well as several pieces of evidence that are interrelated. For example, the modification 
of a requirement might affect the test cases specified to validate it. Consequently, the 
change of a piece of evidence can affect other pieces, which might become inadequate 
and/or might have to be (re)validated. 

 
10. For the evidence that you provide, check, or request for demonstrating compliance 
with safety standards, how is the degree of completeness of evidence checked? 
(Question and Options were Randomized) 
- Manually (e.g., with a paper-based checklist) 
- With tools that store and provide information about the degree of completeness for 
some types of evidence 
- With tools that store and provide information about the degree of completeness for 
all types of evidence 
- I do not know it 
 
11. When a piece of evidence has changed, how is its effect on other pieces of 
evidence checked? (Question and Options were Randomized) 
- Manually, without following a predefined process 
- Manually, according to a predefined process 
- Automatically, using change analysis tools that provide information for the change 
effect of some types of evidence 
- Automatically, using change analysis tools that provide information for the change 
effect of all types of evidence 
- I do not know it 
- Other(s) please specify:  

 
12. Do you provide, check, or request details about how the change of a piece of 
evidence has affected others? (Question and Options were Randomized) 
- Yes 
- No 

 
13. In the documentation that you provide, check, or request for demonstrating 
compliance with safety standards, how is traceability between different pieces of 
evidence recorded? (Question and Options were Randomized) 
- Traceability matrices 
- Models 
- Metadata 
- Hyperlinks 
- Naming conventions 
- Traceability between pieces of evidence is not recorded 
- I do not know it 
- Other(s) - please specify:  
 
Page 5: Structuring of Evidence (the page was randomized) 
 
REMINDER: please answer the questions in relation to the application domain 
selected previously. 
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14. This question lists a set of techniques that can be used for structuring evidence in 
order to show how it contributes to the fulfilment of the requirements/objectives of a 
safety standard. Please indicate how often you use, check, or request each technique 
(Never; Rarely; Sometimes; Very often; Always) (Options were Randomized) 
- Unstructured text 
- Structured text (providing patterns for the text to write) 
- Textual templates (indicating the information to provide/the sections to fill) 
- Argumentation-based graphical notations (e.g., GSN) 
- Conceptual/information models (e.g., with UML) 
- Process models (e.g., with SPEM) 

 
15. If you would like to add any further techniques for structuring of evidence, please 
do so in the box below, and also indicate how often you use, check, or request them 
(for example, Technique X: very often; Technique Y: rarely, and so on) 
 
Page 6: Evidence Adequacy Assessment (the page was randomized) 
 
REMINDER: please answer the questions in relation to the application domain 
selected before 

 
When managing evidence for demonstrating compliance with safety standards, it is 

also common to assess its adequacy. Adequacy is usually assessed based on the 
confidence in the information collected to support a particular claim about system 
safety. Adequacy can be estimated, for instance, by means of a qualitative approach 
(e.g., a level confidence) or a quantitative approach (e.g., a numerical estimation of 
the adequacy). 
 
16. How often do you use, check, or request the following techniques for determining 
evidence adequacy? (Never; Rarely; Sometimes; Very often; Always) (Options were 
Randomized) 
- Expert judgement, without documenting the rationale behind the assessment 
- Expert judgement, documenting the rationale behind the assessment 
- Argumentation 
- A quantitative approach (e.g., based on the use of Bayesian Belief Networks) 
- A qualitative approach (e.g., based on the assignation of confidence levels to 
evidence) 
- Checklists 
 
17. If you would like to add any further techniques for evidence adequacy assessment, 
please do so in the box below, and also indicate how often you use, check, or request 
them (for example, Technique X: very often; Technique Y: rarely, and so on) 

 
18. For the evidence that you provide, check, or request, do you check if the 
confidence in a piece of evidence is related to the confidence of other pieces? 
(Question and Options were Randomized) 
- Yes 
- No 
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19. When a change occurs in the confidence in a piece of evidence that you provide, 
check, or request, do you check how the change might affect the confidence in other 
pieces of evidence? (Question and Options were Randomized) 
- Yes 
- No 

 
Page 7: Challenges in Evidence Provision (the page was randomized) 

 
REMINDER: please answer the questions in relation to the application domain 
selected previously. 

 
Practitioners might face different challenges when having to provide evidence for 

demonstrating compliance with safety standards. For example, safety standards can be 
difficult to understand, thus practitioners might have problems in determining what 
evidence has to be provided to comply with a safety standard 

 
20. This question lists a set of possible challenges regarding provision of evidence for 
demonstrating compliance with safety standards. For those challenges that you have 
faced or observed, please indicate how important you consider them to be 
(Unimportant; Of little importance; Moderately important; Important; Very 
important) (Options were Randomized) 
- Compliance demonstration for new technologies (for example, model-driven 
technologies/development) 
- Suitability and application of safety standards 
- Determination and decision upon the information that can be provided as evidence  
- Provision of adequate process information (i.e., about the process followed to 
develop a critical system) as evidence for the whole development and V&V process  
- How to effectively create and structure safety cases 
- Compliance demonstration for systems whose compliance has not been previously 
demonstrated (for example, a legacy system) 
- Existence of problems which, based on your experience, are exclusive to the 
application domain selected and do not arise in others (for example, due to special 
regulations or processes) 
- Determination of confidence in evidence to support a particular claim about system 
safety 
- Need for providing arguments to show how evidence meets the requirements of a 
safety standard 
- Provision of evidence for systems that reuse existing components/subsystems 

 
21. If you would like to add any further challenges, please do so in the box below, and 
also indicate its importance (for example Challenge X: very important; Challenge Y: 
moderately important, and so on) 
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Follow-Up Studies 
 

22. Finally, please fill the following information if you are interested in participating 
in follow-up studies (OPTIONAL) 
- Name 
- Organization 
- Role 
- Email 
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Paper 4 
Appendix D - EviCA Technology Acceptance Survey 
Questionnaire 

 
This survey is intended to evaluate the user acceptance of a novel approach for 
evidence assessment and a prototype tool support named EviCA (Evidence 
Confidence Assessor) developed for the same. The aim of this questionnaire is to 
obtain feedbacks regarding the acceptance of the proposed technology and the tool 
support by gathering feedback on three main aspects: 

 
x Perceived Ease of Use: “the degree to which a person believes that using a 

particular method would be free of effort” 
x Perceived Usefulness: “a person’s subjective probability that using a particular 

system would enhance his or her job performance” 
x Intention to Use: “the extent to which a person intends to use a particular 

system” 
 

The questionnaire is directed to safety experts and practitioners who are directly 
involved in safety case development and assessment and safety evidence assessment. 
By responding to this survey, you will provide us with very valuable inputs regarding 
the acceptance of this approach in practice in future. 

 
Filling the questionnaire should take about 5 - 8 minutes. 

 
Although the responses will be held confidential and anonymous, we would need an 
identification information, which is the name of the organization for which the 
respondents work in order to be bale to analyze and interpret the responses correctly. 
Nonetheless, the name of the organization will never be published or disclosed. 

 
Respondents that are interested in the results of the study can obtain them by 
contacting Sunil Nair (sunil@simula.no). 

 
The research leading to this paper has received funding from the FP7 programme 
under the grant agreement no 289011 (OPENCOSS) and from the Research Council 
of Norway under the project Certus SFI. 

 
Thank you very much for your participation in the study. 
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Section 1 – Background Information 
 
Name (Optional) –  
Email (for follow up) –  
 
1. Are you interested in receiving the results from the survey? 
☐ Yes 
☐ No 
 
2. Is your organization involved in safety certification/assurance/assessment? 
☐ Yes 
☐ No 
 
3. How much experience do you have with certification/assurance/assessment - 

related activities? 
☐ Less than 6 months 
☐ More than 6 months but less than 12 months 
☐ More than 1 year but less than 2 years 
☐ More than 2 years 
 
4. As part of your work, do you assess safety evidence information? 
☐ Yes 
☐ No 
 

4. As part of your work, do you develop or assess safety case documents? 
☐ Yes 
☐ No 
 
 
 
 
Section 2 – Perceived Usefulness (Questions were randomized) 
 
6. The ability to express ignorance or doubt in the approach is useful for the 

assessment of safety evidence. 
☐ Strongly Disagree 
☐ Disagree 
☐ Neither Agree nor Disagree 
☐ Agree 
☐ Disagree 
☐ Other  
 
7., The range of safety evidence assessment factors covered in the approach is 

adequate. 
☐ Strongly Disagree 
☐ Disagree 
☐ Neither Agree nor Disagree 
☐ Agree 
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☐ Disagree 
☐ Other  
 
8. Use of the approach will lead to more accurate safety evidence assessments. 
☐ Strongly Disagree 
☐ Disagree 
☐ Neither Agree nor Disagree 
☐ Agree 
☐ Disagree 
☐ Other  
 
 
 
 
 
Section 3 – Perceived Ease of Use (Questions were randomized) 
 
9. It is easy to express any doubt or ignorance about a particular safety evidence 

assessment with the approach. 
☐ Strongly Disagree 
☐ Disagree 
☐ Neither Agree nor Disagree 
☐ Agree 
☐ Disagree 
☐ Other  
 
10. It is easy to customize a safety evidence assessment in the tool. 
☐ Strongly Disagree 
☐ Disagree 
☐ Neither Agree nor Disagree 
☐ Agree 
☐ Disagree 
☐ Other  
 
11. It is easy to interpret the results produced by the approach. 
☐ Strongly Disagree 
☐ Disagree 
☐ Neither Agree nor Disagree 
☐ Agree 
☐ Disagree 
☐ Other  
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Section 4 – Intention of Use  
 
12. I would use the approach for my safety evidence assessment tasks (if it were 

made available to me within my organization). 
☐ Strongly Disagree 
☐ Disagree 
☐ Neither Agree nor Disagree 
☐ Agree 
☐ Disagree 
☐ Other  
 
 
Any additional Comments: 
 
 
 
 


