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ABSTRACT

Soccer dominates the global sports market, and viewers’ interest in watching videos of

soccer matches is ramping up. Globally, there is a huge and constantly increasing amount

of soccer game content being generated, including video footage, audio commentary,

text metadata, goal and player statistics, scores, and rankings. As a large percentage of

audiences prefer to follow only the major highlights of a game, the creation of multimodal

(video/audio/text) summaries is of great interest to broadcasters and fans alike. In this

regard, it’s crucial to provide game summaries and highlights of the major game moments.

However, creating summaries and annotating events most often necessitates the use of

expensive equipment and a significant amount of time-consuming manual labor. Recent

advancements in Artificial Intelligence (AI) technology have demonstrated great promise

in this context. The purpose of this thesis is to use AI to support an automated pipeline

for summarizing soccer matches. With Natural Language Processing (NLP) tools and

heuristics, the emphasis is on creating comprehensive game summaries in textual form

with variable length constraints, based on raw game multimedia (e.g., video and audio

streams) and, where appropriate, easily accessible game meta-data. A longformer model

has been fine-tuned to output a game summary for a given textual input of game captions.

This work also explores the use of game audio in prioritizing game events from a

summarization perspective. In particular, the Root Mean Square (RMS) audio intensity

score has been extracted and used to extract the event priority to be included in the

summary.

Keywords: AI, Automated Pipeline, NLP, Soccer Game Summary
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1 INTRODUCTION

The popularity of sports broadcasting and streaming continues to rise, as does the desire to

watch footage of sporting events. Nowadays, live streaming of sporting events produces

the majority of video traffic and is gradually overtaking live television broadcasts [1]. For

instance, according to FIFA figures, 3.572 billion people watched the 2018 FIFA World

Cup [2], and as of 2020, soccer has a worldwide market share of around 45% of the

$500 billion global sports business [3]. Nevertheless, the accessibility of game-related

data and the sheer volume of game videos make real-time or almost real-time summaries

and highlights extraction systems more crucial. Sports broadcasters are very interested

in the creation of highlight reels and video recaps of games since many viewers simply

want to see the key moments.

1.1 Background

Modern technologies for creating soccer highlight reels include a number of manual

tasks. Figure 1.1 depicts a typical tagging centre where significant events like goals,

substitutions, and cards are marked and commented on before being released as separate

clips. The common pipeline consists of a "detection" step in which the video is tagged

with an event such as a goal or card, relevant frames are clipped to form a highlight clip

and a "refinement" phase in which the highlight clip is enhanced by tailored trimming,

insertion of extra-textual descriptions and tags, and the selection/updating of a thumbnail.

In addition to these operations, the production of text, audio, and video summaries from

sports games is of great importance to both the public audience and broadcasters, such as

news articles, social media updates, and highlight clips. However, state-of-the-art solu-

tions in this domain are limited, and therefore subject to a lot of interest from researchers,

especially in terms of automation [4]. Recent advances in artificial intelligence (AI)

technology have shown enormous promise in this regard. More specifically, NLP is one

of the most promising fields for the automatic generation of text summaries from videos.

Figure 1.1: Typical Tagging Center in Operation
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1.2 Motivation

The primary impetus for the creation of summarization systems is the need to handle

vast quantities of data available in various forms, like videos, reports, and commentaries.

Exploring lengthy information involves much time and labor. Summarization aids in

combating “information overload” by emphasizing the most relevant content, minimising

or removing unimportant elements. There is a lot of research around event detection

in videos, event clipping for the generation of highlight clips, thumbnail selection

for highlight clips, and analyzing content from social media, but not so much on the

journalism or accessibility aspects of video summarization systems. Therefore, there

is a dire need to establish a framework for getting text and audio summaries of videos

automatically. With an emphasis on accessibility, the automatically generated audio

summaries can be highly useful for visually impaired audiences as well.

Natural language understanding and generation have been interesting topics recently and

there is a lot of work going on in this area. It would be intriguing to assess the capability

of a successful language model that applies deep learning to create text that resembles

human language, such as Longformer, for domain-specific tasks such as soccer video

summarization. Combining multi-modal information of games that exist in various forms

such as audio streams, metadata information about the events, and transcription of audio

commentary would be a very interesting area to explore.

Building this sort of summarization system may be valuable not only for future game

summaries but also for condensing past and completed games. It is a useful tool for

exploring a large number of games via summaries that would have been hard to view and

comprehend individually. It is exciting to conceive of a tool that may augment human

skills by highlighting key facts with little investment of time, energy, and interest.

In the near future world of informatics and intelligent systems, it is natural to consider

automation in practically every subject, and it is evident that sports game summarization

cannot be accomplished in a manual and time-consuming manner. This definitely justifies

the motivation to automate sports summarization within a concrete framework.
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1.3 Problem Statement

Current state-of-art systems for soccer broadcasting and dissemination do not include

automated pipelines which can summarize entire soccer games in a configurable and

multimodal fashion. The process is dominated by manual efforts, and the focus of

automatization has overwhelmingly been on video summaries and highlight clips.

Although it is evident from the literature that there are enough research directions on

video event recognition, thumbnail selection, social media content analysis, etc., there is

less on the journalistic side of sports video summarization systems. A framework for

acquiring text and audio summaries from the multimodal information, which are readily

available or can be feasibly generated with cutting-edge systems, is thus considered

necessary. Automatically produced audio summaries would also be very beneficial for

visually impaired listeners from an accessibility perspective.

Existing video summarization frameworks generate text summaries using NLP ap-

proaches. Text summaries may be generated by either processing the sampled frames

in the video to identify the contents in the video or processing the sampled frames

and then using NLP techniques. The subtitles/captions of sports videos, either readily

available or generated from speech to text systems, are not found to have been utilized.

The processing of such content from the video, if accessible, and the summarization

of subtitles/captions using natural language processing algorithms provide a further

possibility.

On the other hand, metadata information of games which are readily available or can be

generated from event detection systems are found be be infrequently utilized in video

summarization, despite the fact that they may reduce processing costs and increase

continuity factor and storage efficiency.

Automatically generated text summaries have the problem of being unable to contain

crucial aspects, particularly in length restricted situation. As a result, variable-length text

summaries may not ideally describe the complete videos to the extent that could have

been conveyed within the length restriction. In such cases, multimodal information must

be exploited to as much as feasible to extract ideally relevant summaries within the text

limitations.
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Therefore, sports summarization system using multimodal information could be really

helpful for audiences not to spend their precious time of life in watching full videos

or exploring whole information about games, as well as of tremendous interest for

broadcasters.

1.4 Objectives of Thesis

This thesis aims to achieve the following specific objectives:

• To design and implement an automated end-to-end pipeline for generating variable

length soccer game summaries.

• To validate the pipeline using prevalent objective measures.

1.5 Scope of Thesis

Although the final system can be readily integrated into any sports video production

framework and modified to generate summaries of different types of sports, this particular

research focuses on the summarization of association football (soccer) games, and other

sports are not considered.

This particular research does not focus on event detection and classification, event

clipping, or highlight clip generation, but only game summarization. The scope of the

research is clarified with Figure 1.2 with the highlighted box.

The system relies on readily available metadata information about the games. The

assumption is that such metadata are available even in real-time during the live games

from some black-box event detection systems beforehand.

The system makes no distinction between male and female soccer by design. No

specific aspect in our pipeline has been proposed to mitigate AI bias.

The system outputs English language summaries. The capabilities of Longformer for

summarization are explored. Text-to-Speech (TTS) systems could be then employed to

convert such textual summaries to audio.

Noise suppression is needed for the videos to cancel the hootings and cheers of the crowd

and make the audio of commentaries audible in adequate intensity for Speech-to-Text
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(STT) systems to work. For audio extraction and processing, existing algorithms, tools,

and procedures are utilized. This work does not make novel contributions in the field of

noise suppression.

This research does not develop new STT models. Instead, IBM Watson is used as

the STT component in the system. Longformer model pre-trained on summarization

task is fine-tuned for language generation. Likewise, OpenAI Generative Pre-trained

Transformer 3 (GPT-3) Application Programming Interface (API) is used for natural

language understanding and metadata extraction from captions.

Figure 1.2: Research Context Across Soccer Video Pipeline

1.6 Potential Applications

There are a number of scenarios where the outputs of this thesis can be utilized. Below,

is a list of these applications with respect to target audience.

• Sports Companies: This research will be directly useful to the companies

like Forzasys (https://forzasys.com/) who have mostly manual pipelines

for broadcast soccer production (example product Forzify: https://forzasys.

com/Forzify.html). The research is also useful in analyzing subjective aspect

of the summaries, for example for fans of same or opposing teams.

• Journalism: These kind of system can be useful to generated variable length

game summaries covering important and interesting events for news reports as

well as for online platforms that are fully dedicated to soccer games as well as

5

https://forzasys.com/
https://forzasys.com/Forzify.html
https://forzasys.com/Forzify.html


for soccer game section of popular news sites. The research can also be used

to enhance emotional expressively in audio, which is one of the most important

methods of human communication. This also explores the intrinsic aspects of

human understandings and expressiveness of languages.

• Soccer Clubs: Systems like Reely (https://www.reely.ai/) and Automated

Insights (https://automatedinsights.com/) who do automated content cre-

ations, can also benefit with automated game highlight generation and reporting,

for example, to push the updated to social media in real time for sport clubs.

• Sports Websites: The output can be directly useful to online game portals which

need to summarize the whole game in textual summary for the viewers to get the

grasp of the game without watching the whole videos. Such summary can also

serve as the video descriptions.

• Web Crawlers: Search engines are based on textual information on web content.

The textual summary of the game video can be very useful in SEO and for site

indexing such that a search engine can directly point the users from the natural

language queries. Such efforts also relate to information distillation to address

information overload.

1.7 Originality of Thesis

The research is a first hand implementation of summarizing attempt on HOST dataset.

And, also probably the first attempt to incorporate audio, caption and meta-data for video

summerization on SoccerNet dataset. This is the first attempt to use Text to Speech on

SoccerNet and HOST dataset to automate caption generation. Such outputs can be used

for future researches as well.There is a lot of work on (sports) video summarization/video

abstraction, but much less on text summaries than there are on video summaries. Text

summarization is only researched by itself, not together with accompanying audio

summaries and meta-data. Audio summaries do not often have subjective add-ons, text

summaries can be extended to text-to-speech generation with emotional effects as well.
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1.8 Organization of Thesis

The thesis is structured as follows. In Chapter 1, background information is presented

along with thesis objectives and applications. Furthermore, Chapter 2 contains a review

of related works from the literature. In Chapter 3, the methodology to address the

research question is presented, which relies on integration with multiple third-party

software tools, as well as the design of original custom components. Chapter 4 contains

an overview of the results and progress of the research. Chapter 5 includes an analysis of

the results along with discussions. Chapter 6 contains the limitations and shortcomings

of the work, as well as the various open challenges in the domain of soccer game

summarization. Chapter 7 concludes the work.

The thesis schedule is included in the Appendix.
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2 LITERATURE REVIEW

Researchers have been working for more than a decade to develop an automated solution

for sports video semantic analysis and summarization. Various works that have been

done on multiple aspects to aid such an automated pipeline are summarized below.

2.1 Automated Soccer Video Production

Event detection—also known as action detection or activity spotting—has drawn a lot

of attention, recently. For instance, several two-stream Convolutional Neural Networks

(CNNs) variations have been used to solve the issue [5, 6] and have now been expanded

to incorporate 3D convolution and pooling [7, 8]. Temporal Segment Networks (TSN)

was suggested by Wang et al. [9, 10], while C3D [11] investigated 3D convolution

learning of spatio-temporal characteristics. In order to enable the network to learn

spatial and temporal information independently, Tran et al. [12] adopted (2+1)D con-

volutions. Finding temporal points in the timeline is the goal of further techniques

[13, 14, 15, 16, 17, 18, 19], however despite the fact that many of these studies show

intriguing methodologies and encouraging outcomes, such technologies are not yet

suitable for usage in practical deployments. The majority of the suggested models are

computationally costly and only somewhat accurate, which is the cause. As long as

there are no false alarms or missing occurrences, human processes are still required in

deployments where action/event annotation results are utilised in an official setting (such

as live sports broadcasts). The objective of these works is to accurately and efficiently

automate the human event annotation procedure for soccer videos.

The amount of work that has been done in the field of event clipping is also limited. A

shot recognition system was described by Koumaras et al. [20], and a more specialised

approach was built by Zawbaa et al. [21] to handle cuts that transitioned gradually

over numerous frames. Soccer video scenes were categorised by Zawbaa et al. [22]

as long, medium, close-up, and audience/out of the field, and other articles showed

promising scene classification findings [23, 22, 24]. Replay detection may assist in

removing pointless replays from video recordings that include replays of an event. The

classification names play, focus, replay, and breaks were first used by Ren et al. [25].

It has been shown that an Support Vector Machine (SVM) algorithm works well for

logo-based replay detection in soccer matches, whereas an Artificial Neural Network
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(ANN) is less successful [22, 21]. Additionally, it was shown that audio might be

a crucial medium for locating quality cutting sites. While Tjondronegoro et al. [26]

employed audio for a summarization technique, recognising whistle sounds based on

the frequency and pitch of the audio, Raventos et al. [27] used audio characteristics

to provide a significance score to video highlights. The topic of video segmentation

in sporting events was addressed by Chen et al. [28] using an entropy-based motion

technique. Lastly, other research focused on learning spatio-temporal characteristics

using different Machine Learning (ML) algorithms [6, 8, 12].

These studies point to the possibility of the creation of sports videos or summaries with

AI assistance. For making highlight clips, for instance, collecting temporal information

might be quite helpful. The findings that are shown are still somewhat constrained, and

more crucially, the real event clipping procedure is not covered. Since most of the use

cases need the generation of highlight clips to be completed in real-time, computing

should be possible with very low latency.

2.2 Video Summarization (Video Abstraction)

The file size of videos may be reduced in a number of ways. Hyperlapse is a method

for lowering the frame rate by dropping frames [29]. Another approach is to make still

images by extracting one or more keyframes. It’s normal practice to pick out important

sub-shots and create condensed video clips. Overall, it must meet the two requirements

listed below: As much information as possible should be retained, and the number of

frames or file sizes should be kept to a minimum.

Segmentation is an important process. To accelerate, Zhao et al. [30] uniformly split

input films into 50-frame segments. Poleg et al. [31] propose to partition egocentric

videos with complex motion using a novel Cumulative Displacement Curve and show that

integrated motion vectors outperform instantaneous motion vectors. A simple technique

involves calculating the colour histogram for each frame and identifying shot boundaries

when the differences between two succeeding frames are below a certain threshold[32].

Potapov et al. [33] offer the KTS method for Kernel Temporal Segmentation. Pavel et

al. [34] segment footage based on shot transitions and saliency maps. Amel et al. [35]

recognizes shot boundaries by measuring the motion intensity between two frames across
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the whole movie using an adaptive rood pattern search method and then determining the

threshold. Luo et al. [36] segment films depending on the motions of the camera, such as

panning, zooming, and pausing. To represent temporal dependency between frames and

to extract keyframes or key sub shots, Zhang et al. [37] propose two LSTM networks.

Evaluations of the value of frames and shots vary significantly. Zhou et al. [38] rec-

ommend timemapping, which is the conversion of video from high-frame-rate to low-

frame-rate. In order to improve the rendering of salient motion generated by said

saliency method, this paper introduces a novel saliency method, a re-timing technique

to temporally resample based on frame importance generated by said saliency method,

and two new temporal filters (adaptive box filter and saliency-based motion-blur fil-

ter). Sentimatic segmentation and optical flow are used in the distinctive bottom-to-top

saliency technique. The results show that a saliency-based yo blur filter performs well.

A pair-wise rating system is provided by Sun et al. [39] that rates the highlights of video

segments without restriction and learns from online videos. First, LiveLight [30] uses

a vocabulary to scan and segment the input footage. By adding each new segment that

can’t be partially rebuilt using the already-existing lexicon, Bengio et al. [40] builds a

vocabulary of video segments. Additionally, Li et al. [41] provide a dictionary learning

approach for video segmentation that takes into consideration reconstruction loss, group

sparsity regularisation, patch-level and frame-level structure preservation regularizers, as

well as regularizers for group sparsity.

A keyframe, several keyframes (static storyboards) [42][43], a static storyboard [44], or

a shorter video clip [39] are all examples of outputs. Truong et al. [45] have completed

several conventional video summaries. Line-by-line summaries of films are provided by

novel deep learning-based video summarising techniques [46] and such techniques have

been suggested since 2006. Keyframe extraction and video skimming are approached by

Cong et al. [47] as a dictionary selection problem. The work by Sunet al. [48] offers a

novel poselet-based saliency detector, and person recognition and tracking system. A

sequential Determinantal Point Process (seqDPP) is presented by Gong et al. [49] to

describe videos in a supervised manner. It also provides evaluation metrics. Given two

summaries, identify the matching frames whose visual distance is below a threshold and

determine their accuracy, recall, and F-score. And by greedily optimising the F-score
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between the ground truth and a number of human-annotated videos, it creates a summary

of the ground truth for each video.

Mindek et al. [50] summarize multiplayer 3D scene games based on game rules. There

are other evaluations of several types of video summaries in Sreeja et al. [51].

2.3 Natural Language Generation (NLG) Systems

Applicant Tracking System (ATS) is widely used in text mining and analytics applications

like information retrieval, information extraction, question answering, etc. ATS is used in

conjunction with information retrieval techniques to improve search engine performance.

An algorithm and pseudo-code search engine is presented by Tuarob et al. [52]. A

dataset is initially compiled by removing algorithms from academic works. The collected

algorithms from scientific papers are then enhanced with more textual data using ATS.

Text summarization is used by Yulianti et al. [53] to extract answers to questions that are

not factoids. An extractive multi-modal summarization (MMS) technique is provided by

Li et al. [54] for asynchronous collections of text, images, audio, and video. On the basis

of the sources mentioned above, the suggested system generates a textual summary.

The absence of agreement among researchers around evaluation methodologies on

text summary evaluation and the lack of thorough, up-to-date research makes text

summarization clearly reflects the shortcomings. The popularly used n-gram-based

evaluation metrics similar to ROUGE and even embedding-based metrics like BertScore

are not adequate to assess the quality of summarization, according to Fabbri et al. [55]’s

analysis of the current evaluation metrics used for such tasks The findings clearly reflect

the need for future studies on text summarization evaluations and models.

2.3.1 Summarization in Journalism

For every game, the Dutch data-to-text system PASS [56] generates two sports reports,

each with a unique tone based on the reader’s team. A computer can complete this

laborious task more quickly than a human journalist, giving readers a more customised

and pertinent report. The input data is scraped from websites, including past game

results and previous matches between the teams. The templates were made using the

2016 MeMo FC corpus [57]. It contains match reports that were specifically written for

the teams that played in the game and is aimed at the supporters of those clubs. Given
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the anticipated personalization of the content, this makes it ideal for PASS. PASS was

used to retrieve a sizable number of event categories and templates for each category.

According to the authors, the algorithm produces text with a similar amount of variance

as GoalGetter [58]. Corney et al. [59] advocated subjective summarization via social

media fan interactions. Prior to using a subject identification algorithm to identify the

sub-topic events by analysing quick increases in word frequency, they first established

the user’s preferred team. A commentary system that recounts the happenings in a certain

match is presented by Chen et al. [60]. This already represents a significant departure

from the dynamic summary generator, where only the most significant events are deemed

pertinent to be included in the text and where practically every event will appear in the

text. Another contrast is that the text was generated by machine learning methods rather

than templates by Chen et al. [60]. The system was developed using human-commented

games from the Robocup simulation league1, and three algorithms were added to provide

commentary for games that had not yet been played. In order to determine what kinds

of occurrences (such as passes or goals) are most likely to be reported on by human

commentators, it adopts a probabilistic technique for the content-selection problem.

The 2017 Finnish municipal elections were covered in news articles written in English,

Swedish, and Finnish using an NLG template-based approach [61]. To prevent referring

to the same entity by the same name more than once, it employed basic templates like

"$entity won $value new seats in $location" as well as various strategies like employing

a referring expression generator. Using keywords or natural language, the system created

by Plachouras et al. [62] could search for financial data. The system assesses the supplied

query, gathers the relevant information, and provides an NLG-based answer. The system

locates the record holding India’s GDP in 2010 and sends a text answer in response to

the query "India’s GDP 2010". It has a module that uses one of the several templates

provided for each use case to construct different parts of the answer. With the use of

numerical weather prediction data, SumTime-Mousam [63] generates weather forecast

predictions. Since the output will be in a meteorological sublanguage rather than ordinary

English, new grammatical rules were created as opposed to using templates. The majority

of the essay focuses on how individuals and the system choose terms like "reversing" or

"becoming" to describe a change in wind direction.

1https://robocup.org
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The Los Angeles Times started a blog in 2007 to report on killings, and it used automated

writing generated from a basic template [64]. In 2014, the same journal published the

first earthquake-related article using Quakebot [65]. Using NLG technology, the BBC

was able to upload news articles for each of the United Kingdom’s 650 seats on the

evening of the 2019 general election [66]. Automated Insights2 and Narrative Science3,

which created WordSmith and Quill, respectively, are the most important enterprises

from a monetary standpoint.

2.3.2 Summarization in Social Media Context

Several studies on social media text summarization have been conducted. Using a graph-

based technique, Sharifi et al. [67] summarised the most frequently occuring phrases

in a sample of tweets. On the basis of the words that had been found, a phrase was

then selected to sum up the situation. Inouye et al. [68] summarised tweets using a

clustering approach. The similarity metric was used to group tweets into K-clusters,

and the highest-scoring tweets from each cluster were extracted and weighted using the

hybrid Term frequency - inverse document frequency (TF-IDF) weighting approach.

The Hidden Markov Model (HMM) was modified by Chakrabarti et al. [69] to provide

a method for identifying sub-events. Chua and Asur developed two topic models for

Twitter event identification [70]. They selected a set of tweets that best described each

observed occurrence, integrating the time component of the tweets’ keywords with the

words themselves.

There are two main kinds of strategies used in the past to use social media feeds to

find and summarise sporting events: graph-based methods and rate-based methods.

One of the first to investigate the possibility of a sports event summary was Nichols

et al. [71]. Their method is classified as rate-based and detects a sub-event when the

tweet volume exceeds a certain level. They then chose illustrative tweets that used the

phrase graph method to describe the various match-related sub-events. A sub-event

occurrence was noted when the twitter stream rate surpassed 90% of the previously

measured rate, according to Zubiaga et al. [72]. Once a sub-event had been discovered,

they employed the Kullback-Leibler Divergence technique for word weighting to choose

2https://automatedinsights.com
3https://narrativescience.com
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the tweets that had the highest scores for encapsulating the sub-events. Marcus et

al. [73] introduced the "Twitinfo" event detection and presentation system. Using a peak

detection algorithm, Twitinfo recognises sub-events based on given keywords and then

presents an event timeline. The problem of delivering real-time summaries of sporting

events was handled by Kubo et al. [74] by leveraging Twitter users who are recognised

as great reporters. The user scores are calculated by giving higher points to users who

post more often during previously identified sub-events within the event in order to

identify these reporters. A real-time strategy for identifying sub-events that take place

during soccer matches was proposed by Hsieh et al. [75]. They devised a two-step

approach, using their moving-threshold technique to recognise sub-events and the TF-

IDF to determine the most representative keywords for each sub-event. Ranking data

has also been utilised for content pinpointing [76]. Aloufi et al. [77] recently proposed a

framework for chronological multi-view multi-modal summarization using microblog

streams for sports events.

2.4 Soccer Game Summarization

A basic framework for sports video summarization and its application to soccer footage

is provided by Li et al. [78]. Baseball and American football are examples of sports

that comes under action-and-pause sports in contrast to continuous activity sports like

soccer. By considering each pitch as a significant event, keyframes are retrieved in the

action-and-pause sports category. Following that, the clip is separated into events and

non-events. In the continuous action sports case, the broadcaster’s audio is analysed to

identify any keyframe-worthy segments. An application for soccer is used to demonstrate

the framework. Close-up shots and audible excitement are used to signal the start of

an exciting event. A hybrid video summarization technique for cricket footage was

developed by Javed et al. [79]. The duration of the game makes it challenging to produce

cricket video recaps. In order to gauge the volume of comments and audience applause,

audio data are divided into short frames and the pitch of each frame is determined. Then,

in order to pinpoint the pivotal times in cricket, the framework is provided with the

proper video frames of the thrilling audio samples. Boundary, six, wicket, and replay

events are categorised using a decision tree and a set of event rules [80]. According to a

knowledge-enhanced summarizer created by Wang et al. [81], sports news is produced

by combining live commentary and the knowledgebase.
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3 METHODOLOGY

Our methodology consists of utilizing soccer game audio streams (commentary and game

audio) and metadata to identify and locate important events, which are then presented

using customized versions of state-of-the-art journalistic article templates. It uses a

variety of cutting-edge deep learning methods to generate text from audio and revised

text from text input. Below, some of these approaches are explained in detail.

3.1 Background Concepts

3.1.1 Importance of Transformers in NLG

Recurrent Neural Network (RNN)s, can be visualized as a series of cells and were used

intensively on encoders and decoders, one of most successful architectures in NLP. The

encoder RNN receives a sentence as input and reads it token by token. Until all of the

words in the sentence have been processed, each cell takes an input word and produces a

hidden state as an output, which is then supplied as input to the next RNN cell.

This assumption that the last-generated hidden state reflects the essence of all the

information included in each word of the input phrase is factually inaccurate in that it is

more challenging when there are long sentences with several clauses. Most significantly,

vanishing gradient issues affected plain vanilla RNNs. By using a forget gate, Long

short-term memory (LSTM) was able to solve the vanishing gradient problem and select

which information should be taken seriously and which may be disregarded. The intricate

gated architecture of the LSTM somewhat resolves the issue of long-term dependency.

However, as a recurrent architecture, the utilisation of parallel computation was still

hindered, making LSTMs particularly sluggish to train. The LSTM must still be trained

sequentially implying that dependencies might move from left to right, rather than in

both ways as with the newer attention mechanisms. Attention to subset of the text was

as a solution to the bottleneck issue, mimicking a human translator would pay special

attention to a single term. The transformer was created as a result of the realisation

that the attention mechanism alone could provide greater accuracy than the recurrent

architecture with sequential word input. Transformers with Self-Attention now dominate

the NLP/Natural Language Understanding (NLU), allowing for the parallel construction

of the transformer architecture and enabling for training on high-performance hardware

like Graphics processing unit (GPU)s, which facilitates the training of ever-larger models.
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3.1.2 Basics of Transformers

The original Transformer architecture consisted of encoder and decoder blocks. An

encoder block accepts inputs up to a particular maximum sequence length (e.g., 512

token, in the original transformer paper). For an input sequence shorter than the encoder

input limit; the remainder of the sequence are padded.

Figure 3.1: Transformer Model Architecture, Adopted from [82]

To enable it to focus on certain encoder segments, the decoder block differs somewhat

architecturally from the encoder block. As opposed to Bidirectional Encoder Represen-

tations (BERT), which transformed the future words to [mask] token, the self-attention

calculation blocks information from tokens to the right of the location being computed.

A position may peep at tokens to its right while using normal self-attention, but when

using masked self-attention, as in GPT-2, this is not possible. In Figure 3.2 it is shown

that while calculating the attention, for instance for position 4, only the present and

previous tokens are considered.
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Figure 3.2: Masked Self-attention in Transformer Decoder Block

3.1.3 LongFormer

Due to the extensive matrix operations needed in the self-attention operation, trans-

formers are costly. The transformer-based models are unable to analyse long sequences

because the self-attention operation quadratically expands with sequence length. Nor-

mally, during self attention each token interacts with every other token in the input,

requiring operational complexity of O(n2) for n tokens for each input sequence of length

n as shown in Figure 3.3(a).

Regular self-attention is modified by Longformer’s attention mechanism, which com-

bines local windowed attention with task-driven global attention. This kind of linearly

scalable (O(n)) sparse attention approach makes it easier to analyse texts with thousands

or more tokens.

Figure 3.3: Attention Strategies for Transformers
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Attention Patterns

Longformer utilises multi-head attention mechanism and each head with multi-head

attention calculates a distinct score. Different sliding window attention mechanisms are

utilised. Standard sliding window attention is used for the bottom levels and dilated

sliding window attention for few upper layers to provide a satisfactory representation of

all tokens. The rationale behind this method is that the local context is more significant

in the lower levels, while the global context is more relevant in the top layers.

Sliding Window Attention

Similar to CNN kernels that perform a matrix operation to a set of pixels and then

proceed to the next set, sliding window attention approach only pay attention to tokens

in the current window altering the attention goal such that it only focuses on tokens that

appear in a context window w as in the Figure 3.3(b). Each token will only be able to

interact with the 1
w tokens to its left and right.

However, this restrict the amount of tokens taken into consideration to just those inside

the window. To mitigate such situation, multiple layers of self-attention is used such

that after successive self-attentions in multiple layers, the tokens can virtually attend

other tokens not in their window in the first layer as shown in Figure 3.4 for the token

’scored’. Although the attention window of three in the first layer is only able to make

it attend with two other tokens in the sequence, it gets opportunity to attend with more

neighbouring tokens in the second layer. With this phenomenon, a long sequence of

tokens can be attended as the depth increases.

Dilated Sliding Window

Instead of examining all tokens in window w, alternative tokens are only considered

as shown in Figure 3.3(c) to tackle lengthy sequences. Skipping tokens obviously

result in information loss in the lower levels, which is transmitted to the upper layers

resulting in poor performance from the models as well as unstable training. However,

this little modification accommodates a broader length of tokens without requiring costly

architectural modifications and by widening the scope of the sliding attention window.
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Figure 3.4: Multiple Layers of Self-attention.

Global Attention

Attentions that are windowed or dilated are insufficiently flexible to learn representations

for downstream tasks. Certain tokens are allowed to perform global attention, meaning

that all tokens in the sequence may attend to these tokens as shown in Figure 3.3(d).

The addition of global attention increases the performance as well as also boosts the

model’s representational capacity. However, due to the restricted amount of tokens, the

complexity remains (O(n)). Configuring global attention tokens is an engineering choice

and may largely influence the performance.

Linear Projections

Two distinct sets of Q, K, and V matrices will be used for sliding window and global

attention. The design decisions for length of sliding window as well as global attention

strike a compromise between performance and efficiency. Lower size of attention

window enables quicker calculation and larger attention window allows for greater

representational power.

3.1.4 Generative vs. Regressive Language Models

The OpenAI GPT-2 model addresses up to 4,000 input tokens instead of the original

transformer’s 512 by using Decoder-only blocks and omitting the Transformer encoder.

In contrast to this, BERT uses transformer encoder blocks to learn an encoded representa-
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tion of the inputs by corrupting them to recreate the original versions, thus referred to as

an "autoencoder". Another key difference between GPT2 and BERT is that it produces

one token at a time, similar to classical language models. After each token is generated

from a well-trained GPT-2, it is added to the sequence of inputs in the subsequent phase.

This approach is known as "auto-regression," which was also one of the ideas that gave

RNNs their disproportionate success. The nature of certain subsequent models, including

GPT-2 and TransformerXL, is auto-regressive. But it is clear that even if BERT did

away with auto-regression, it might still achieve better results if it could make use of the

context of both sides of a word. In this way, XLNet reintroduces autoregression while

including context on both sides in a novel manner: this is a kind of compromise.

BERT is trained to map latent relationships between the text of various contexts, sen-

timent analysis and question responding are predicted based on a deep bidirectional

context. However, the GPT-3 training technique is rather straightforward in comparison

to BERT and is favored when little data is provided, with a wider variety of applications.

It has been shown that a sufficiently complicated network that incorporates the context

of the posterior sequence of words when selecting a word suffers knowledge leakage. To

address this, BERT does some % of token masking to prevents cheating via rote memory

by withholding just enough information. Because a token at a certain place in a phrase

only has access to prior tokens, the GPT-2 training is also a natural fit for constrained

summarization as it learns directly from the "predict next" task.

3.1.5 Self-Attention in Transformers

The input transformer block takes a input of x ∈ Rn×d length- n sequence of d-vectors

of template soccer summary. A transformer’s L transformer blocks are each param-

eterized function classes, fθ : Rn×d → Rn×d , and have their own set of parameters:

fθL ◦ · · · ◦ fθ1(x) ∈ Rn×d , implying that the output z ∈ Rn×d from each block has the

same dimension as the input. If "queries," "keys," and "values," respectively, are rep-

resented by the variables Q, K, and V , then for each attention head in the block from

h = 1, ...,H, Wh is the trainable weight matrix such that Wh,q,Wh,k,Wh,v ∈ Rd×k, then for
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Figure 3.5: Decoder Self-Attention and Masking

each set of attention head:

Q(h) (xi) =W T
h,qxi, K(h) (xi) =W T

h,kxi, V (h) (xi) =W T
h,vxi

α
(h)
i, j = softmax j


〈

Q(h) (xi) ,K(h) (x j
)〉

√
k

 (3.1)

The amount that element xi "attends" x j in a certain head h is determined by the attention

weights αi, j in Equation 3.1 [82]. This is self-attention since x’s components pay

attention to one another and also lack explicit learning parameters during training.

softmax j denotes the application of softmax to the d-dimensional vector indexed by j.

Positional Encoding: Transformer sees a collection of n unordered, d-dimensional

input vectors as a bag of features without the concept of positional encoding. The input

is unordered in the sense that it is unaware of the relationship between its n inputs,

denoted by ui ∈ Rd . To represent positions in a transformer, the positional connections

must be expressed as data. The simplest method involves encoding locations as 1-hot
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features. Assume that the information in x ∈ Rn×d is organised progressively down the

n-dimensional axis. The k′th standard basis vector in Rn is represented by x, which

is then extended to a new series x′ ∈ Rn×(n+d), where x′i = (xi,ei). Knowledge of the

combined representation z ∈ Rn×d can be specified by:

zk =W T
z ReLU

(
W T

x xk +W T
e ek
)
∈ Rd, Wx ∈ Rd×m,We ∈ Rn×m,Wz ∈ Rm×d

Gehring et al. [83] create distinctive representations of inputs and positions:

zk =W T
zx ReLU

(
W T

x xk
)
+W T

ze ReLU
(
W T

e ek
)

Wx ∈Rdim(x)×m,We ∈Rn×m,Wzx,Wze ∈Rm×d.

In Vaswani et al. [82], sinusoidal position embeddings were used, p ∈ Rn×d , to generate

fixed representation of positions, which functions similarly to a learned one and even

generalizes well to longer sequences.

pk,2i = sin
(

k
100002i/d

)
, pk,2i+1 = cos

(
k

100002i/d

)
z =W T

zx ReLU
(
W T

x x1
)
+p.

(3.2)

3.1.6 Fine-tuning GPT

Given the context vectors of input tokens of template game summary, U = (u1, . . . ,un)

the embedding matrix We and positional encoding matrix Wp is applied to U in order to

get the input vector for the decoders at the bottom level: h0 =UWe +Wp. The vector

h is feed through the decoding stages, n being the number of decoders in the stack of

decoders:
hl = transformerblock(hl−1)∀i ∈ [1,n] (3.3)

The transformer block make use of masked self-attention. The vector output from the

final decoder as in Equation 3.3 is transformed into the final probability vector output:

P(u) = softmax
(
hnW T

e
)
. The maximization objective is as in Equation 3.4:

L1(U) = Σi logP(ui | ui−k, . . . ,ui−1;Θ) . (3.4)

The labelled dataset C consisting of a series of input tokens of game summary x1, . . . ,xm,

and corresponding expected summary y, does not affect every model parameter. Instead,
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it goes through our pre-trained model and receives the final transformer block activation

hm
l , which is then supplied to an additional linear output layer with parameters Wy to

forecast each token for output y based on the conditional probability: P
(
y | x1, . . . ,xm)=

softmax
(
hm

l Wy
)
. The objective then becomes:

L2(C) = Σ(x,y) logP
(
y | x1, . . . ,xm) . (3.5)

Including language modelling as an auxiliary target to this fine-tuning improves general-

ization and speeds convergence of the objective in Equation 3.5, where λ being a weight

factor. The improved objective is shown in Equation 3.6:

L3(C) = L2(C)+λL1(C) (3.6)

The fine-tuning step are then not as expensive as pre-training, as only the embedding

and the newly added linear output layer Wy are fine tuned.

3.1.7 Root-mean-square (RMS) Analysis

Using the audio samples or spectrogram, the RMS value for each audio frame may be

determined. A signal’s RMS value is calculated as the square root of the average of the

squared values of the signal sample.[84]. For a collection of complex-valued signals

represented as N discrete sampled values − [x0,x1, · · · ,xN−1], the mean square value

xRMS is provided as in Equation 3.7 [84].

xRMS =

√
|x0|2 + |x1|2 + · · ·+ |xN−1|2

N
=

√√√√ 1
N

N−1

∑
n=0

|x[n]|2 (3.7)

RMS value calculation from audio samples seems to be efficient since no STFT compu-

tation is required. Since spectrogram frames can be windowed, spectrograms provide a

more precise depiction of energy across time; hence, the use of spectrogram for RMS

value calculation is preferred. Using frequency domain components X [k] and Parseval’s

theorem, it is also possible to calculate the root mean square value as in Equation 3.8.

xRMS :

√√√√ 1
N

N−1

∑
n=0

|x[n]|2 =

√√√√ 1
N2

N−1

∑
k=0

|X [k]|2 (3.8)
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Figure 3.6: Mother Morlet Wavelet

3.1.8 Wavelet Analysis

The wavelet has the benefit of combining a wave with a certain period and being limited

in size. The Morlet wavelet, a popular and straightforward wavelet, as seen in Figure 3.6,

is actually a Sine wave multiplied by a Gaussian envelope.

The formula for mother wavelet for the Morlet wavelet transform is shown in Equation

3.9 [85].

ψ0(η) = π
−1/4eiω0ηe−η2/2 (3.9)

The number of oscillations inside the wavelet itself is denoted by the wavenumber w0.

In practice, w0 = 6 is set such that the wavelet’s mean is zero. To effectively sample all

frequencies included in the time series, a set of scaling parameters s, also known as the

scale or period, is selected. First, the lowest resolvable scale, s0, is selected and then

multiplied by a constant multiple up to the maximum scale. The greatest scale should be

less than half of the whole time series.

3.2 Datasets

This section describes and discusses the existing datasets: SoccerNet, HOST, SportsSum

and K-SportsSum Dataset, that are going to be used for the thesis. Some of these are

also used to create training and testing sets for the model training and finetuning.

3.2.1 SoccerNet Dataset

SoccerNet [86] consists of a total of 764 hours from 500 different untrimmed broadcast

soccer games annotated with three primary events classes: goal, yellow/red card, and

player substitution.The coarse data, which is automatically derived from event reports, is

manually adjusted to a precision of one second before being used. The localisation of
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sparse events inside lengthy game videos is the primary goal of this dataset.

Figure 3.7: Distribution of Events in SoccerNet Dataset Meta-data

Figure 3.8: Per-game Distribution of Events in SoccerNet Dataset Meta-data
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SoccerNet-V2 [87] extends the action classes from three to seventeen to support event

spotting on soccer videos. It also emphasizes temporal segmentation of camera shots and

retrieval of the replayed actions in the game. The structure of the dataset for the action

spotting task of SoccerNet-V2 is shown in (Listing A.2) along with event annotation

structure in (Listing A.1). Distribution of Events in SoccerNet dataset is shown in Figure

3.7. Likewise, distribution of events per-game is shown in Figure 3.8.

3.2.2 HOST Dataset

Figure 3.9: Distribution of Events in HOST Dataset Meta-data

This dataset comprises of 15 full soccer game videos from the Norwegian Eliteserien,

with an event annotation list of each game’s highlights. Highlights include extra timing

meta-data(Listing A.4)1, goal annotations (Listing A.3), and card annotations (List-

ing A.5). Employees at ForzaSys AS and researchers from the Simula Metropolitan

Center for Digital Engineering(SimulaMet) curated the dataset.
1Starting with the line, each meta-data list reads:“Video start timestamp: <YYYY-MM-DD

HH:mm:ss.ssssss>”.
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Distribution of Events in SoccerNet dataset is shown in Figure 3.9. Likewise, distribution

of events per-game is shown in Figure 3.10.

Figure 3.10: Per-game Distribution of Events in HOST Dataset Meta-data

3.2.3 SportsSum Dataset

SportsSum [88] has a total of 5428 soccer game commentaries with corresponding news

scrapped from online sources in Chinese.

3.2.4 K-SportsSum Dataset

The K-SportsSu [81] dataset includes summaries of 7854 worth of sports matches along

with a large knowledge corpus that includes data on 523 sports teams and 14K+ worth of

sports players in Chinese. In order to increase the dataset’s size and quality, the original

authors de-noised news data using a comprehensive manual cleaning process so that the

news’s scope was restricted to the specific game.
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3.3 Proposed Framework

3.3.1 Components

Figure 3.11: Block Diagram of the System

Figure 3.11 presents the system block diagram of our proposed framework. The end-to-

end pipeline comprises 8 main modules. The key blocks in the diagram are explained

below.
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Module 1: Audio extraction

This module is for extracting an audio stream from the video stream. Fast Forward

Moving Picture Experts Group (FFMPEG) [89], a popular software framework for

transcoding multimedia files including audio and video is used. Popular video for-

mats include Moving Picture Expert Group-4 (MP4), QuickTime Movie (MOV),

(Audio Video Interleaved (AVI), Flash Video (FLV), and Matroska Video (MKV).

It handles anything from the oldest and most esoteric formats to the newest and most

up-to-date ones. The audio bitrate is set to 128k and the audio sampling frequency to

44100Hz. This particular configuration is used for being the default configuration for

Spleeter. The pre-trained audio separation model has been trained with audios with a

sampling frequency of 44100Hz.

Module 2: Background/noise removal

This module is for de-noising the extracted audio. As mentioned above, Deezer

spleeter [90] is used for this purpose. It outputs separated vocals and accompaniment

files. The vocal audio file contains commentary audio with filtered background noises.

Note that any other industry standard noise suppression mechanism can be used instead

of Spleeter in this module. Depending on the presence of commentary audio in the video,

noise suppression can be omitted (e.g., for videos where commentary is not present and

the audio intensity during the game is the only aspect of interest).

Module 3: Audio intensity log generation

This module records the audio intensity, which is later used to filter the temporally

annotated metadata or captions. The time information corresponding to a certain level

of audio energy is used to pinpoint the exact timeframe in the video and the extracted

audio. A configurable number of audio frames are analyzed to retrieve the intensity level.

As rising audio intensity levels generally follow important highlights (aftermath), the

selected set of frames mostly contain audio levels after the event has occurred, with an

additional few frames from before the event also included. Figure 3.12 demonstrates
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two alternative methods of calculating audio intensity, namely RMS energy and zero

crossing.

Figure 3.12: Audio Intensity Levels for a Sample Game Using RMS and Zero Crossing.
Left: Complete Game (90 Minutes), Right: Zoom In on First Minute (60 Seconds).

As part of the pipeline, an easy-to-use dashboard is implemented for understanding the

correlation between audio intensity levels and the events in the game video. Figure 4.3

presents a screenshot from the audio intensity analysis dashboard, which plays the game

video along with indicators for the corresponding audio levels, event annotations, and an

ordered list of the top events in the game during which the audio intensity was highest.

The dashboard can be used as a validator for the filtering step (Module 8). This tool is

provided as an open source software2 for the community.

Module 4: Audio transcription using STT

In this module, the noise-free audio commentary is processed by a speech recognition

system to convert the audio into text. Alternative third party tools which can be used for

this purpose include Amazon Transcribe [91], Azure Speech to Text [92], Google Speech

to Text [93], and IBM Watson Speech to Text [94]. System capabilities such as language

support make up an important aspect for generalizability (e.g., the transcription of leagues

from non English speaking countries in Scandinavia, such as the Norwegian Eliteserien

or the Swedish Allsvenskan, was not possible using some of the above alternatives), and

also present a trade-off between scale and cost. In the current implementation, IBM

Watson is used in this module.
2https://github.com/simula/soccer-summarization
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Module 5: Metadata parsing

Different soccer datasets can include game metadata in different formats and use different

annotation styles. For uniformity, metadata need to be parsed and translated into a

standard format3 . This module currently includes support for 3 different metadata input

types (in-house HOST dataset, SoccerNet, and K-SportsSum), which can be translated

into a common metadata representation.

Module 6: Template generation

In this module, templates are applied to the metadata to generate static summaries. The

knowledge base contains event prioritization rules and other domain expert know-how

which can be leveraged in training the system. Table 3.1 presents examples of sentence

generation using a naive template, for two different datasets.

Module 7: Natural language generation with transformers

Language models such as transformers can be used to distil commentary texts into news.

Self-attention, which is the building block of transformers, being a costly operation,

limits the total number of words that can be fed to or can be expected as output from the

transformers.

New models, such as Longformers [96], substitute a task-motivated global attention

approach for the traditional self-attention operation via local windowed attention. Such

a mechanism for self-attention allows a large number of tokens as the input, making

it a good candidate for summarization of large input texts. Models with 16384 tokens

as input and 1024 tokens as output have shown promising performance on multiple

downstream tasks, including summarization. The model can be finetuned to generate

news from long commentary texts.

3In cases where metadata are not available, and only game commentaries or captions are available,
trained language models can be used to construct metadata. Such a process can help enrich the information
available, as well as filter out irrelevant or unimportant content. A finetuned GPT-3 [95] model has been
shown to be a good candidate for generating metadata directly from machine generated captions and
human commentary.
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Table 3.1: Template for the Generation of Naive Interpretations From Metadata.

Dataset Metadata Format Interpretation Sample Sentence
HOST (’free_kick’, ’offend-

ing_player’, ’team’)
d[team][value] was
awarded a free
kick because of
d[offending_player][value].

Bodø/Glimt was awarded
a free kick because of Er-
ling Haaland.

SoccerNet (’free_kick’, ’team’) d[team][value] was
awarded a free kick.

Bodø/Glimt was awarded
a free kick.

HOST (’red_card’, ’player’,
’team’)

d[player][value] from
d[team][value] got a red
card.

Sondre Sørli from
Bodø/Glimt got a red
card.

SoccerNet (’red_card’, ’team’) d[player][value] got a red
card.

Bodø/Glimt got a red card.

HOST (’goal’, ’assist_by’,
’scorer’, ’shot_type’,
’team’)

d[scorer][value]
scored a goal by
d[shot_type][value]
shot for d[team][value]
with assistance from
d[assist_by][value].

Sondre Sørli scored a
goal by right-footed shot
for Bodø/Glimt with assis-
tance from Japhet Sery.

SoccerNet (’goal’, ’team’) d[team][value] scored a
goal.

Bodø/Glimt scored a goal.

HOST (’substitution’,
’player_in’,
’player_out’, ’team)

d[player_in][value]
replaced
d[player_out][value]
in d[team][value].

Patrick Berg replaced Son-
dre Sørli in Bodø/Glimt.

SoccerNet (’substitution’, ’team) d[player_in][value] re-
placed one of its players.

Bodø/Glimt replaced one
of its players.
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Module 8: Priority filtering using audio intensity

In this optional module, prioritization rules are used to weigh candidate sentences or

particular events in the game that would be included in the summary. Audio intensity

levels as identified by Module 3 are utilized. Such a prioritization helps the overall

pipeline create a maximally informative summary for a given set of conditions, such as

length constraints.

3.3.2 Alternative Summarization Methods

In this section, alternative end-to-end summarization methods which can be run using

suggested pipeline is described. Table 3.2 presents an overview of these methods, where

two adopt naive approaches and the third is the proposed approach.

Table 3.2: Alternative Methods for End-to-end Game Summarization With/without De-
noising and Audio-Based Priority Filtering (M: Metadata, A: Game Audio, C: Captions).

ID Input Family Denoising Priority Filtering
1.1 M Naive

metadata
template

✗ ✗

1.2 M+A ✗ ✓

1.3 M+A ✓ ✓

2.1 A
Naive
STT

✗ ✗

2.2 A ✓ ✗

2.3 A ✗ ✓

2.4 A ✓ ✓

3.1 C
Transformer
model

✗ ✗

3.2 C+A ✗ ✓

3.3 C+A ✓ ✓

Method 1: Summary from game metadata using naive template

The game metadata (examples in Listings A.1 and A.3) along with a naive template

as exemplified in Table 3.1 is used to generate text summaries. A priority mechanism

based on audio intensity can be employed to explicitly filter important events as generate

summaries as shown in Figure 3.11 (Method Family 1).
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Method 2: Summary from game audio using naive STT transcription

STT is employed for getting text transcripts of the human commentary from the game

audio. Denoiser module is used to clean the audio from unnecessary background noise

before feeding to the STT engine. The scope of such texts is generally wider as the audio

contains the conversation referring to the history of the team or players, the status of

the team in the league, etc. A text-based filtering mechanism can be used to remove

redundant sentences, and an audio-based filtering mechanism can be used to identify

relevant lines of the transcribed text that are deemed important, for inclusion in the

summary as illustrated in Figure 3.11 (Method Family 2).

Method 3: Summary from game commentary using transformer model

A transformer model is trained so that, for a given set of time-stamped game caption

texts, it predicts the summary of the game. The input and output limits of this method

are constrained by the capabilities of the transformer model used. Due to the length

constrains in the transformer, the audio intensity log can be used to filter irrelevant and

unnecessary sentences, or, prioritise important sentences. This method is indicated in

the Figure 3.11 (Method Family 3). An additional text-based filtering module can help

to filter irrelevant lines of the text in the output from the text generation module. This

can also be used to filter false information. However, this module is out-of-scope of the

thesis.
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3.3.3 Static Template Generation

Figure 3.13: Modules for Static Template Generation

Modules for creating static templates from meta-data is shown in Figure 3.13. The topic

collection module collects match-related topics and chronologically organises them. All

template categories and appropriate event-description templates are obtained via the

lookup module by accessing the template database. The ruleset module verifies that the

conditions for using each template category are satisfied. The available templates are

chosen at random by the template selection module depending on their weights. The text

collection module combines the text elaborating on each instance in a predetermined

order. The inclusion of an information diversity module ensures that certain types of

data are not repeated in the report. The reference diversity module makes an effort to

recognise the same referent when it appears twice in one speech. The module uses a

different form to address the referent of the second sentence if it can recognise this.
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3.3.4 Noise Suppression in Audio

Figure 3.14: The U-Net Architecture Used in Spleeter by Deezer. Image by Rachel
Bittner.

The popular source separation solution Spleeter [90] by Deezer uses U-Net as shown in

figure 3.14. The network receive a spectrogram as input and execute a succession of 2D

convolutions, each of which encodes a representation of the input that is progressively

reduced. The compact representation is then enlarged by decoding using the same

number of 2D deconvolutional layers (also termed transpose convolution), each of which

matches to the form of one of the convolutional encoding layers. Each encoding layer

is then combined with its respective decoding layer. Since U-Net use convolutional

operation, it processed a spectrogram with a defined input size. The audio signal must

be dissected into spectrograms with the same number of time and frequency dimensions

used to train the U-Net. U-Net originally is a 2D convolutional network with a kernel

size of 5x5 and stride size of 2. A batch norm and ReLU activation is performed after

each layers. It has 6 encoder layers where on the first three encoder layers, a Dropout

of 50 percent is applied. On the decoder side it has five similar convolutional layers. A
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mask is created by the last layer’s sigmoid activation function which is multiplied by

the input mixture to separate the noise from audio. The loss an be calculated simply by

comparing the ground truth source spectrogram to the output spectrogram multiplied by

calculated mask.

3.3.5 Audio Intensity Analysis

Audio intensity analysis can support automatic video summarization pipelines, by en-

abling the calculation of excitement around different events, and can be used as a filter

to select game highlights based on audience-perceived importance. Alternative formula-

tions to be used in the pipeline for audio intensity analysis and excitement calculations

are described in section 3.1.7 and 3.1.8.

Figure 3.15: Audio-based Filter in Summarization Pipeline

Figure 3.15 shows the use of audio filter in summarization pipeline. The audio from a

particular event is used to calculate excitement around that event and filter the events

based on their importance.

3.4 Verification and Validation Procedures

3.4.1 User Study-based Evaluation

Subjective user validation studies are conducted in settings where people vote on al-

ternative game summaries (text and audio) and compare them with benchmarks from

literature. Also an expert study with people who have experience in the soccer (produc-

tion, journalism, etc.) domains can evaluate the generated output over multiple metrics.

Typically, when evaluating a text generated by an NLG system, informativeness and

coherence aspects are considered.
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Alternately, in a more comprehensive evaluation, evaluators are tasked with assessing

fluency, informativeness, non-redundancy, referential clarity, and structure and coherence.

The major aspects to be evaluated are outlined below.

Informativeness: The summary must communicate the main ideas from the incoming

data. For instance, a game’s key events should be included in the summary. A summary

that merely mentions the goal events, nor one that is unnecessarily lengthy/verbose is

not so effective. The summary should be useful from utility perspective, often referred

as usefulness or helpfulness.

Non-redundancy: The summary should not repeat any ideas and, preferably, cover as

much ground as possible within the word limit.

Clarity of references: References inside or between sentences in the summary should

be clear and pertinent to its subject matter. For example, if a pronoun is used to refer

to a player, the player should be included in the summary before the pronoun. The

particular item or information (such as a prior event) being referred should also be clear

and unambiguous. In addition, the language quality, often known as fluency, clarity, or

readability should be evaluated from the perspective that if the text is simple to read and

comprehend.

Focus: The summary must have a central theme, and each sentence must contain

information pertinent to this theme. For instance, when summarizing a news about a

victory with great big goal difference, the more focus could be on a major goal events

and should focus less on other irrelevant information about the game.

Organization and Coherence: Not just a list of unconnected facts, the summary should

be a well-organized and logical body of information. To preserve a continuous flow of

information, the phrases should specifically be connected. The evaluation also should

include accuracy, also known as correctness at times which addresses if the whole output

text are accurate and derived from the supplied data.
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3.4.2 Objective Evaluation

Human assessment has the drawback of being subjective, with a broad range of opinions

on what constitutes a "good" summary. This variation suggests that developing an

automated assessment and analysis approach is very complex and difficult. In automatic

evaluation, ATS-generated summaries are evaluated using automated measures to lower

the cost of review.The automated assessment metrics, however, still need human labour

since they compare the summaries produced by the system with one or more summaries

that were supplied by people.

Precision score metrics: Equation 3.10 is used to calculate precision score by dividing

the number of sentences in the candidate summary by the number of sentences shared by

the reference and candidate (i.e. system).

Precision =
Sref ∩Scand

Scand
(3.10)

Recall score metrics: Equation 3.11 is used to construct metrics for recall scores by

dividing the amount of sentences shared by the reference and candidate summaries..

Recall =
Sref ∩Scand

Sref
(3.11)

BiLingual Evaluation Understudy (BLEU) The mathematical definition of the BLEU

score [97] is:

BLEU = min
(

1,exp
(

1− reference-length
output-length

))
︸ ︷︷ ︸

brevity penalty

(
4

∏
i=1

precision i

)1/4

︸ ︷︷ ︸
n-gram overlap

(3.12)

where,

precision i =
∑snteCand-Corpus ∑i∈ snt min

(
mi

cand ,m
i
re f

)
wi

t = ∑snt’ ∈ Cand-Corpus ∑i′∈ snt’ mi′
cand

(3.13)

Here, the total amount of i-grams included in the proposed summary is wi
t . The number of

i-grams in the candidate that match the reference summary is mi
cand and in the reference

summary is mi
re f .
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The BLEU formulation comprise of the brevity penalty and the n-gram overlap com-

ponent. Brevity Penalty compensates for the absence of a recall phrase in the BLEU

score by penalizing summaries that are excessively short relative to the length of the

nearest reference with an exponential decay. N-Gram Overlap is a precision metric that

measures the number of unigrams, bigrams, trigrams, and four-grams (i = 1, . . . ,4) that

have a corresponding n-gram in the reference summaries. Unigrams account for the

summary’s sufficiency, whereas longer n-grams account for its fluency. The counts are

capped at the maximum n-gram count in the reference
(

mn
re f

)
, to prevent overcounting.

F-measure: The F-measure is a combined statistic for recall and accuracy as in Equation

3.14. The F-measure represents the middle ground between accuracy and recall.

F-Measure =
2( Precision )( Recall )

Precision + Recall
(3.14)

Recall-Oriented Understudy for Gisting Evaluation (ROUGE): It is the most used

metric for assessing autonomously generated summaries [98]. A set of measures and

a software programme called ROUGE are used in natural language processing (NLP)

to assess automated summarization and machine translation technologies [99]. It con-

trasts various reference summaries produced by people with computer-generated sum-

maries [100]. The main idea behind ROUGE is to measure how many overlapping

units—like overlapped n-grams are there between candidate (or system) summaries

and reference summaries [101]. ROUGE has been shown to be useful for evaluating

summary quality and to correspond well with human judgements [102]. The following

are a few ROUGE variations:

ROUGE-1 (R1): It is the distance in unigrams between the candidate’s and the refer-

ences’ summaries. An n-gram recall test called ROUGE-N compares candidate and

reference summary n-grams.

ROUGE-L (R-L): The longest common subsequences between the candidate and refer-

ence summaries are used to assess them.

ROUGE-S* (R-S*): It assesses how many skip-bigrams there are between a candidate

summary and a reference summary.
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ROUGE-SU* (R-SU*): It is a modification of ROUGE-S* that counts in skipbigrams

and unigrams. Asterisks (’*’) indicate how many words should be skipped. For instance,

ROUGE-SU4 permits bi-grams to include non-adjacent words that are at most four

words apart.

Besides these, METEOR and CIDEr are also popular metric in language domain based

on the n-gram matching. METEOR relies on an explicit word-to-word match between

the assessed MT output and one or more reference translations. In addition, it is also

effective for matching synonyms. Likewise, CIDEr aggregates statistics for n-grams

throughout the whole dataset using the TF-IDF measure. Intuitively, terms that appear in

every caption are less informational and should thus be given less weight when evaluating

similarity.

MoverScore uses the semantic separation between a summary and a reference text using

the Word Mover’s acting on n-gram embeddings collected from BERT representations.

More details on these evaluation metrics can be accessed at Sai et al. [103].
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4 RESULTS

Soccer game summaries are of great interest to a variety of parties, including viewers

and broadcasters. While other works take into account diverse formats including text,

audio, and video, the broadcasting context places a disproportionately greater emphasis

on video summary. The objective of this thesis is to provide comprehensive game

summaries for soccer matches. The proposed solution requires as inputs a video of a

whole soccer match as well as a list of game highlights in the form of event annotations.

In contrast, the output is in text form and provides a general overview of the game, as

well as a sufficient review of key moments for each game. The output text in English

serves as a summary of the soccer game with the maximum value for the total amount

of characters being dynamically defined. The emphasis is on text as a modality. In this

section, different results are presented. Section 3.3.2 presents three alternative methods

that can generate summaries and can be run using the pipeline. Section 4.1 contains

the work related to augmentation of various available datasets to make it suitable for

their use in summarization task. Section 4.3 describes experiments with the pipeline to

generate summary with end-to-end approach.

4.1 Dataset Curation

In this section, the work with the datasets presented in Section 3.2 is described, with

indications of how each of them has been augmented as a contribution.

4.1.1 SoccerNet

Ground truth generation: As the SoccerNet dataset as explained in section 3.2.1 is

not targeting the game summarization use case, there is no ground truth available for

this task. The news, commentary, lineup information, and match statistics for games

from multiple leagues from British Broadcasting Corporation (BBC).com were scrapped.

The link for each game on BBC’s website was carefully curated and only 278 games

were found on BBC’s website. A web crawler was used to extract the above mentioned

information from the web page. The scope of such scrapped news, although wider and

containing non-event conversations as well as information irrelevant to that particular

game, can be used for training end-to-end systems. Cleaning methods, as well as relevant

news selector modules, can be employed to filter the most relevant sentences of interest.

This SoccerNet extension will be provided as an open dataset.
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4.1.2 SportsSum

Translation: All captions and summaries (news articles) in the SportsSum dataset

explained in section 3.2.3 were translated from Chinese to English using Azure Cognitive

Services Translator [104].

Metadata extraction: The original SportsSum dataset includes captions and ground

truth summaries for each soccer game, but not event metadata. Therefore the few-shot

learning capabilities of GPT-3 was exploited to fine-tune the Text-Davinci-001 model

with just a few examples to directly output metadata containing the game events in

JavaScript Object Notation (JSON) format. The translated game commentaries of 2278

examples were converted to metadata using the fine-tuned GPT-3 model. These examples

have commentary, extracted event metadata in each of the commentary lines, and news,

all in English. The remaining 3150 examples have translated commentary and news only.

The SportsSum extension will be privided as an open dataset.

4.1.3 K-SportsSum

Translation: The detailed captions and game summaries for the 7854 samples in

the dataset as mentioned in section 3.2.4 were translated from Chinese to English

using Google’s Cloud Translation. The captions are in plain English sentences with

corresponding timestamps as in the original dataset. Since the metadata extraction has

not been performed, the temporal event information is not available. Additionally, 523

sports team information items have also been translated into English. This K-SportsSum

extension will be provided as an open dataset.

4.2 Pipeline Implementation

The thesis requires no specific hardware requirements since all the implementations

are based on software, and cloud based services are used. STT for automated game

commentary extraction utilizes existing solutions, for example, cloud services like IBM

Watson. STT can be leveraged with such solutions through API calls through appropriate

protocol. Due to large video sizes, batch mode is needed and a Job Queue system needs

to be maintained to run STT efficiently. Generative language models with Transformers

is used for summary text generation. GPT-3 model API access is needed for finetuning

as well as inference for metadata extraction.
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The summarization model is trained on a GPU-enabled machine. The setup for the

training stage is the machine learning workstation with a generic configuration. Since

the datasets that are used by the thesis already contain the video stream, and by the virtue

of the thesis scope, any specialized cameras or equipment for data collection purposes

are not needed. A web-based Graphical User Interface (GUI) is required to track various

stages in the pipeline, and interactivity will be implemented for various actions and flows.

The web-based GUI will be hosted on a generic server.

4.3 Experiments

Experiment were conducted with the end-to-end summarization methods described in

Section 3.3 using different datasets from Section 3.2, and the ROUGE metric as described

in Section 3.4.2. The 3 alternative methods described in 3.3.2 have been executed, and

the sample outputs from each of those methods has been collected for evaluation. As

ground truth, the game summaries scrapped from BBC.com for SoccerNet, and the

English translations generated from the game summaries in Chinese for K-SportsSum

were used.

• Method 1.1: The structured metadata are processed through naive templates and

the output template output is presented as summary.

• Method 1.2: The structured metadata are processed through naive templates. The

output from the template engine is filtered by the audio intensity log and the

important ones are selected as per the length budget to be presented as summary.

• Method 1.3: The structured metadata are processed through naive templates. The

audio in the video is denoised to obtain human commentary voice only and audio

intensity log of the filtered commentator voice is used to select important events.

• Method 2.1: STT is performed on the raw audio obtained form the video and

presented as summary.

• Method 2.2: STT is performed on the denoised audio to obtain human commentary

voice only and the STT output is presented as summary.

• Method 2.3: STT is performed on the raw audio obtained form the video. The

output from STT is filtered by the audio intensity when the and the important ones
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are selected as per the length budget.

• Method 2.4: STT is performed on the denoised audio to obtain human commentary

voice only. The output from STT is filtered by the audio intensity when the and

the important ones are selected as per the length budget.

Sample output summaries form key methods can be found in the Appendix A.6.

4.3.1 Module 2: Noise Suppression on Extracted Audio

As the system’s input, the video contains audio data that can be easily extracted. But,

such audio inherently contains noise created by the audience and is problematic when

it is to be processed by Speech to Text systems to extract commentary. Consequently,

noise removal needs to be performed on the audio. Spleeter by Deezer as explained in

3.3.4 is leveraged to split human voices form the audio extracted from videos.

Figure 4.1: Visualization of Extracted Audio on Temporal and Frequency Domain

Figure 4.1 shows the contents on the extracted sound on both temporal and frequency

domain. The left part represents the audio where the background noise is only audible

and left part represents the audio part where there is live commentary going on. The

difference in both the temporal waveform and frequency spectrum on two different cases

is clearly visible and this also shows a green signal to the possibilities of separating the

noise signal from the commentary to feed this to STT system. Thus, in the final results,

the audio feed will be cleaned through noise suppression mechanism and the clean audio

will be available.
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4.3.2 Module 7: Transformer Model

For method 3.1, a Longformer model trained for multi-document summarization tasks

was finetuned for 10 epochs with the maximum output length set to 1024 over 6 NVIDIA

V100 GPUs with a per-device batch size of 6. The training took 40 minutes to complete.

The model architecture is shown in Figure A.5.

For the experiments, all the translated split-sets in the translated K-SportsSum dataset

were combined and filtered such that the character length in the corresponding summary

(news article) was less than 2500. Such 7839 samples were again split 80%-20% for

training and evaluation. The training loss is shown in Figure 4.2. For the trained model,

the attention in multiple heads and layers had been probed. Some sample results are

shown in Figure A.2, A.3 and A.4.

Figure 4.2: Training Loss While Fine-tuning Longformer.
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4.3.3 Module 8: Priority Filtering and Audio Dashboard

Figure 4.3: Overview of the Audio Dashboard

Priority Filtering module helps to select the key event in the game according to the

average RMS intensity of the audio around that event. A frame of seven second is

evaluated around each event such that the audio level from before the two seconds before

the event as well the the level after five seconds from the event is incorporated for the

average RMS calculation. The events are sorted by average RMS intensity and top-N

events are selected as the length budget. Alternate strategy like using a threshold level

also be adopted to filter the events.

An easy-to-use dashboard is also implemented for visually understanding the correlation

between audio intensity levels and important events in the game. The dashboard has

interactive charts and tables which helps to navigate through the game events and explore

audio intensities along with the events around the time-frame the events had occurred.

4.3.4 Audio Intensity Analysis

In this section, results of audio intensity analysis are presented using the proposed

methodology outlined in Sections 3.3.5. The purpose of these specific tests was to test

the hypothesis that there is a substantial difference between various event types in terms

of the overall intensity of the game audio around the event (including all artefacts such
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Figure 4.4: Mean Audio RMS Between Different Events Related to Home and Away
Team.

as audience cheer, commentator voice, etc.). If yes, what is the magnitude of the total

audio intensity for each kind of incident, in order of magnitude? Additionally, the total

audio intensity linked to occurrences of the same type may differ depending on whether

the event is tied to the home team or the away side. There may also be a change in

the overall auditory intensity connected with occurrences depending on whether they

occurred in the first half or second half of the game. In terms of frequency composition,

wavelet analysis would be used to compare the audio associated with various sorts of

occurrences.
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Root-mean-square(RMS) Analysis

Table 4.1: Tests of Between-Subjects Effects for Dependent Variable: Audio RMS

Source df F Sig.
Event 15 666.529 0.000
Host 1 6.614 0.010
HalfTime 1 0.004 0.949
Event *Host 15 17.506 0.000
Event * HalfTime 15 2.514 .001
Host * HalfTime 1 0.249 .617

A generalized linear model (GLM) was conducted to compare the RMS in different

events and home vs away matches. The results are reported in Table 4.1, where Event

indicates 16 different types of events in the dataset, Host indicates whether the event

was from a home or away team, and Hal f Time indicates whether the event occurred

in the first or second half. In the Table 4.1,"df" indicates the degrees of freedom for

each variable (number of levels in the variable minus 1). The test statistic from the

F-test is called "F" value (the mean square of the variable divided by the mean square

of each parameter). The p-value of the F statistic, "Sig.", which represents statistically

significant interaction, indicates how probable it is that the F-value computed from the

F-test would have happened if the null hypothesis of no difference were true. The results

indicate that there is a significant main effect of the event on the RMS, and a significant

main effect on home/away matches. This means that, as expected, the generated noise

of the crowd was significantly different across various events and if it happened for the

home or the away team. There was no significant main effect found for half, meaning

that the level of noise from the crowd stayed the same on different half times. However,

there is a significant interaction between half and type of event, meaning that there some

events create a different noise across two different half times. In addition, a significant

interaction found between the hosting and the event, meaning that depending on whether

it’s home or away, events have a different noise, for example, goals for the home team

generated a significantly higher RMS than away matches as shown in 4.4.

Figure 4.5 shows the distribution of audio RMS of different types of events. The higher

RMS value represents the higher excitement in the game. The order of importance of
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Figure 4.5: The Distribution of Audio RMS of Different Types of Events.

Figure 4.6: 1-Second Audio Time Series After a Goal Event

events across the dataset can be seen in Figure 4.5. It was found that the goal event has

the highest RMS intensity followed by the penalty event.

Wavelet Analysis

Using this method, it is explored if there is a difference between the audio associated

with different types of events, in terms of frequency composition.

Figure 4.6 shows a time-series of 1-second audio sample from a goal event form the

dataset. Figure 4.7 shows the normalized wavelet power spectrum for the goal event

with an audio time-series shown in Figure 4.6. The y-axis shows the variation of period,

which ranges from the smallest resolvable scale of 2 to 16384, which is around half of

the full-time series samples. The hatched area has also been termed the cone of influence,

with its conical boundary being the contour line for significance level.

50



Figure 4.7: Wavelet Power Spectrum

Figure 4.8: Global Wavelet Spectrum.
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Figure 4.9: Power Distribution Across Wavelet Scales

Figure 4.8 shows the global wavelet spectrum for the goal event with the wavelet power

spectrum shown in Figure 4.7. The gray level indicated the Fourier spectrum. The

solid line in the figure represents the global wavelet spectrum, with the dotted line

reflecting the significance level. The y-axis only shows the variation of period from the

smallest resolvable scale of 2 to 512, as the results around the higher order were not

much interesting, as seen in Figure 4.7.

Figure 4.9 shows a multiple-box-plot of power values like shown in global wavelet

spectrum in Figure 4.7.

Only periods from 2 to 512, which are multiples of 2, are chosen for only five of the

different events. A distinct signature across various wavelet scales was observed for

different events. For instance, the power of scale 32 was distinctly higher for red-card

events when compared to other event types. The power at scales 32 and 128 was seen to

be highest in shots, offsides, and goal events.
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4.3.5 Length Control

Experiments were carried out to control the length of the summary generated by the

Longformer.

Figure 4.10: Distribution of Length of Summary Sampled From Validation Set

Figure 4.10 represents the distribution of the length of summary in the dataset used to

train the Longformer, although this particular histogram is generated only from the ’test’

split.

The dataset used to train the transformer contains the translated version of the K-

SportsSum dataset, filtered such that the summary is less than 3000 characters. This

particular choice is to make sure the expected output from the longformer doesn’t exceed

the maximum possible length of 1024.
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Figure 4.11: Expected Vs. Generated Length of Summary

The information about the expected length constraint was given to the model by tweaking

the training dataset. When calculating the length of characters in the summary in the

dataset, the information of the length in terms of characters was prepended to the model

input. Such augmented data with length information was used to train the model.

Figure 4.11 reflects the capacity of the trained Longformer model to follow the Length

Constraint. The x-axis represents the length limit in the number of characters, the model

was asked to generate. Likewise, y-axis represents the output length in the number

of characters given by the model. A regression analysis was done of the data points

obtained by plotting the expected lengths as well as generated lengths. The brown line

in the figure represents the line of best fit for the Pearson correlation coefficient of 0.87.
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5 DISCUSSION

In this report, the work in progress on the automatic summarization of soccer games in

text format has been presented. Through the use of a new end-to-end summarization

pipeline, alternative ways for the generation of summaries based on raw game multimedia

as well as readily available game metadata and captions, where applicable, utilizing

NLP and heuristics, has been explored . A variety of soccer datasets were curated and

extended to provided the preliminary findings from the comparative study of different

summarization approaches using various input modalities. This has contributed to

addressing the outstanding issues in multimodal summarization in a sports context. The

open-source software, datasets, and preliminary findings can hopefully be used for future

research.

5.1 Summary of Findings and Insights

The proposed method of using a Longformer (Method 3) demonstrates the potential of

using transformers for soccer game video summarization. Although they are limited due

to the use of fixed-length input, new architectures are suitable for handling longer-term

dependencies in the text in both input and output, making them suitable candidates for

text summarization. As seen from the results, these approaches can be superior to naive

approaches (Methods 1 and 2), since they are ML based methods able to adapt to the

input based on their training and configuration, instead of producing static responses.

5.2 Analysis of Results

5.2.1 Objective Analysis

An objective evaluation was performed among the results from various methods. Ta-

ble 5.1 presents the results in terms of ROUGE-1, ROUGE-2, and ROUGE-L in the real

summary outputs from the system.

Table 5.1: Objective Evaluation for Methods 1.1, 1.2, 2.1, 2.4, and 3.1 in Terms of
ROUGE-1, ROUGE-2, and ROUGE-L metrics.

Method Dataset ROUGE-1 ROUGE-2 ROUGE-L
1.1 SoccerNet 0.08 0.00 0.08
1.2 SoccerNet 0.13 0.01 0.09
2.1 SoccerNet 0.26 0.06 0.10
2.4 SoccerNet 0.29 0.04 0.11
3.1 K-SportsSum 0.52 0.27 0.31
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5.2.2 Manual Inspection

Manual inspection of the results was performed at almost every stage during the imple-

mentation stage of the thesis. A brief discussion of the observation for methods 1.1, 1.2,

2.1, 2.4, and 3.1 is populated below:

• Method 1.1: As the output is generated form naive template engine, the sentence

structures are very similar and boring to read for readers. Since this method

contains all the events, the output is complete but very lengthy.

• Method 1.2: Due to the use of priority filters as per audio levels in the game, the

summary are shorter and contains key events in the game. But, the output being

generated form naive template engine, the sentence structures are still very similar

and boring to read for readers.

• Method 2.1: The output is extremely lengthy as it contains STT results on the

whole audio of the game. The texts are very difficult to put into context. This

might be due to problem in accuracy of STT as well as denoising module.

• Method 2.4: Due to the use of priority filters as per audio levels in the game,

summary are shorter and contains texts spoken by commentator when his voice

had high RMS energy. The texts are still very difficult to put into context due to

problem in accuracy of STT as well as denoising module.

• Method 3.1: The summary is short and contains the key events in the game. The

output structure is also very similar to the data the text generation model was

trained on. The texts can be related to the real context of the game. However,

the information generated by the model cannot always be guaranteed to be true

information.

5.2.3 Comparison with the State of the Art

In this section, the work accomplished has been compared in the context of state-of-

the-art. The proposed pipeline is the first of its kind in terms of providing an end-to-

end automated game summarization functionality requiring no manual intervention in

intermedia steps. It is also the first attempt to incorporate audio commentary, metadata,
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and caption information to provide a comparative analysis. Overall, it can be see that the

approach is competitive with, if not better than, existing work in this domain in terms of

the objective ROUGE metric.

• K-SportsSum [81]: The authors use Selector and Rewriter modules for summa-

rization. They select relevant captions and then rewrite each of them to generate a

summary. The proposed work takes the input of whole captions at one once and

directly outputs summaries without the need for a selector module. This work has

attained a maximum ROUGE score of 48.79).

• PASS [56]: This framework heavily depends on detailed metadata and needs

pre-specified templates. Essentially, they rely on more detailed metadata as input,

and output a naive template-based summarization (akin to Methods 1.2 and 1.3

presented in Section 3.3.2). Presented approach directly generates summaries from

readily available captions or the ones genearted with simple templates without the

need of structured game and event details.

• SportsSum [88]: This work has scrapped news but not cleaned one. In this

work, a more advanced version of SportsSum in provided in English translating

K-SportsSum.

• Zhang et al. [105]: Authors scrapped online sites for events only for their purpose,

whereas in this work web scrapping is done for commonly used videos in the

open SoccerNet dataset with an additional news component for potential use in

summarization.

5.3 Limitations

The sentences in the output generated from the naive template engine are very similar and

boring to read for readers. Without the use of priority filters, for both in method family 1

and method family 2, the output contains complete information about the game but is

very lengthy. The use of priority filters depends heavily on the audio levels in the game.

The audio intensity of an event is extracted from the game video as per the timestamps

available in the metadata. Therefore, the effectiveness of this method is directly related

to the accuracy and precision of the timestamps available in the meta-data.
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Method family 2 heavily depends upon the quality of STT results, which in turn depends

upon the quality of the audio available in the video. The quality of the audio available

also plays a great role in the performance of the denoiser module.

The output of a trained transformer model for summary generation depends upon the

dataset available to train the module. It has been seen that the scope of the content in the

news can greatly affect the performance of the model training.
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6 FUTURE ENHANCEMENTS

In this section, we note the open challenges in the domain of soccer game summarization,

as well as the various limitations and shortcomings of our work.

6.1 Open Challenges

• Lack of open datasets: There are no public unified datasets available with all

the information like game videos, commentaries, event information, and related

game news. Commentaries, event information, and news are available on online

websites and portals. The news is mostly of wider scope than the particular game

itself. However, for training a summarization algorithm, only relevant sentences

about the game are preferred.

• Heterogeneity in-game metadata: Although metadata generation is part of

commercial broadcast pipelines, open datasets are far from having access to such

information. In cases when game metadata is available, it is mostly sparser and

heterogeneous among datasets in terms of types of events available, details, etc.

• Multilingual data Multiple languages used in game broadcasts, as well as news,

can be a problem while dealing with STT as well as summarization systems. STT

and translation systems are evolving to handle a wide array of languages, giving

hope that future models will have multilingual understanding and generation

capabilities accommodating multilingual inputs as well as outputs.

• Noise removal Various noises are inherently present in the game audio. Prevailing

noise removal mechanisms are not suitable out-of-the-box for soccer game audio.

Domain adopted methods to remove noise effectively from the commentary audios

of game videos would be beneficial for further downstream tasks like STT.

6.2 Future Work

Tasks that will not be feasible to complete within the given timeframe for this thesis, but

are nonetheless interesting as potential future work topics includes:

System Design and Conceptualization

System will be conceptualised and designed and to reflect the pipeline to represent the

multiple ways of generating summary from available multi-model input.
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Dataset Curation

Dataset exploration and curation will be continued to make richer dataset for the experi-

ments as well as contributions.

Pipeline Improvements

The pipeline would be continually improved with additions and modification of current

components and models. GPT can be fine-tuned for metadata extraction from the caption.

Longformer can be fine tuning with more data and global attentions.

Performance Evaluation

More metric will be used for performance evaluations like BLUE and some other

embedding-based metrics. The focus will be on subjective evaluation as well using real

human and the experience will be quantified as possible.
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7 CONCLUSION

This work explored the domain of automatic summarization of soccer games in text

format. A pipeline for game summarization was proposed to utilize multi-model data as

an input to the system. The Longformer model was found to be effective in being used

for the summarization of game events. Existing datasets were curated and expanded

from a summarization viewpoint. Using RMS and wavelet analysis on audio data, it was

also investigated how audio intensity can be utilised for event filtering and prioritization

for summarization.

In line with the open challenges listed above, there are a number of directions for

potential future work. The plausible direction can be around dataset curation, which

also includes the analysis, cleanup, and validation of the translations in multiple datasets.

The human augmented or maybe automated ways to clean the news scraped from the

internet that has a large scope and contains information irrelevant to the game can be

explored. The effectiveness of using a noise-reduction system before doing STT can

be studied. The direction around meta-data parsing from existing commentary to make

an existing dataset rich in information can be explored. The possibilities of extracting

meta-data directly from human commentary from the audio in the game video can also be

investigated. The efficiency of using a selector module to select relevant commentaries

before feeding them to the transformer model can be inspected, which might be very

effective in limiting the input size to the model. Better mechanisms to explicitly control

the output of the text generator module can be explored. Subjective user studies, which

are more informative about the end-user experience than the objective ROUGE scores,

can be conducted to measure the effectiveness of the system.
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A APPENDIX

A.1 Terminology

Below is the terminology which has been used throughout this work.

• Soccer: Also called association football1, played in accordance with a codified set

of rules known as the Laws of the Game (LOTG)2 by the International Football

Association Board.

• Broadcast: A transmit of television.

• Streaming: Different than broadcasting, Over-the-Top (OTT) delivery of content.

• Game/match: Game is any soccer play including unofficial/amateur meetings,

where match refers to official competitions.

• Football club: An organization of players, managers, owners or members associ-

ated with a specific football team3.

• Association club: Refers to a particular country, and the national team.

• Event: (In the context of multimedia content, not to be confused with the entire

soccer game.) Also called “highlight”. According to the Cambridge Dictionary

an event is defined as anything that happens, especially something important or

unusual4. In this work we refer to important happenings in a soccer match relevant

to the game outcome, such as goal (when the ball passes the goal line), card (when

the referee hands a yellow or red card to a player), substitution (when one player

is substituted off and another player goes on the pitch), and many others including

free kick, corner, offside, and penalty.

• Highlight clip: Video clip displaying a particular event from a soccer game.

• Highlight reel: Combination of highlight clips (video-based type of a game

summary).

1https://en.wikipedia.org/wiki/Names_for_association_football
2https://www.fifplay.com/downloads/documents/laws-of-the-game-2021-2022.pdf
3https://www.lexico.com/definition/football_club
4https://dictionary.cambridge.org/dictionary/english/event
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• Tagging/annotation: Setting timestamps on events in soccer match, adding

metadata, etc.

• Tagging center: A typical tagging center in live operation is shown in Figure 1.1.

• Game summary (text): A text describing selected events and highlights from a

soccer game.

• Background noise: The audience cheer and musical instruments played during

the games, apart from the voices of commentators.
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A.2 Thesis Schedule
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Figure A.1: Gantt Chart Showing the Thesis Timeline
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A.3 Literature Review of Base Papers

Literature Review of Base Paper- I
Author(s)/Source: Samah Aloufi, Abdulmotaleb El Saddik
Title: MMSUM Digital Twins: A Multi-view Multi-modality Summarization Framework for Sporting
Events
Website: https://doi.org/10.1145/3462777
Publication Date: January 2022 Access Date: May 2022
Journal: ACM Transactions on Multimedia Com-
puting, Communications, and Applications

Place: n.a.

Volume: Volume 18, Issue 1 Article Number: Article No.: 5
Author’s position/theoretical position: Assistant Professor
Keywords: Information retrieval; Multimedia information systems; Machine learning;
Important points, notes, quotations Page No.

1. Textual Summary: selects the top ranked tweets 11
2. Visual Summary: select the topN ranked images based on popularity score 11
3. a sentiment analysis aspect which tracks the changes in fan sentiment in correlation to event

happenings, and, predicting which images will be more popular than others during a new fresh
event to be utilized in the summary 9

4. a multi-view aspect which describes the event differently based on individual fan perspectives,
a sentiment analysis aspect which tracks the changes in fan sentiment in correlation to event
happenings, and, predicting which images will be more popular than others during a new fresh
event to be utilized in the summary 11

5. Found goals, penalties, red cards, and own goals are key events that will affect fan satisfaction
with a football game summarization. 17

Essential Background Information: Timely shared text posts, images, and videos on social media
captures on-the-spot information, and represents people’s opinions, sentiments, views, and reactions,
which center around specific events can be utilized to generate game summaries.
Overall argument or hypothesis: Chronological multi-view multi-modal summarization can be
done utilizing microblog stream during the playing time of a given match to update the users with the
occurrence of significant sub-events such as goals, red cards, or penalties, and how fans react to these
sub-event based on their perspectives
Conclusion: Formulated a sporting-event Digital Twins summarization framework (MMSUM)
developed to generate a multi-view multi-modality summary of a football (soccer) match in near
real-time with various components required for event stream monitoring and analysis.
Supporting Reasons
1. Evaluated summarization approach on real world
data collected during the 2018 FIFA World Cup.

2. User study to assess the quality and the
multi-view aspect of generated summaries.

3. 78% Accuray using Kernel SVM on Images
Types Classification

4. Algorithm is able to detect most of the goals,
own-goals, penalties, and red cards with High F1
score.

5. Automatically generated summary achieved 48%
in terms of recall and 32% in term of F-measure
using ROUGE-1.

6. 77% of the participants who evaluated the
final match agreed that the length of the provided
summary was adequate

7. 73% of the participant agreed that the presented
tweets (images) are related to the match.

8. 69% of the participants who evaluated the
final match agreed that our summary does convey
the same information as the ESPN.com

Strengths of the line of reasoning and supporting evidence: conducted a user study to assess
the quality and the multi-view aspect of the generated summaries. The evaluation results show the
promising potential of our approach in providing subjective summarizations based on fans’ varying
points of view.
Flaws in the argument and gaps or other weaknesses in the argument and supporting evidence:
Multiple as well as colloquial languages are found in social media but there is no way to handle/utilize
such data streams. No provision to handle unplanned events.
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Literature Review of Base Paper- II
Author(s)/Source: Lorenzo Gatti, Chris van der Lee, Mariët Theune
Title: Template-based multilingual football reports generation using Wikidata as a knowledge base
PASS: A Dutch data-to-text system for soccer, targeted towards specific audiences
Website: http://dx.doi.org/10.18653/v1/W18-6523
http://dx.doi.org/10.18653/v1/W17-3513 (Original PASS system)
Publication Date: November, 2018 Access Date: May, 2022
Journal: The 11th International Natural Language
Generation Conference

Place: The Netherlands

Volume: 11th Article Number: n.a.
Author’s position/theoretical position: PostDoc at University of Twente
Keywords: knowledge base; summary template; machine translation
Important points, notes, quotations Page No.

1. extended PASS to produce English texts, exploiting machine translation 183
2. Wikidata as a large-scale source of multilingual knowledge 184
3. Multilingual NLG research normally needs additional grammar related work 183
4. can generate tailored emotional language 184
5. manually corrected translated templates with aid of tools 184

Essential Background Information: They extended existing Football reports generation system
called PASS that generated Dutch text and relied on a limited hand crafted knowledge base, to produce
English texts, exploiting machine translation and WikiData.
Overall argument or hypothesis: Machine Translation can be used to translate templates from one
languages to another. Knowledge present in Wikidata can supplement hand-crafted local knowledge
base.
Conclusion: Wikidata turned out to be an useful resource, thanks to its extensive coverage - both in
terms of knowledge and languages present - and its dynamic nature, and that it should be considered
when developing multilingual NLG systems. But! better templates could be produced by repeating
the same methodology used for creating the original PASS templates, i.e. starting from a corpus of
English reports and manually annotating some sentences, replacing the entities therein contained with
placeholders. MT was not so perfect for them back then.
Supporting Reasons
1. A human-based evaluation to measure the text
quality of PASS. 20 game reports (2 per soccer
match) were evaluated by each of participants.

2. Evaluation showed (in another paper) that
readers were clearly able to distinguish the team
for which a report was tailored in 91% of all
cases.

3. The acceptable levels of clarity and fluency for
the reports, while the correctness of the information
given was higher than in human-written reports.

4. A chi-square test also showed a significant
correlation between the intended and perceived
tailoring towards fans of the clubs

(
χ2(1) =

233.33, p < .001).
5. Participants were overall positive in regards to
the clarity and fluency of the reports. The average
scores of clarity (M = 5.64,SD = 0.88) and fluency
(M = 5.36,SD = 0.79) were well above the neutral
score of 4 .

Strengths of the line of reasoning and supporting evidence: Human-based evaluation to measure
the text quality produces by PASS. No Objective measure to compare with previous system as the
system is itself noble in its domain.
Flaws in the argument and gaps or other weaknesses in the argument and supporting evidence:
Automatic translations has problems with idiomatic expressions.
Lexical variations was not applied after generating the sentence from a template. There is an
opportunity to use variations in the generated sentences.
This evaluative content is currently not backed up by objective data, but can be seen as the subjective
view in favor of one side
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Literature Review of Base Paper- III
Author(s)/Source: Wang, Jiaan and Li, Zhixu and Zhang, Tingyi and Zheng, Duo and Qu, Jianfeng
and Liu, An and Zhao, Lei and Chen, Zhigang
Title: Knowledge Enhanced Sports Game Summarization
Website: https://dl.acm.org/doi/10.1145/3488560.3498405
Publication Date: February 2022 Access Date: May, 2022
Journal: Proceedings of the Fifteenth ACM Interna-
tional Conference on Web Search and Data Mining

Place: New York, NY, USA

Volume: WSDM ’22 Article Number: Pages 1045–1053
Author’s position/theoretical position: Postdoctoral Fellow, KAUST, SA, etc
Keywords: datasets, sports game summarization, text summarization
Important points, notes, quotations Page No.

1. Introduce K-SportsSum, a new dataset from massive games 1
2. Manual cleaning process in commentary-news pairs to improve the quality, 1
3. a large-scale knowledge corpus that contains the information of 523 sports teams and 14,724

sports player 1
4. a knowledge-enhanced summarizer that utilizes both live commentaries and the knowledge to

generate sports new 1
Essential Background Information: Attracted attention from both the research communities and
industries to generate report corresponding news articles after games. Generated sports news should
record the core events of a game that could help people efficiently catch up to games.
Overall argument or hypothesis: Proposed a knowledge-enhanced summarizer that first selects key
commentary sentences, and then considers the information of the knowledge corpus during rewriting
each selected sentence to a news sentence so as to form final news.
Conclusion: The experimental results on K-SportsSum and SportsSum datasets show that the model
achieves new state-of-the-art performances. Wualitative analysis and human study was done to verify
that the model generates more informative sports news
Supporting Reasons
1. the model outperforms the baselines on both
K-SportsSum and SportsSum datasets in terms of
ROUGE scores

2. The model made use of an additional corpus
to alleviate the knowledge gap.

3. The model used a pre-trained language model
(mT5) which made use of the knowledge embedding
to implicitly generate informative sports news.

4. The model had a better performance on gen-
erating sports news in terms of informativeness,
fluency and overall quality.

5. The model was able to generate correct descrip-
tions of the sports events.

6. The model was able to take the different text
styles into account.

Strengths of the line of reasoning and supporting evidence: The paper proposes a knowledge
enhanced summarizer to harness external knowledge for generating more informative sports news.
They conducted extensive experiments to verify the effectiveness of the proposed method on two
datasets compared with current state-of-the-art baselines via quantitative analysis, qualitative analysis
and human study.
Flaws in the argument and gaps or other weaknesses in the argument and supporting evidence:
They did the experiments in Chinese corpus. The result in English language can be different. The
model can behave differently on generating short texts. There is no explicit mechanism for length
control in the model proposed.
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Literature Review of Base Paper- IV
Author(s)/Source: Cise Midoglu, Steven A. Hicks, Vajira Thambawita, Tomas Kupka, Pål Halvorsen
Title: MMSys’22 Grand Challenge on AI-based Video Production for Soccer
Website: https://arxiv.org/abs/2202.01031
https://mmsys2022.ie/authors/grand-challenge
Publication Date: June 2022 Access Date: May, 2022
Journal: 13th ACM Multimedia Systems Confer-
ence (MMSys’22)

Place: Athlone, Ireland.

Volume: 13th Article Number: n.a.
Author’s position/theoretical position: Simula Team
Keywords: machine learning, soccer, video clipping, thumbnail selection, video summarization
Important points, notes, quotations Page No.

1. Existing works consider different modalities such as video, audio, and text, but a relatively
larger emphasis is put on video summaries in the broadcasting context. 1

2. Video and metadata from the Norwegian Eliteserien are used, and submissions will be evaluated
both subjectively and objectively 5

3. a potential for AI-supported clipping of sports videos, especially in terms of extracting temporal
information. 2

4. automatic eaningful and attractive thumbnails thumbnail selection system exploits two important
characteristics: high relevance to video content, and superior visual aesthetic quality. 3

Essential Background Information: Automated solutions might enable leagues to be broadcasted
and/or streamed with less funding, at a cheaper price to fans.

Overall argument or hypothesis: Soccer game summaries are of tremendous interest for multiple
stakeholders including broadcasters and fans but a relatively larger emphasis is put on video summaries
in the broadcasting context
Conclusion: Recent methods can be integrated to create a pipeline for video summarization system
and it has a huge potential to be used in the practical context.
Supporting Reasons
1. demonstrates the applicability of ML, and more
specifically adversarial and reinforcement learning

2. However, a lot of work remains to be done
for the implementation of automated algorithms
within the soccer domain

3. audio may be an important modality for find-
ing good clipping points and also may be to find
important events

4. a potential for AI-supported clipping of sports
videos, especially in terms of extracting temporal
information

5. presented results are still limited, and most works
do not directly address the actual event clipping op-
eration

6. computing should be possible to conduct
with very lowvlatency, as the production of high-
light clips needs to be undertakenvin real-time
for practical applications

7. traditional solutions in the soccer domain rely
on the manual or static selection of thumbnails to
describe highlight clips, which display important
events such as goals and car

8. Manual clipping result in the selection of
sub-optimal video frames as snapshots, which de-
grades the overall quality of the clip as perceived
by the viewers, and consequently decreases view-
ership. Additionally, manual processes are ex-
pensive and time consuming

Strengths of the line of reasoning and supporting evidence: The paper clearly explains the
research gap in the soccer video domain and clearly indicates that text summarizing of soccer game
videos with new tools is relatively unexplored topic.
Flaws in the argument and gaps or other weaknesses in the argument and supporting evidence:
Haven’t explained the works in other domain rather than soccer. For example, there have been
researches om data-to-text models.

68

https://arxiv.org/abs/2202.01031
https://mmsys2022.ie/authors/grand-challenge


A.4 Annotation Structure of SoccerNet Metadata
Listing A.1: Annotation Structure for Sample Event in Action Spotting Task of
SoccerNet-V2.
(*) Field optional.

{
" gameTime " : "< h a l f Number> − < t ime from s t a r t o f t h e h a l f >" ,
" l a b e l " : "< a c t i o n type >" ,
" p o s i t i o n " : "< t ime i n ms from b e g i n n i n g of game >" ,
" team " : "<home / away / n o t a p p l i c a b l e >" ,
" v i s i b i l i t y " : "< v i s i b l e / n o t shown >"

}

Listing A.2: Data Structure for Action Spotting Task of SoccerNet-V2.

# S t a r t
{

" U r l L o c a l " : "< pa th >" ,
" Ur lYoutube " ( * ) : "< l i n k >" ,
" a n n o t a t i o n s " : [ {

. . .

} ] ,
# End

"gameAwayTeam " : "< team name >" ,
" gameDate " : < t imes tamp > ,
"gameHomeTeam " : "< team name >" ,
" gameScore " : "< i n t > − < i n t >"

}
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A.5 Annotation Structure of HOST Metadata
Listing A.3: Annotation Structure for Sample Card Event.

{ ’< t imes tamp > ’ ,
’{ " team " :

{
" i d " : <team −id > ,
" t y p e " : " team " ,
" v a l u e " : "< team −name >"

} ,
" a c t i o n " : "< ye l l o w / red > c a r d " ,
" p l a y e r " :

{
" i d " : < p l a y e r − id > ,
" t y p e " : " p l a y e r " ,
" v a l u e " : "< p l a y e r −name >"

}
} ’

}

Listing A.4: Annotation Structure for Start and End Timestamps.

# S t a r t
{ ’< t imes tamp > ’ ,

’{ " phase " :
{

" t y p e " : " phase " ,
" v a l u e " : " <1 s t / 2 nd> h a l f "

} ,
" a c t i o n " : " s t a r t phase "

} ’

}
# End
{ ’< t imes tamp > ’ ,

’{
" a c t i o n " : " end of game " ,

} ’
}
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Listing A.5: Annotation Structure for Sample Goal Event.
(*) Field optional.

{ ’< t imes tamp > ’ ,
’{ " team " :

{
" i d " : <team −id > ,
" t y p e " : " team " ,
" v a l u e " : "< team −name >"

} ,
" a c t i o n " : " g o a l " ,
" s c o r e r " :

{
" i d " : < p l a y e r − id > ,
" t y p e " : " p l a y e r " ,
" v a l u e " : "< p l a y e r −name >"

} ,
" a s s i s t by " :

{
" i d " : < p l a y e r − id > ,
" t y p e " : " p l a y e r " ,
" v a l u e " : "< p l a y e r −name >"

} ,
" s h o t t y p e " :

{
" t y p e " : " g o a l s h o t t y p e " ,
" v a l u e " : "< sho t − type >"

}
" a f t e r s e t p i e c e " ( * ) :

{
" t y p e " : " s e t p i e c e " ,
" v a l u e " : " p e n a l t y "

}
} ’

}
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A.6 Sample Summaries Generated Through the Pipeline
Pipeline Output from Method 1.2
summary from game metadata using naive template

Ball out of play happened in 3rd minutes. Corner from Swansea in 4th minutes. Shots on
target from Swansea in 4th minutes. Ball out of play happened in 9th minutes. Ball out
of play happened in 19th minutes. Clearance from Manchester United in 21st minutes.
Goal from Manchester United in 27th minutes. Goal from Swansea in 29th minutes.
Kick-off from Manchester United in 30th minutes. Ball out of play happened in 31st
minutes. Ball out of play happened in 32nd minutes. Throw-in from Swansea in 34th
minutes. Ball out of play happened in 34th minutes. Foul from Manchester United in
37th minutes. Offside from Swansea in 41st minutes. Yellow card from Manchester
United in 44th minutes. Substitution from Manchester United in 0th minutes. Offside
from Swansea in 2nd minutes. Yellow card from Manchester United in 5th minutes.
Corner from Manchester United in 9th minutes. Substitution from Manchester United
in 25th minutes. Ball out of play happened in 30th minutes. Offside from Manchester
United in 35th minutes. Goal from Swansea in 54th minutes. Substitution from Swansea
in 57th minutes. Substitution from Manchester United in 66th minutes. Ball out of
play happened in 67th minutes. Yellow card from Manchester United in 77th minutes.
Shots on target from Swansea in 80th minutes. Yellow card from Swansea in 84th
minutes. Yellow card from Manchester United in 85th minutes. Foul from Swansea in
90th minutes. Yellow card from Swansea in 90th minutes. Substitution from Swansea in
95th minutes.

Pipeline Output from Method 2.4
summary from game audio using naive STT transcription

In the area he loves today . And he is happening since this month yes united states has
changed the since looking for a little bit of revenge for diamond shadow play before to
remember any second support to strike you so talking auctions to full structural . Not
so cheap three gigs . The smart finish . So we have to say . One minute’s second this
between . Last season a really successful time as well and wanted to take it but he feels
that this is his home and gary monkey for lengthy discussions . These try to find party
mean area . If so just caught the wrong side of his mom . S- delivery is trust . Quite
readjustment is needed . Yesterday we want the feet in the last nineteen ames . Situation
behind the solution . The past has been plenty of sign for manchester market they’ve
never panicked in these situations . How it’s john joselbe . Immediately apologises i
think he tried to actually . On the banks that he may not get the goals . The swansea
city now push everybody back all hands to the pump . Just to stop us to quite rise the
correctly .
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Pipeline Output from Method 3.1
summary from game commentary using transformer model

After the opening Jeonbuk Hyundai took the lead with its first shot. In the 12th minute
Eninho made a cross from the right and Han Kyo-won headed the ball into the lower
right corner from the front of the penalty area. In halftime stoppage time Jeonsang
Hyundai took a right corner kick from the left and Eninho’s left-footed shot was blocked
by the opponent’s defender. In half-time stoppage Je Jeonba Hyundai took another right
corner and Jeonbaruk Hyundai’s left foot shot from outside the opponent’s penalty area
was saved by the opposing goalkeeper. After the first half of the game was over the two
sides changed sides and fought again and the situation remained the same. After halftime
the game remained in a stalemate with the two teams fighting fiercely and neither was
able to create any scoring opportunities. The two sides finally shook hands and fought
successively with a 1-1 draw at home.
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Figure A.2: Exploring Attention in Trained Longformer-1

Figure A.3: Exploring Attention in Trained Longformer-2
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Figure A.4: Exploring Attention in Trained Longformer-3

Figure A.5: LED (Longformer Encoder Decoder) Model Architecture
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A.7 Associated Publication

1. S. Gautam, C. Midoglu, S. S. Sabet, D. B. Kshatri, and P. Halvorsen, “Soccer Game
Summarization using Audio Commentary, Metadata, and Captions,” in Proceed-

ings of the 1st Workshop on User-centric Narrative Summarization of Long Videos

(NarSUM ’22), October 10, 2022, 2022, p. 10. doi: 10.1145/3552463.3557019.
[106]

2. S. Gautam, C. Midoglu, S. S. Sabet, D. B. Kshatri, and P. Halvorsen. "Assisting
Soccer Game Summarization via Audio Intensity Analysis of Game Highlights."
ResearchGate [Preprint.], 22 Sept. 2022. doi:10.13140/RG.2.2.34457.70240.
[107]
(Under-review, Submitted to 12th IOE Graduate Conference)

The proof of acceptance or submission of the publications mentioned above is included
in the upcoming pages.
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