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Abstract— Contracts differ in how much software providers risk financial loss in projects with cost overrun. In this paper it is hypothesised that an increase in provider risk of financial loss is connected with an increased rate of problematic software projects. The hypothesis is tested through a comparison of software projects with two variants of target price contracts: Target price with and target price without upper limits for risk sharing. These two variants differ mainly in the provider’s risk of financial loss. If the provider’s risk of a financial loss makes a difference, we would expect that projects using target price contracts with an upper limit for risk sharing would perform worse than projects using target price contracts without an upper limit for risk sharing. Information from 24 software professionals who had project experience with both variants of target price contracts was collected. The software professionals were asked to assess the success of their last projects when using each of the two target price contract variants and their general experience with the use of them. It was found that projects using using target price contracts with an upper limit for risk sharing were less successful than projects using target price contracts without upper limit for risk sharing. In addition, the respondents general experience with the two target price contract variants suggests that including an upper limit for risk sharing is connected with less provider focus on client benefits and more effort spent on project administration and monitoring. This difference in provider behaviour may to some extent explain the difference in rate of successful projects.
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I.  Introduction
Implicit in the motivation of a work contract is a lack of confidence in that the provider will behave fully in the interest of the client, and a wish to legally pursuit the provider if this happens. A lack of confidence in the behaviour or in the competence of the providers, leading to a formulation of work contracts, is far from new. There are contracts from Mesopotamia, some of them as much as 5.000 years old, that regulate the payment and the responsibilities of workers [1]. Interestingly, the types and content of work contract used thousands of years ago are similar to those in common use in software development projects today. The people in Mesopotamia had time & material contracts, fixed price contracts and even partnership contracts similar to today’s target price contracts with risk sharing mechanisms [2]. Considering many years with extensive use of work contracts we may think that we have gained sufficient experience to know when to use which type of contract and the effect of them on the process and the deliveries. Unfortunately, this seems not to be the case, especially not in software development contexts.
Surveys typically find that 40-70% of software projects use fixed price and 15-50% time & material or other types of contracts 
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. Possible motivations for the widespread use of fixed price contract are the clients’ beliefs in that fixed price contracts lead to better cost control and budgeting by knowing in advance how much to pay, better incentives for the provider to work efficiently, i.e., the providers are not financially benefiting from working inefficiently and spending more work-hours as the they do when using time & material contracts, and, that the financial risk related to cost overrun is on the provider side. There are, however, empirical studies that put serious doubt on the correctness of these beliefs and the usefulness of fixed price contracts in the context of software development. Studies report, amongst others, that fixed price projects are more prone to become failure projects [8], that the client usually pays for part of cost overruns even in fixed priced projects and that the cost overrun tend to be larger in fixed price projects [5], and, that the administrative overhead increases in fixed price projects [7]. 

The empirical studies do, however, not always report bad results for fixed price projects. There are studies, such as [9, 10], reporting that software project performance tend to improve with the use of fixed price contracts in software projects. There may consequently be software development contexts where the use of fixed price contracts is the best option. Unfortunately, as far as we know, there are no studies aiming at explaining or modelling when and why which contract models lead to better software development project results. Similarly, we were unable to identify any evidence whether the client ends up paying more or less in fixed price contract projects compared to time & material projects.
In a recent study, we found that software projects using fixed price contracts on average were much less successful than project using time & material contracts [11], i.e., a result consistent with the majority of previously conducted studies in software development contexts. The lower success rate was particularly evident when we measured project success as delivered client benefits. A possible reason for the observed low success rate, we proposed, was that the use of fixed price contracts led to increased provider risk of making a financial loss. A higher risk of financial losses seemed to be connected with more provider focus on what was written in the requirement specification rather than what really would results in maximum client benefits. It seemed also to be connected with less scope change flexibility. Less focus on client benefits and less scope flexibility were, in turn, connected with higher risk of a project becoming problematic. In an earlier study we argue that providers risking, or actual making, financial losses tend to show more opportunistic behaviour, e.g., are more prone to deliver lower quality and make process shortcuts to reduce costs [12]. High risk of financial loss of the provider, as implemented in for example fixed price contracts in software projects with high cost uncertainty, may in addition affect the complexity of managing the software projects, e.g. lead to more time spent on meetings discussing what is inside and outside the specified requirements and contractual issues related to requirement changes, see for example [7].

The study reported in this paper tests the hypothesis that there is a connection between the contract type, through the degree of provider risk of financial loss, and project success. Our analysis is based on the difference in project outcome when using two variants of target price contracts, i.e., contracts with and without upper limit for risk sharing. The two variants are, as far as we have experienced, similar with respect to most characteristics, and used in similar contexts, but differ with respect to the provider’s risk of a financial loss.
Using a target price contract the client and the provider agree on a (target) price for the software development deliveries described in a requirement specification. Typically, the target price is, for software projects, to a large degree determined by the number of work-hours estimated to be spent on the project and the hourly price for these work-hours. The main difference to a fixed price contract is that a target price contract adds mechanisms to share the pain/gain of over- and under-spending relative to the target price.

There are several client motivations for including a shared pain/gain of over- and under-spending in software development contracts. Firstly, it rewards efficient work by the provider better than time & material contracts, i.e., the provider makes more profit when working efficiently and using their most competent people on the project. Secondly, it reduces the providers’ need to add contingency to the price to cover the risk of financial loss compared to pure fixed price contracts. Thirdly, the shared pain/gain mechanism provides the client with incentives to be more involved in the project and this way avoiding cost overrun and quality problems compared to when using pure fixed price contracts.

The two types of pain/gain sharing (risk sharing) mechanisms compared in our study are the following:

· Target price contracts without limits for risk sharing. Using this contract type, the under- and overspending is shared, typically 50/50, between the client and the provider. Particularly important for our study, the provider knows that it will be paid for all work-hours spent regardless of how large the cost overrun relative to the target price is. They are paid less than their ordinary rate when over-spending, but probably enough to avoid making a financial loss and at least with a reduced risk.
· Target price contracts with limits for risk sharing. Using this contract type, the under- and overspending is shared, but there is a lower and an upper limit for this sharing. Particularly important for our study, the provider is paid only for work-hours spent up to a limit. Typically, this limit is about 20-30% above the target price. After that, the provider’s work is unpaid and there is a real risk of the provider making a financial loss. 

Examples of the risk sharing mechanisms of the two types of target price contracts are given in Figures 1 and 2.
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Figure 1. Target price without upper limit for risk sharing (example)
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Figure 2. Target price with upper limit for risk sharing (example)

Target price contracts without upper limit for risk sharing are more similar to time & material contracts in that the provider is paid for all work-hours. Target price with upper limit for risk sharing is, on the other hand, more similar to fixed price contract in that the provider has a larger risk of making a financial loss and not getting paid for all the work completed. The average cost overrun of software projects is about 30% [13]. This indicates that target price projects with an upper limit for risk sharing of about 120-130% of the target price will frequently be overrun, and that the provider may not be paid for some of the work done and risk a financial loss.
Based on the similarity to fixed price and time & material contracts, respectively, and the proposed connection between the provider’s risk of a financial loss and the project’s risk of becoming problematic, we hypothesize that:

Hypothesis 1: Software project using target price contracts without limits for risk sharing are more successful, in particular with respect to delivering client benefits, than software projects using target price contracts with limits for risk sharing.

Hypothesis 2: Software project using target price contracts with limits for risk sharing focus more on the requirement specification and less on client benefits than software projects using target price contracts without limits for risk sharing.

Hypothesis 3: Software project using target price contracts with limits for risk sharing experience more administrative overhead than software projects using target price contracts without limits for risk sharing.

The remaining part of this paper describes our research method (Section II), presents the results (Section III) and includes a discussion of the results, including the threats to validity, and a conclusion (Section IV).
II. Method
We knew from two previous surveys [11, 14] that target price contracts were in common use in Norwegian software projects. Given a sufficiently large population of software managers it would consequently be likely that many of them had experience with both target price risk sharing variants, i.e., target price contracts with and without upper limit for risk sharing. A sample of software professionals with such experience would, we considered, enable a realistic evaluation of the effect of them of the project outcome.
 The initial population of our study were sixty software professionals participating at a seminar on IT-management in Oslo, Norway, held Autumn 2016. The software professionals were both from the client and the provider side, and from the private and the public sector. We used a web-based questionnaire, using the Qualtrics tool (www.qualtrics.com). The first question of the questionnaire filtered out those who did not have experience with both target price contract variants. After the filtering question, twenty-four software professionals (40% of the total population), ten from the client side and fourteen from the provider side, remained, i.e., they had the required experience from both target price risk sharing variants.
The remaining twenty-four software professionals received the following three questions (translated from Norwegian):

1. Consider the last completed software project you were involved in that used a target price contract with upper limit for risk sharing and give your evaluation of the performance of this project.

a. Delivered client benefits: Very good – Good – Acceptable – Problematic – Very problematic – Don’t know
b. Cost control: Very good – Good – Acceptable – Problematic – Very problematic – Don’t know

c. Time control: Very good – Good – Acceptable – Problematic – Very problematic – Don’t know

2. Consider the last completed software project you were involved in that used a target price contract without upper limit for risk sharing and give your evaluation of the performance of this project.

a. Delivered client benefits: Very good – Good – Acceptable – Problematic – Very problematic – Don’t know
b. Cost control: Very good – Good – Acceptable – Problematic – Very problematic – Don’t know
c. Time control: Very good – Good – Acceptable – Problematic – Very problematic – Don’t know

3. How much do you, based on your general experience with target price contracts with and target price contracts without upper limit for risk sharing, agree with the following statements?

a. Projects using the target price contract with upper limit for risk sharing are, compared with those using target price contract without upper limit for risk sharing, more likely to focus on what is written in the requirement specification rather than on what gives good client benefits: Agree – No difference – Disagree – Don’t know
b. Projects using the target price contract with upper limit for risk sharing do, compared with those using target price contract without upper limit for risk sharing, typically use more time on administration and monitoring.
Agree – No difference – Disagree – Don’t know
The responses were anonymous and the main results were presented to the participants at the end of the seminar and discussed with several of them at a later stage.
In the statistical analysis of the responses we exclude the “don’t know” responses. Due to the relatively few responses in the extreme categories “very good” and “very problematic”, and the limited number of responses, we merged the responses “very successful” and “successful” into the category “successful”, and the responses “problematic” and “very problematic” into the category “problematic”.
Notice that the study is a quasi-experiment, which means that there could be other reasons for observed differences in project outcome and behaviour than the one hypothesised by us. Also, the responses are likely to be based on the respondents’ subjective opinions, not on actual measurement, of the project outcome. This has the advantages that it is the experienced level of success and failure that is measured. It also means that, for example, the same percentage cost overrun in one project may result in a different response as the same cost overrun in another project. This, we argue, is not necessarily a weakness of our survey method, since the same level of cost overrun may lead to difference levels of budget and cost control problems in different projects.
We include a discussion the threats of validity as a result of the chosen study design in Section IV.
III. Results
The only notable difference in responses dependent on the respondents’ role was, not unexpected, that those from the provider side somewhat more frequently assessed their projects as “acceptable” rather than “problematic” than those from the client side. This, perhaps systematic, difference in viewpoint is essential to consider when evaluating the observed rates of successful and problematic projects, but not so much when interpreting the difference in success rate dependent on the variants of target price contracts, which is the goal of our analyses. We consequently merged the responses from the providers and the clients.

Table I displays the answers of the twenty-four responses representing the respondents’ last projects using the two variants of target price contracts (Questions 1 and 2).
TABLE I.  Success of projects using target price contracts with and without upper limit 
	Contract type
	Success criteria
	Successful
	Acceptable
	Problematic

	Target price with upper limit for risk sharing
	Client benefits (n=21)
	33%
	48%
	19%

	
	Cost control (n=21)
	33%
	33%
	33%

	
	Time control (n=21)
	33%
	19%
	48%

	Target price without upper limit for risk sharing
	Client benefits (n=18)
	83%
	11%
	6%

	
	Cost control (n=18)
	61%
	22%
	17%

	
	Time control (n=19)
	63%
	16%
	21%


As can be seen from Table I, the success rates for the projects using target price contracts with upper limit for sharing the cost of over-spending were lower than those without such upper limit for all success criteria. A comparison of the difference in proportion of successful project, applying one-tailed, Z score calculation for two population proportions, gives p<0.01 with respect to the criteria client benefits, p=0.02 for cost control, and p=0.02 for time control (p=0.02). This supports our Hypothesis 1. 

The responses on the questions related to differences in project behaviour dependent on the contract variant (Question 3a and 3b) are displayed in Table II.

TABLE II.  Agreement on statements about target price contracts with and without upper limit 
	Statement
	Agree
	No difference
	Disagree

	Projects using the contract type target price with upper limit for risk sharing are, compared with those using target price without upper limit for risk sharing, likely to focus more on what is written in the requirement specification and less on what gives good client benefits (n=23).
	90%
	5%
	5%

	Projects using the contract type target price with upper limit for risk sharing, compared with those using target price without upper limit for risk sharing, typically use more time on administration and monitoring (n=23).
	68%
	27%
	5%


As shown in Table II, there is a strong agreement among the respondents in that the use of target price contracts with upper limit for risk sharing is connected with less focus on client benefits and more on what was written in the requirement specification. A Z score calculation for one population proportion, comparing “Agree” with the merged group of “No difference” and “Disagree”, gives p<0.01. This gives support to our Hypothesis 2.
There was also an agreement in that the use of target price contracts with upper limit for risk sharing was connected with projects spending more time on project administration and monitoring. A Z score calculation for one population proportion, comparing “agree” with the merged group of “No difference” and “Disagree”, gives p=0.08. This gives some, although not very strong, support to our Hypothesis 3.
IV. Discussion, Threats and Conclusion
Our first hypothesis was that software projects using target price contracts with limits for risk sharing, which increases the risk of provider making a financial loss, would perform worse than those using target price contracts without such limits. This hypothesis is supported by the results from our survey. The survey also provides support for our second and third hypothesis about increased focus on the requirement specification and less on what gives client benefits, together with more effort on project administration and monitoring, when using target price contracts with upper limit for risk sharing.

The population of our study represents, based on an examination of the background of all the registered participants on the seminar, mainly the projects of relatively large Norwegian public and private organizations. These may, on average, be more mature, have more and larger projects than typical projects in Norway. The filtering we made, by only including those with experience from both type of target price contracts, may further have increased this tendency towards organizations with many and relatively large projects. Our convenience sample may consequently represent mainly the software development projects of medium large and large organizations.

The main limitation of our results is in our opinion that we cannot rule out that the contract type is just correlated and not causally connected with the observed differences in project outcome and behaviour. This would be the case if there were factors systematically connected with the choice of risk sharing mechanism that was the real cause of the observed difference in project success. We discussed this possibility with several of the participants of the survey. Several of the client participants told that the choice between target price with and without upper limit for risk sharing was sometimes their own choice and sometimes based on a negotiation with the provider. When it was their own choice it was usually the preference of the project owner that decided it. The client participants we discussed with found it hard to see any systematic pattern in the choices made by the contract owner. The provider participants reported that when they could impact the contract mechanisms, they usually preferred target price without upper limit for risk sharing. This would especially be the case if the project was large and/or complex, i.e., the tendency here would be that projects with target price with upper limit for risk sharing were simpler, not easier, i.e., the target price contracts without upper limit for risk sharing performed better in our study in spite of perhaps being more complex. A few of the client participants had experienced that the provider explicitly asked for target price with upper limit for sharing. Target price with upper limit for risk sharing would give the provider more payment if the cost overrun turned out to be small, since the first 10-20% of the over-spending would be paid more, typically 60-80%, than the 50% usually paid in the context with risk sharing without upper limit. Consequently, if the providers were very confident in the accuracy of their cost estimate, they would sometimes opt for the risk sharing with upper limit. Again, the difference in project complexity should imply that target price with upper limit would perform better and not worse, as found in our study.
There might have been a differences in how the provider was selected dependent on the choice of contract type. Clients using target price with an upper limit may, for example, have had more focus on low price and less on provider competence when evaluating offers. An increased focus on low price makes it more likely to select a provider based on a too low (target) price [15]. In that case the impact of the target price with upper limit for risk sharing on the project outcome and behaviour is indirect, in that it led to less realistic project plans and budgets. It was difficult to assess the relevance of this difference from our quite limited data and the follow-up discussions.

Potentially, there may also be differences in how competent and involved the client is dependent on the choice of risk sharing mechanism in the target price contract. Projects using target price contracts with an upper limit for risk sharing may have, on average, less involved clients. They have, as clients, less budget risk since an over-spending will only hurt them financially up to a level, and then the provider has to bear the remaining loss. As found in [11], software projects with less involved clients are more likely to become problematic. We included only clients with experience from both risk sharing mechanisms. This difference may consequently only be relevant for the provider responses, which were similar to those of the clients regarding the effect of the risk sharing mechanism.
The above discussion suggests that there are factors that affect the choice of contract type, that also affect the success rate of software projects. Based on our data alone, we cannot exclude that the difference in project outcome observed by us are to some extent a result of such factors. This would mean that the target price contract variant is to some extent an indicator and not only a cause of project problems. The respondents general experience with the two contract types do, however, suggest that there are reasons to believe that the choice of risk sharing mechanism had an effect. In particular, target price contract-based projects with upper limit for risk sharing tended to have less focus on client benefits and spend more effort on project administration. This finding is, we think, plausible and consistent with results from other project domains, i.e., a higher risk of losing money changes the provider behaviour towards less flexible and more opportunistic behaviour, see for example [16]. 

Our results imply that software clients should avoid using contract types where there is substantial provider risk of making a financial loss. 
While this is indeed the implication of the results of our study, software project contexts vary and there may be ways of avoiding high risk of problematic projects even with such contracts. If the cost uncertainty of the project is very low, if there is a strong trust-based relationship between the client and provider that ensures flexibility and high quality of work regardless of contract type, or if the provider knows that it will be compensated for losses in a later stage (such as in the maintenance phase) the project problem risk due to such contracts may be acceptably low. As an illustration, one of the client respondents informed us about a project, with upper limit for risk sharing, where they during the project execution discovered that there would be large cost overrun. To avoid that the providers’ behaviour, when facing a financial loss, should hurt them as clients, they told the provider that they would be paid for all hours, regardless of what the contract said. This project ended up successful regarding client benefits, although not with respect to cost control.

In conclusion, the results presented in this paper suggest that the use of contract types where the client and provider share the financial risk connected with cost overrun, without upper limit for risk sharing, is connected with better opportunity to complete a successful software project. Consequently, it is frequently not a good idea, neither for the client nor the provider, to allow that very much of the financial risk related to cost overrun is put on the provider side. This seems to increase the risk of a project becoming problematic, which in turn negatively affects both the client benefits and the provider’s financial profit.
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