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Abstract

Mobile ad-hoc networks are typically very dynamic
networks in terms of available communication partners,
available network resources, connectivity, etc. Further-
more, the end-user devices are very heterogeneous,
ranging from high-end lap-tops to low-end PDAs and
mobile phones. Traditionally, middleware is used to
abstract from this heterogeneity and enable the applica-
tion programmer to focus on application issues. We
propose to develop middleware services that addition-
ally provide services for information sharing in mobile
ad-hoc networks, because the possibility to share infor-
mation is mission critical for many mobile ad-hoc net-
work applications.

1. Introduction and motivation

In recent years, mobile ad-hoc networking has been

recognized as an important research area. Typical appli-

cation scenarios for mobile ad-hoc networks include

emergency situations in which wireless devices are

used to coordinate the efforts of rescue personal, and

business meetings in which the laptops and other

devices are connected in a wireless network to support

the collaboration of the participants and increase the

meeting’s efficiency. These examples indicate already

that a common key element in mobile ad-hoc network

applications is information access and sharing. This

information will not only be represented in the form of

textual and numerical data, but also in form of graphics,

video, and audio.

Today, the main research emphasis in mobile ad-hoc

networks is on routing and service location issues. This

is for example reflected by the IETF working group

MANET (Mobile Ad-Hoc Networks). There is no

doubt that routing and service location problems have

to be solved to provide a working infrastructure in

mobile ad-hoc networks. However, applications are

needed to turn a working infrastructure into a useful

infrastructure. There is a magnitude of potentially use-

ful applications for mobile ad-hoc networks, but appli-

cation development for mobile ad-hoc networks is not

easy. These networks are typically very dynamic net-

works in terms of available communication partners,

available network resources, connectivity, etc. Further-

more, the nodes in such networks are very heteroge-

neous, ranging from high-end lap-tops to low-end

PDAs and mobile phones. CPU storage space, band-

width and battery power represent important resources.

Finally, many application scenarios, like coordination

of rescue teams, have quite hard non-functional require-

ments as well, such as fault-tolerance, survivability,

real-time, and security. Obviously, solving these issues

in every new mobile ad-hoc network application from

scratch is not a feasible approach. Instead, we propose

to develop a set of generic services, or middleware ser-

vices, that support the development of applications for

mobile ad-hoc networks.

In an infrastructure built on a pure mobile ad-hoc

network, only the data that is kept on the mobile

devices is accessible. However, for many scenarios,

nodes that provide access to other infrastructures will

exist within the adhoc network, and thus provide access

to additional information. These nodes may be embed-

ded systems and sensors that can can provide applica-

tions with localized or environmental information.

Other fixed nodes may be connected to the Internet and

function as gateways between the mobile ad-hoc net-

work and the Internet. These nodes could provide

access to existing information infrastructures, like the

World-Wide Web, Content Distribution Networks, and

Peer-to-Peer (P2P) Networks. Figure 1 illustrates the

typical network environment we envisage for mobile

ad-hoc networking applications. In the rest of the paper,

we use the term ad-hoc network for mobile ad-hoc net-

works that might include elements of a fixed infrastruc-

ture.

It is the goal of this position paper to (1) analyze the

requirements of ad-hoc network applications, (2) evalu-

ate state-of-the-art solutions and identify their deficien-



cies, and (3) to outline our approach to develop

middleware services for information sharing.

2. Mobile ad-hoc network applications

Application domains for ad-hoc networks include e-

learning [1], inter-vehicle communication [2], and col-

laborative electronic shopping [3]. It is the purpose of

this section to identify characteristics and requirements

that are common to these and other ad-hoc network

applications with respect to information access and

sharing.

2.1. Characteristics

There are three generic characteristics that ad-hoc

network applications share: (1) information access and

sharing is mission critical, (2) three classes of informa-

tion sources have to be integrated, and (3) cooperation

is necessary, but not always desired.

The simplest ad-hoc network applications have no

other purpose than sharing some resources, e.g., a

printer. However, application such as those mentioned

above are based on access and sharing of information.

In e-business applications, more and correct informa-

tion might lead to better deals. E-learning applications

are only possible if teaching material is accessible. In

emergency and disaster management, fast access to data

can even save human lives.

In these and other application scenarios, an ad-hoc

network is likely interconnected to other infrastruc-

tures. For example, it may include stationary nodes that

are also connected to the Internet and provide gateways.

This means that three different types of information

sources may be available:

• Mobile end-user devices: each end-user device

stores some data, some of which may represent use-

ful information for other end-users in the ad-hoc

network. It is important to note that this information

may not be directly accessible to all other nodes at

all times because of the mobility of end-user device.

End-user devices with new information may enter

the ad-hoc network, while others may leave and

render some information inaccessible. Generally, it

cannot be foreseen which end-user devices with

which information will be part of a ad-hoc network.

Information about physical location and user inter-

vention may alleviate this problem.

• Isolated stationary devices: in this context, only

such stationary devices that can communicate with

mobile devices are considered. Conceivable devices

range from regular PCs to embedded systems and

sensors. Typically, such devices are not associated

with an end-user but are aware of their location. As

such, they may provide information about their

environment, make additional resources temporarily

available to ad-hoc network applications. They may

also provide means such as mailboxes for asynchro-

nous communication between mobile devices.

• Gateways: mobile or stationary devices might act

as gateways, e.g. to the Internet, to enable access to

a larger body of information. It is not possible to

download all relevant information for a certain task

onto a device in advance, because the amount of the

corresponding data can be quite large and it cannot

be foreseen which information is needed.

The third characteristic of ad-hoc network applica-

tions is concerned with cooperation, which is necessary

but not always desired from all nodes. Without a coop-

eration of nodes, ad-hoc networks cannot work. This is

valid at the network layer for routing issues, at the mid-

dleware layer for resource sharing issues, and at the

application layer for information sharing issues. How-

ever, end-users do not always desire to cooperate. One

reason is that each node has to contribute consumable

resources to the cooperation, such as CPU cycles and

battery power to perform compute intensive tasks or to

replicate data. Another reason is that certain end-users

might be in competition with each other. In the business

meetings scenario, two groups may negotiate contract

terms. In order to work efficiently, they are willing to

share resources freely, but they share only selected

information. In application scenarios like medical res-

cue operations, it is also important to protect the privacy

of the information, for example from outsiders such as

journalists.

2.2. Requirements

Information is stored and managed in the system as

data. Based on the discussion above, we identify the

following functional high-level requirements of appli-

cation with respect to data access and sharing:

• Dynamic access to all relevant data and

Figure 1: Network environment
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resources: resources from other devices might be

used to forward data e.g., the other device has better

connection to the Internet, to cache important data

on other devices because the own device has not

enough storage space, and to perform compute

intensive tasks on other devices. In this context, it is

important to consider the highly dynamic nature of

ad-hoc networks. Otherwise, a node that keeps a

unique copy of mission critical data could leave the

range of the ad-hoc network and the data is “lost.”

• Dynamic collection and structuring of accessible
data: in many situations too much data, especially if

it is unstructured, is not helpful for human user - it

might even decrease the efficiency of the user. Thus,

the accessible data has to be structured in such a

way that the end-user is able to access quickly the

important data. Since the data is collected from

sources that might be only temporary part of the ad-

hoc network it is important to find solutions for the

dynamic nature of data availability.

• Access control for resources and data according
to policies: in scenarios where all entities follow a

common goal, it is natural to share everything. In

situations where different entities follow different

and sometimes contradicting goals, like two negoti-

ating groups in a business meeting, it is also natural

that not everything should be shared.

The access to data should be provided by the foll-

wing three interaction types: retrieval, event notifica-

tion, and client-to-client. In retrieval mode, the user or

application is active and requests the system to retrieve

data. The data might be specified by it’s name, like a

URL, or specify a query to search for data. In event

notification mode, a subscriber, e.g., user or application,

is informing the middleware that it is interested in an

event. The subscriber specifies which event it is inter-

ested in with the help of a channel or a filter. It should

be noted that independent entities and groups of entities

can subscribe for events. In client-to-client interaction,

users or input/output devices communicate in real-time

with each other, like in a video conference. Client-to-

client communication may be performed in a 1-to-1

relationship, but also as 1-to-many and many-to-many

relationship.

3. State-of-the-Art

The Integrated Mobile Ad-hoc QoS Framework

(iMAQ) [4] aims at a generic middleware that includes

application-aware adaptation, configuration manage-

ment, and data dissemination and replication. For now

it has only produced results on routing in ad-hoc net-

works. JINI [5] allows devices to offer and access ser-

vices through a lookup service, which is provided by

dynamically discovered devices. SLP [6] works in a

similar way, but concentrates exclusively on protocol

issues. Proem [7] and JXTA [8] define protocols for

P2P communication that integrate service offering,

binding and usage with routing functionality. JXTA

peers can optionally provide access to hardware

resources or routing services to subgroups of its peers.

It lacks a means to identify its contents beyond the life-

time of a group. 7DS (seven degrees of separation)

[9][10] enables information dissemination and sharing

among mobile hosts in a P2P fashion. It runs as an

application on heterogeneous devices. Participants can

obtain data, cache them and exchange them with other

interested participants. The SyncML protocol [11] is

designed to achieve the synchronization of mobile

devices and relies on client-server semantics.

Replicated systems with volatile connectivity face

challenges in assigning unique names, in location, and

in replication. Naming and location are frequently con-

sidered in combination. URLs [12] tie an object loca-

tion to a host location, and rely on DNS [13]. The

Globe system, on the other hand, assigns global unique

IDs to replicatable, movable objects [14]. Location ser-

vices in P2P systems are often based on distributed

hash tables (DHTs) that translate keys to locations.

These keys are well-known names of entities. The

names may belong to mobile hosts [15] or files

[16][17][18], but may just as well refer to objects in an

application [19] or processes. Typical location services

rely on well-known hierarchies of directories [13][18].

The location mechanisms of DHT P2P systems provide

a possible approach for implementing event notification

schemes such as publish/subscribe, middlemen or ren-

dezvous. Many replication systems have their origin in

distributed file system research. Examples that rely on a

central server are AFS [20], Coda [21], Rumor [22],

Roam [23] and Ficus [24]. Napster [25] and Gnutella

[26], which allow the data exchange among peer hosts,

are bound to a fixed network because they require the

coordination of a fixed server. Still, the hoarding and

reintegration mechanisms of Coda provide a viable

approach for replication in the face of predictable con-

nection loss. JetFile [27], Farsite [28] and PAST [29]

are serverless file systems but require a complete dis-

semination of updates. LIME [30] and XMIDDLE [31]

do not require such complete dissemination. LIME is

based on Tuple Spaces [32], but lacks data structures.

This is a central issue in XMIDDLE, which focuses on

replication and reconciliation of data. Reconciliation of

data is a severe problem when information has changed

on disconnected hosts or groups of hosts. XMIDDLE



provides middleware support to perform this task in

application-dependent ways.

To support service discovery in a ad-hoc network,

one cannot rely on traditional, centralized directory ser-

vices. Existing approaches for service discovery

employ different topologies or ontological structures,

e.g., hierarchical rings [1] and multi-layer clusters [33]

of service nodes. In the hierarchical rings approach,

nodes that offer thematically coherent services are con-

ceptually connected in rings where one node is selected

as an access point. The hierarchy of rings is formed by

building other rings of the access point nodes. The

multi-layer cluster approach considers nodes that are

physically close (in radio range) and semantically close

(offer similar services), and groups them in clusters.

The various hierarchical layers are then formed using

the physical and semantical closeness of the sub-clus-

ters. The search for a service is initiated on a lower

layer and recursively broadened to higher layers if no

satisfactory service is found.

Tuple structures are very simple and general and do

not support the complex data organization of our appli-

cation scenarios. XML and especially DOM are much

more suitable to model hierarchical data structures and

to address specific paths [34][35]. A more advanced

approach supporting user and location dependent ser-

vices is SDL (Service Description Language) [36], SDS

(Secure Service Discovery Service) [37] and

[38][39][40]. Descriptions with more semantics have

been developed in the areas of ontologies, XML, and

RDF [41]. An important example is DAML (DARPA

Agent Markup Language) [41], which uses XML and

RDF to describe entities and the relations between

them. This enables the users to develop ontologies and

annotate information such as service descriptions. In

the context of ad-hoc networks, information systems

related issues are only very rarely addressed so far

[35][42][43][44][45][46].

4. Ad-hoc InfoWare approach

In order to understand whether mobile handheld

devices are able to run standard middleware solutions,

like CORBA, with satisfying performance, we have

performed experimental studies. We measured the per-

formance of two CORBA implementations, MICO and

Orbix/E, on different platforms, and used the following

wireless network technologies: Wi-Fi 802.11b, Blue-

tooth, and IrDA . Figure 2 summarizes the results of

one experiment that are representative for all results. In

this experiment, we measured the average response

time for a simple method invocation when client and

server reside on the same node. As nodes we used an

IPAQ with a SA-1110 206 MHz CPU and 64 MB mem-

ory, a PC with a Pentium II 350 MHz CPU with 512

MB memory (PC1); and a PC with a Pentium III

500MHz CPU with 384 MB memory (PC2).

The measurement results show that there is a clear

performance gap between the IPAQ and the PCs. How-

ever, it is also obvious that the implementation itself has

a strong influence on the performance. Generally, we

learned that handheld devices today can be quite power-

ful and performance is only one reason to use new solu-

tions for middleware service for ad-hoc networks

instead of standard middleware solutions.

The other reasons can be broadly classified into

two groups: (1) multimedia data is not properly sup-

ported in standard middleware solutions, and (2) ad-hoc

networks are of highly dynamic nature, because nodes

can join and leave the network at any time. For both

problem classes it is important to provide a flexible

solution, because a single static solution cannot solve

all problems, especially in such hetrogenous environ-

ments like ad-hoc networks. We apply two principal

methods to achieve flexibility: the separation of mecha-

nisms and policies and dynamic configuration.

4.1. Multimedia support

As a starting point for multimedia support we use

the MULTE-ORB. The MULTE-ORB supports the

dynamic configuration of protocols and flexible signal-

ling. The overall architecture of the MULTE-ORB is

illustrated in Figure 2.

The application entity is either some kind of appli-

cation or a higher-level middleware component, like

IIOP, QIOP or the stub and object adapter. The manage-

ment toolkit and the data protocol is part of the ORB

core of the middleware, using CORBA terminology.

The management toolkit consists of an extensible set of

signalling modules for various tasks like connection

management, QoS negotiation, etc. A script is inter-

preted from the coordinator at runtime. The script spec-

ifies which particular signalling protocol should be used

Figure 2: Response times of MICO and Orbix/E



in which order. The data protocol is configured at runt-

ime out of fine-granular protocol functions. The operat-

ing system (OS) exposes different services, like access

to resources and OS functionality, through well defined

interfaces (APIs). One class of these APIs provides

access to network services, but we regard the network

as a separate entity in the architecture, because its

resources and services are distributed in the network

itself. The data protocol and management toolkit use

the network through the OS APIs to communicate with

their peers.

So far, our work on the MULTE-ORB has focussed

on configuration and flexibility in end-systems. For ad-

hoc networks, we have to extend it to support the

dynamic configuration of functionality on intermediate

nodes. For example, an intermediate node might be

used to scale down the resolution of a video such that it

can be presented on the screen of a PDA.

4.2. Managing dynamic information

Each node in an ad-hoc network is potentially able

to contribute with data, capabilities, and physical

resources to the application. Obviously, it is necessary

to decribe the data that is on a node and the middleware

has to keep track which data is where. The same is valid

for capabilities, like particular scaling functions that are

implemented on a node, and for the physical resources.

To describe these three types of contributions, we

use XML, which has become a quasi standard for data

exchange. In order to understand some of the semantics

of data, we will apply meta-data ontologies for the dif-

ferent application domains. We need a better expla-
nation here!

Distributed directories with a certain degree of

redundancy are used to keep track of data, capabilities,

and physical resources. The degree of redundancy

should be defined by policies, like each node has to

store all meta-data about its direct neighbours. There

are basically two approaches to update the distributed

directories: event based and demand based. In the event

based approach, a new node joining the network repre-

sents an event and all its meta-data is broadcasted to its

direct neighbours. In the demand based approach, a

user initiated query might trigger the execution of a

location protocol that tries to find out about new nodes

and retreives their meta-data.

5. Outlook

Needs to be written! In this short paper, we have

briefly discussed the requirements of ad-hoc network

applications, given an overview on related work and

outlined how we approach the development of middle-

ware services that fulfill the application requirements.

In the full version of this paper we will give a more

detailed discussion and analysis of requirements and

related work, and especially elaborate more in detail on

our approach towards middleware services for informa-

tion sharing in ad-hoc networks.
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